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Abstract

The active appearance model (AAM) algorithm has proved to be a successful
method for face alignment and synthesis. By elegantly combining both shape
and texture models, AAM allows fast and robust deformable image match-
ing. However, the method is sensitive to partial occlusions and illumination
changes. In such cases, the PCA-based texture model causes the reconstruc-
tion error to be globally spread over the image. In this paper, we propose
a new method for face alignment called active wavelet networks (AWN),
which replaces the AAM texture model by a wavelet network representa-
tion. Since we consider spatially localized wavelets for modeling texture,
our method shows more robustness against partial occlusions and some illu-
mination changes.

1 Introduction

Many computer vision tasks such as face recognition and facial expression analysis re-
quire the accurate alignment between a given face and a canonical face. Extensive re-
search has been conducted on this topic, especially using model-based approaches [5, 3].

Among model-based methods, the active appearance model (AAM) algorithm [5] has
achieved good results in face alignment. The method makes use of statistical models of
both shape and texture, allowing fast and robust deformable image matching. Several
variations of AAM have also been proposed to improve the original algorithm, namely
view-based AAM [6], Direct Appearance Models [9], a compositional approach [2] and
3D AAM [1].

Despite the success of AAM and its variations, problems still remain to be solved.
AAM is sensitive to illumination changes, especially if the lighting in the test image sig-
nificantly differs from the lighting encoded in the training set. Moreover, under the pres-
ence of partial occlusion, the PCA-based texture model of AAM causes the reconstruction
error to be globally spread over the image, thus impairing alignment.

This paper proposes a new method, called active wavelet networks (AWN), in which
a Gabor wavelet network representation (GWN) [11] is used to model the texture vari-
ation in the training set. The GWN approach represents a face image through a linear



Figure 1: (a) Partial occluded image. (b) PCA reconstruction. Note that the error is spread
over the image. (c) Wavelet reconstruction.

combination of 2D Gabor functions whose parameters (position, scale and orientation)
and weights are optimally determined to preserve the maximum image information for a
chosen number of wavelets.

Because of the localization property of wavelets, when partial occlusion or highlight
illumination problems arise, the matching is more robust than with AAM. Figure 1 illus-
trates a comparison between PCA and a Gabor wavelet reconstruction for a partial oc-
cluded face image. Note that the error is globally spread over the image in PCA, whereas
it remains local in the wavelet representation.

Our method also offers some advantages regarding efficiency, since some computa-
tions are limited to the spatial support of the filters, rather than the whole image.

The remainder of this paper is organized as follows. Related work is discussed in
Section 2. In Section 3, we present the AWN approach for face alignment. Experiments
are presented in Section 4 and conclusions are given in Section 5.

2 Related Work

Recently, Gabor wavelet networks [11] has been proposed as an effective approach for
object representation, with successful applications in face tracking [7] and pose estimation
[10]. The ideais to represent an object as a linear combination of 2D Gabor wavelets, with
parameters and weights optimally determined from the continuous space. Face alignment
may be performed by affinely transforming the wavelet representation to match a new
image. However, since a GWN is optimized for a particular image, alignment becomes a
problem when different individuals are considered.

This problem was tackled by anonymous author [8] using a set of exemplars, but the
method is computationally expensive. The solution we adopt in this paper is to optimize a
single GWN over a set of face images. This requires all the face images to have the same
shape. More details about this technique will be described in section 3.2.

Another wavelet-based approach is the bunch-graph method [13]. In this approach,
Gabor jets are used as feature vectors and an elastic graph matching algorithm is adopted
for face alignment. Our method is faster than the bunch graph method because we use a



sparser representation based on GWN and a more efficient search technique based on the
active appearance algorithm.

The work most closely related to this paper is the active appearance model method
[5]. AAM uses PCA to encode both shape and texture variation, as well as the correla-
tions between them. By assuming a linear relationship between appearance variation and
texture variation and between texture variation and pose variation, AAM learns the linear
regression models from training data. The model search is driven by the residual of the
search image and model reconstruction.

The Shape-AAM method [4] is a variation of the standard AAM algorithm, generally
applied when shape modes are fewer than texture modes. Instead of manipulating the
combined appearance parameters, ShapeAAM uses image residuals to drive shape and
pose parameters, and then compute texture parameters directly from the image, given the
current shape. In this paper, our texture model is the GWN representation from the shape-
free image set and the search method is similar to Shape-AAM. Our method enables the
search to be robust to partial occlusion and some illumination changes, while providing
more efficiency.

Itis worth mentioning that AAM is better suited for image synthesis than our method,
since a small number of eigenfaces can generate photo-realistic images, whereas a high
number of wavelets would be required for this purpose.

3 Active Wavelet Networks

In this section, we introduce active wavelet networks for face alignment. Our method
starts with a training set, in which each image is labelled with landmark points on the
subject’s face. Thus, each sample has a labelled shape and an image texture.

Consider the training set of shape and texture t@be {(xi,g’)},i = 1...N,whereN
is the number of training images,= {(x‘j ,y‘j)}, j=1...M, is a shape specified by a set of
M points, and’ is the texture enclosed by the shagpeWe model the shape variation by
PCA, and the texture is represented by a GWN model. We will describe the shape model
and the GWN texture representation in the following subsections.

3.1 Statistical Shape Model

Given the training set, all shapes are aligned to a common coordinate frame and then
the shape variation can be modelled by PCA in a lower dimensional shape space. So, a
normalized shape can be approximated as:

X =X+Pb (1)



Figure 2: (a) Labelled training image. (b) Shape-free texture.

wherex is the mean shap®,is a set of orthogonal modes of variation anid a set of
shape parameters. Using the shape landmarks as control points, we can warp the training
images to the mean shape. Figure 2 illustrates a labelled image and its texture warped
into the mean shape. The set of shape-free texmres{gf},i =1...N is used to learn
the GWN representation, as described next.

3.2 Wavelet Network Model

We have used a wavelet network to model the face texture as an alternative to Principal
Component Analysis in standard AAM. As already mentioned, the use of spatially local-
ized wavelets allows more robustness with respect to partial occlusions and illumination
changes.

The constituents of a wavelet network are single wavelets and their associated coeffi-
cients. We adopted the odd-Gabor function as the mother wavelet. It is well known that
Gabor filters are recognized as good feature detectors and provide the best trade-off be-
tween spatial and frequency resolution [12]. Considering the 2D image case, each single
odd Gabor wavelet can be expressed as follows:

wn(x) = wp}é@@—u»%&x—mﬂxsmbawﬁmT<;)] @

wherex represents image coordinates ame- (s,¢, 0, u*, u¥) are parameters which

s‘cosf —9’'sinB X
compose the termS = C?S S ,andu = H , that allow scaling,
s'sinf  ¢'cosf [T

orientation, and translation. A Gabor wavelet network for a given image consists in a set
of nwavelets{{in, } and a set of associated weights, }, specifically chosen so that the
GWN reconstruction:

6= 3 Wi, (¥) )
k=1

best approximates the target image. We modified the original formulation of GWNs to
allow the optimization of a single GWN in a set of shape-free images, obtained through
warping, as described in previous section.
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Figure 3: The image shows a facial reconstructions with variable accuracy, considering
(from left to right) 52, 116 and 216 wavelets.

3.2.1 Calculation of Wavelet Parameters

Assuming that we have a set of shape-free face images of different pe{gﬁ}el <
i <N, that are truncated to the region that the face occupies, we can calculate the GWN
representation parameters as follows:

1. Randomly drom wavelets of assorted position, scale, and orientation, within the
bounds of the normalized face images.

2. Perform gradient descent (e.g., via Levenberg-Marquardt optimization) over the set
of wavelet parameters to minimize the total sum of differences between the training
images and their wavelet reconstructions:

2

arg_min
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One advantage of the GWN approach is that one can trade-off computational effort
with representational accuracy, by increasing or decreasing the nuroberavelets (see
Figure 3).

3.2.2 Calculation of Texture Parameters

In the standard Shape-AAM method, the texture parameters for a given image are com-
puted by projecting the image into an eigenspace learned from the training set. In our
method, the texture parametétg}, k= 1...n correspond to wavelet coefficients, obtained
by orthogonally projecting the image into the learned wavelet subspace.

However, Gabor wavelet functions are not orthogonal, thus implying that, for a given
family W of Gabor wavelets, it is not possible to calculgtby a simple inner product of
the Gabor wavelegn, with the image.

In fact, a family of dual wavelet® = { i, ... (i, } has to be considered. The wavelet
Jn; is the dual wavelet of the wavelgh, iff (Yn;, Iin;) = & j.



Given a normalized face imageand a set of optimized waveléts= { ¢, ..., Yn, },
the texture parameters are given by:

te = (9, ¥n,)- )
It can be shown thaf, = 5, (A_l)kJ Yn, » WhereA is the wavelet interference matrix,
Wlth Ak,| = <Lllnk7 LIJFH >

3.3 AWN Search

Given a new face image, and a rough estimation of face pose, the search process aims to
determine shape and pose parameters that best fit the model into the new image. The AWN
search algorithm is a variation of the Shape-AAM method, where the main difference is
the calculation of texture parameters and image reconstruction, which are based on the
GWN model.

Let g* be the normalized image enclosed by a shaped@iits GWN reconstruction.
The residual between both images is:

6g=g‘ - g~ (6)
The residuabg is used to drive the shape parameteesd the affine pose parameters
p, assuming a linear relationship:

ob=Bdg, Jop=Pdg @)

where the two regression matricBsandP are computed offline, by perturbing the face
model parameters on training data. Our search algorithm can be described as follows.

Given a new face image, a starting sha@nd pose,

1. Sample the image enclosed by the current shape and normalize it to gbtain

2. Use GWN to compute texture parameters using eg. 5 and reconstruct the texture

0 = Egzltkwnk'
3. Compute the residual using eq. 6
4. Predict the the shape and the pose parameters using eq. 7.

5. If the change ofdg is small enough or the maximum number of iterations was
reached, stop; else go to step 1.

A successful search results in a AWN model that is well aligned with the input face
image.
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Figure 4: Comparison of precision of AAM and AWN in images captured under normal
conditions. The two methods achieve similar performance.

4 Experimental Results

In this section, we present our experimental results, comparing our method with AAM.
We have learned the AWN and AAM models in a training set containing 40 face images
of different individuals. We derived a statistical shape model using a 15-dimensional
eigenspace, capturing 98% of variation in the training set. The texture model for AAM
was built using 75 modes, also capturing 98% of the total texture variation.

Considering a small test database of 90 images of different individuals under normal
conditions, the performance of AWN and AAM is similar, as shown in Figure 4. The
graph shows the average error per shape point for both methods for each image in the test
set. We tested several different wavelet subspaces for the AWN texture model, varying the
number and initial parameters of wavelets. Nine wavelets were used for comparison in
Figure 4. We also verified that the range of initial location for good convergence is about
8 pixels in both methods. This range could in fact be enlarged by a multi-scale approach.
In this experiment, the initial model location was randomly chosen with maximum range
of 8 pixels from the ground-truth.

We evaluated the performance of AAM and AWN against occlusions in simulated
images, using white patches of different sizes at random locations. Figure 5 shows ex-
amples of such simulated images. The correct convergence rate in 50 partial occluded
images, for both AAM and AWN methods, is shown as a function of the occluding patch
size in Figure 6. The occluded parts are easily detected in our wavelet representation and
the algorithm compensates to perform robust alignment. In this experiment, we used 60
small-support wavelets in the wavelet network model. We considered the convergence to
be correct when the average error per shape point was less than 3.5 pixels. Figure 7 shows
an example of alignment on a face with sunglasses, where AAM fails due to the occluded
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Figure 6: The graph shows the correct convergence rate in 50 partial occluded images, for
both AAM and AWN methods, considering each size of the occluding patch.

part, while our method works well.

We also did experiments with images under different illumination conditions. AWN
showed to be more robust due to the fact that local highlight changes have a correspondent
local effect in the representation. Figure 8 shows an example of matching under varying
illumination where our method performs better than AAM. In future work we intend to
use an explicit illumination model and also quantitatively evaluate the robustness of AWN
against illumination changes.

The AWN approach offers the advantage in efficiency of using just the support of Ga-
bor filters, rather than the whole image, for faster subspace projection and reconstruction.
So far, this improvement has been minor because the time for image reconstruction in
AAM is not significant compared to the time for other computations, such as warping the
image into the mean shape. Our method takes 10ms per iteration in a 1.6 GHz Pentium
IV, using images of size 128x192.

5 Conclusions

We have presented a new method for automatic face alignment called active wavelet net-
works (AWN). Our method takes the advantages of active appearance models for de-
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Figure 7: Example of sensitivity of AAM (upper) and AWN (lower) to partial occlusion.
Images from left to right are initialization, iteration 2 and final matches.

Figure 8: Example of sensitivity of AAM (upper) and AWN (lower) to illumination
changes. Images from left to right are initialization, iteration 2 and final matches.

formable image matching, while relying in a texture model based on Gabor wavelet net-
works. Our experimental results show that AWN is more robust to illumination changes
and partial occlusion than AAM.

As future work, we plan to extend our approach to view-based face alignment and
recognition. We also intend to use an explicit model for handling illumination changes.
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