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ABSTRACT
1. INTRODUCTION

Amazon is an internet website that sells a wide range of
books from fictional novels to non-fictional scientific books.
Amazon displays these books as individual web pages on
their website. A typical web page of a book shows the title
and brief product description of the book provided by the
publisher. On the same web page, Amazon also allows any
user to write their opinion and review of the book. These
contributed reviews are shown on the same page for users to
make a choice on whether to purchase the book. Since these
reviews are subjective information, it is possible to score
their relevance and quality through some means. Amazon
provides such scoring base on a user voting system where
users vote whether the review is helpful for making a pur-
chase decision. The votes are then displayed with each re-
view.

Such approach harness the collective intelligence of large
number of users. Google PageRank also belongs to this cat-
egory of relevance scoring. The number of users required for
such an approach is huge because only a minority of users
vote a review after reading it. The problem of not having
sufficient users to vote a review is known as the cold start
problem in recommendation systems.

1.1 Motivation
The cold start problem creates a vicious cycle of poor

relevance score in recommendation systems. Consider the
following example, suppose a particular book already has
many reviews written for it. Many of these reviews have
been voted and ranked according to their helpfulness votes.
The reviews with many votes are ranked on top and reviews
with no votes are ranked at the bottom. When a new review
is written for this book, the new review which has no votes
is ranked at the bottom. Since users typically do not spend
time reading through all the reviews, new reviews are un-
likely to be read by sufficient number of people which meant
that it has low chances of obtaining any new votes. Such
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relevance scoring creates a vicious cycle where new reviews
will never make their way to the top regardless of the review
quality.

The commercial success of Google PageRank has greatly
influenced the design of many information retrieval systems.
These systems that harness the collective intelligence of users
exhibit the major flaw which I described earlier. Ironically,
it is the nature of human to favor the rich get richer phe-
nomenon.

To solve such problems, we will take a step back and re-
examine traditional approaches of textual analysis. Over the
years, the introduction of statistics to the computer science
community had provided computer scientists with a different
approach of analyzing data. Statistics had already shown
great usefulness in Information Retrieval. Google PageRank
itself is a statistical process known as random walk. Term
Frequency Inverse Document Frequency (TF-IDF) is also a
statistical concept for weighting the importance of words in
documents. More rigorous application of statistics are Topic
Modeling such as Probabilistic Latent Semantic Analysis [4]
and Latent Dirichlet Allocation (LDA) [1].

1.2 Methodology
I proposed to use an extended hierarchical version of LDA

to analyze the text content of Amazon reviews [2]. The Hi-
erarchical Latent Dirichlet Allocation (HLDA) extends the
flat clustering algorithm of LDA to a tree-like hierarchical
cluster. Clusters near the top of the tree represents topic of
words which are general to all documents. These words are
usually stop words. Clusters near the bottom of the tree are
words of specialized topics. Ideally, this should be the word
clustering we observe in HLDA.

There are several reasons for attempting to use HLDA.

1. The flat clustering of LDA do not reflect the impor-
tance of different clusters.

2. I hypothesize that reviews with a large proportion of
words in the lower hierarchy offers a more unique view-
point of the book content. Hence, we should favor re-
views that concentrate most of the words in specialized
clusters and exclude reading reviews that have a high
proportion of words in the top clusters.

3. HLDA is a new statistical model which appear in the
January 2010 issue of ACM Journal. Hence, I am cu-
rious about the performance and ability of this new
model.

I had to implement my own HLDA algorithm for the ex-
periments. I was initially reluctant to implement HLDA be-
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Figure 1: An Intuitive example of Text Clustering

cause I see it merely as a programming effort and reinvention
of other people’s work. I wanted to focus more on analysis
of HLDA results rather than focusing on the engineering
aspects of the algorithm. But after some investigation, I re-
alised there are several important reasons for implementing
the algorithm.

1. David Blei, the author of HLDA do not provide in-
structions on how to interpret the results of his imple-
mentation.

2. There is no known working implementation of HLDA
since the paper recently appear in January 2010.

3. There is a text extraction toolbox called MALLET
written by Andrew McCallum from University of Mas-
saschusetts (UMASS). The toolbox which have an im-
plementation of HLDA is theoretically wrong. I re-
alised it is wrong after spending days of code inspec-
tion.

4. Implementing the algorithm will allow me to under-
stand the theoretical statistics at a fundamental level.

5. It is easier to engineer my own code for optimized per-
formance of HLDA.

Due to constraints of computational resources, I restricted
the set of Amazon reviews to only 236 reviews. I also mod-
ify Blei’s HLDA such that it is suitable for a small corpus.
The results obtained from the experiments show that we can
indeed rank reviews using HLDA.

1.3 Organization
The paper is organized as follows. I will first briefly discuss

the intuitive idea of LDA in Section 2.1. Then I will discuss
the intuition of Infinite Gaussian Mixture Model which is
crucial towards extending LDA to HLDA [5] in Section 3.
Section 4 will illustrate HLDA. All of these discussion will
focus on explaining the intuition and foregoing the rigor on
the statistical formulation. Following that, Section 5 will
discuss the experimental setup and results. I conclude the
paper in Section 6.

2. LATENT DIRICHLET ALLOCATION

2.1 Fixed number of Clusters
LDA is a form of statistical clustering method that cluster

words in documents. Each cluster of words is also known as
topic. Refer to Figure 1 for an illustration of our following

Figure 2: An example of Gaussian Mixture Model

in Two Dimensional Space

discussion. Suppose we have N documents and we divide
the words in the corpus into K topics. Each row represents
a document and each column represents a topic. The dots
refer to the words of the documents and dots in each box
represents the allocation of words to a certain topic. The
words assigned in each topic addresses the synonymy prob-
lem. The red dots as shown are similar words that appear
in different topics which reflects the polysemy problem.

2.2 Deciding the Number of Clusters
In most of the clustering algorithm that exists, the number

of clusters has to be selected before executing the algorithm.
Researchers who used LDA for their work had also pondered
over the issue of how many topics to use. The problem of
deciding the number of clusters is not a computational issue.
Hence, computer science researchers have to find answers in
the much older field of statistics. Indeed, in a related clus-
tering problem, nonparametric statistics have been used to
address the number of clusters issue for Gaussian distributed
data. I give a brief summary of Infinite Gaussian Mixture
Model here.

3. INFINITE GAUSSIAN MIXTURE MODEL
Infinite Gaussian Mixture Model is a generalization of Fi-

nite Gaussian Mixture Models. Refer to Figure 2 for an
illustration of Mixture Models. Gaussian Mixture Model as-
sumes that each point in the two dimensional space is drawn
from a combination of K Gaussian Distribution, where each
Gaussian Distribution represents a cluster. Before discussing
Infinite Gaussian Mixture Model, I will first illustrate the
Finite Gaussian Mixture Models here.

Suppose that in the two dimensional space, we have a set
of N data points. We assume that there are K clusters in
our data. Each data xn is said to be drawn from one of the
K clusters where each cluster is distributed according to a
Gaussian Distribution with mean µ and covariance Σ.

xn|k ∼ N (µk, Σk)



The line reads as follows; given that the point xn belongs
to cluster k, then xn is distributed with the mean µk and
covariance Σk of cluster k. However, we do not know what
are the cluster allocations for all of the N points. I shall
briefly describe a Gibbs Sampling approach here.

3.1 Gibbs Sampling for Gaussian Mixture Model

1. For each xn randomly assign a cluster k

2. For each xn,

(a) Unassign xn from its current cluster

(b) For each cluster k

i. Compute its mean µk and covariance Σk base
on current assignments.

ii. Compute the probability P (zn = k) that xn

belongs to k.

(c) Compute the cumulative probability P (Zn = k) =�k
j=1 P (zn = k)

(d) Generate a random number rand

(e) Assign cluster k to xn if rand ≤ P (Zn = k)

3. Repeat Step 2 until the cluster assignments do not
change much.

In Step 2.b.ii, P (zn = k) is calculated base on two factors,

1. The similarity of xn with the mean and covariance of
cluster k.

2. The popularity of cluster k.

To set the foundation for the infinite case of Gaussian Mix-
ture Models, I will now illustrate the second factor, popu-
larity of cluster k. The popularity of cluster k is computed
as follows,

cn,k + α
K

N − 1 + α

where cn,k is number of points allocated to cluster k. α is
a smoothing parameter. The −1 is due to Step 2.a, the un-
assignment of xn from its current cluster assignment. There
is a mathematical derivation for the equation above, how-
ever, I will not go into details of that. In the following sec-
tion, I will show that the Chinese Restaurant Process (CRP)
extension of the popularity equation to infinite limit.

3.2 Chinese Restaurant Process
The previous equation assumes that there are only a fixed

number of clusters K. In this section, we will introduce
the Chinese Restaurant Process (CRP) for infinite cluster-
ing. The Chinese Restaurant Process is a special instance of
Dirichlet Process which was rigorously proven in Ferguson
1973 paper [3].

Now imagine that K is a very large number. We will like
to group all the empty clusters into a single cluster. Let K∗
be the number of clusters that has allocated data. Then the
number of clusters that has no allocation is given by (K −
K∗). When we group all the empty clusters together, the
popularity equation can be express in the following manner,

α
K

N − 1 + α
(K −K∗) =

α− αK∗
K

N − 1 + α
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Figure 3: Infinite Limit of Text Clustering

When we let K lim∞, the above equation leads to

α
N − 1 + α

(1)

The equation for clusters with allocations will then be

cn,k

N − 1 + α
(2)

Hence, to extend the Gaussian Mixture Model to an infinite
limit, we will modify step 2.b as follows

(b) For each cluster k

ii. Compute the probability P (zn = k) that xn be-
longs to k using Equation 2

iii. Compute the probability P (zn = new) that xn

belongs to a new cluster using Equation 1

I have shown an algorithm of how we let the data decide
the number of clusters. I tried to extend this simple method
for determining the number of topics in text clustering us-
ing LDA. The next section will explain why this fails and
Hierarchical Topic Modeling is the natural solution.

3.3 Extending LDA to Infinite Clusters
Figure 3 shows an example of what happens when I extend

LDA to spawn new topics. The number of topics grow to
a large number such that the words of the documents are
no longer dominated by a few topics. The large number
of topics lead to a sparse distribution of words among the
topics. To correct this problem, Hierarchical Topic Modeling
naturally becomes the solution. Several sparse topics can be
merged to form single topics. These merged topics can be
merged again to form larger topics.

4. HIERARCHICAL LATENT DIRICHLET
ALLOCATION

Since Infinite Topic Modeling of Text does not work as
simply as Infinite Gaussian Mixture Model, then using a
hierarchical tree to group multiple topics is the natural so-
lution. Here I present Blei’s Hierarchical Latent Dirichlet
Allocation (HLDA).

Refer to Figure 4. Although the motivation for hierar-
chical topic modeling was provided in previous section as
a bottom up process, the HLDA as presented by Blei is
a top down process. To perform hierarchical topic model-
ing we first need to have a tree. This tree is created by a
stochastic process known as the Nested Chinese Restaurant



Figure 4: Tree of Hierarchical Clustering

Process (NCRP). Rigorous details of NCRP can be found in
Yee Whye Teh’s Hierarchical Dirichlet Process [6]. Recall in
previous section that we went through the Chinese Restau-
rant Process (CRP) to stochastically spawn new clusters.
NCRP is quite similar to CRP with the exception that each
time a document is allocated to a topic, the document can
spawn new topics within the previous topic. In other words,
a document can spawn topic within topic. The following
briefly illustrates the NCRP initialization,

1. We first start with a root node at the top of the tree.

2. For each document, let initial node be root,

(a) Visit node.

(b) Compute the probability P (zn = k) using Equa-
tion 2.

(c) Compute the probability P (zn = new) using Equa-
tion 1.

(d) Sample and decide whether to visit one of k ex-
isting child node or spawn new child node using
above probabilities.

(e) Once a node has been chosen, repeat steps (a) to
(d) until the tree reaches a specified depth.

(f) The nodes visited in the order as specified above
constitutes a path in the tree.

(g) For each word in a document, using the path cho-
sen earlier,

i. Randomly assign a node in the path to this
word. In other words, the words are allocated
to different levels in the tree.

Now that we have randomly created a tree, we shall pro-
ceed to perform the hierarchical topic modeling using gibbs
sampling,

1. For each document,

(a) Unassign document from its current path.

(b) Choose a most likely path that this document
should belong to.

(c) Assign document to the chosen path.

(d) For each word in a document,

i. Unassign the word from its previous topic.

ii. From the path chosen earlier, choose one of
the nodes in this path that this word should
belong to.


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Figure 5: Blei’s Hierarchical Tree

iii. Words that are common to the entire corpus
should be near the top, while words specific
to this document should be near the bottom.

iv. Assign the word to the chosen topic.

2. Repeat above for typically 1000 iterations.

The HLDA as described above will automatically gener-
ate a tree of variable branch width but fixed height. Each
node in the tree is not restricted to any specified number of
child node. The NCRP and Sampling process will allow the
algorithm to find the most suitable tree for the observed text
corpus. I ran the experiments using this implementation of
HLDA.

5. EXPERIMENTAL SETUP

Book ID Book Title
0262032937 Introduction to Algorithms
0201000237 Data Structures and Algorithms
0201721481 C++ Primer
0137903952 Artificial Intelligence: A Modern Ap-

proach
020139829X Modern Information Retrieval
0471117099 Applied Cryptography: Protocols, Algo-

rithms, and Source Code in C
0072465638 Database Management Systems
0201385902 An Introduction to Database Systems
0321197844 An Introduction to Database Systems
0596100124 Database in Depth: Relational Theory for

Practitioners
0201530821 Computational Complexity
0198538642 Neural Networks for Pattern Recognition

Table 1: Reviews of Books for Experiments

I use the reviews of Amazon books as shown in Table 1.
The reviews were tested against two instance of HLDA. In
the first instance, I use the original algorithm as described
by Blei. In the second instance, I modify the algorithm such
that the Hierarchical Tree is a fixed size constant binary
tree.

5.1 Results of Original HLDA
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Figure 6: Hierarchical Binary Tree

Figure 5 shows the result of using Blei’s algorithm to find
the most suitable tree. I obtain a tree of size 78 nodes. Only
part of the tree is shown here because the full tree has too
many nodes to draw and display. The number in the nodes
represent the number of documents which has the node in
their path. Evaluation of this model is subjective and I invite
readers to view the results which accompany this paper. The
next section will show a modified implementation.

5.2 Results of Binary Tree HLDA
Figure 6 shows the result of the binary tree HLDA. The

top number in each box represents the name of the node
while the number in brackets show the number of documents
which has the particular node in their path. There are a to-
tal of fifteen topics which is a reasonable number for such a
small set of corpus. I attempt to rank the reviews according
to the topic proportion. Initially, I had thought that reviews
with a high proportion of words in the lower more special-
ized topics should be favored. However, upon observation
of the results of HLDA, it turns out that reviews with high
proportion of words in the top level topics should be favored.
Since evaluation of Information Retrieval results has always
been a tricky issue. The goodness of review cannot be mea-
sured by my own perception. Hence, the results of HLDA is
included as files instead.

5.3 Discussion of Words in Topics
The top cluster appears to be a collection of stop words.

The clusters below the top cluster has no obvious cluster-
ing of synonymous words. Perhaps HLDA is suitable for
deciding what are the stop words in a corpus of documents.
HLDA does not seem to obtain reasonable clustering of words
for Amazon reviews because the reviews mainly consist of
general words. Topic models or clustering is only useful
when the corpus consist of documents which are specialized
in discussing certain topics.

6. CONCLUSIONS
I have given an overall intuitive idea of recent advances

in text clustering. The literature review summarizes the
current state of the art techniques in statistical machine
learning. For HLDA, I have shown that we can fix the tree
structure and obtain reasonable results. Statistical machine
learning has provided the research community with these
models for analyzing our text corpus. While techniques such
as dimension reduction or clustering exist, we still need to
creatively apply such models to advance the artificial intel-

ligence of our information systems. For LDA and HLDA,
these models uses the bag-of-words assumption which loses
most of the semantic meaning in sentences. More advance
models such as Markov Models may be employed to preserve
the temporal ordering of words in documents. Readers who
are interested in knowing more about HLDA may refer to
Blei’s paper [2] and the last few pages shows my derivation
of the equations which Blei had omitted.
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1 Introduction

We let L denote the maximum depth of the tree. Each document takes a path in the tree where each

path has a length of L. Suppose the tree has T number of nodes, there are potentially T possible

paths for each document to choose from. There are two kinds of path, paths from root node to a leaf

node and paths from root node to an internal node. When the internal node is chosen, we spawn new

leaf nodes below.

1.1 Sampling the Path using Nested Chinese Restaurant Process

The nice property about tree is that there is only one path from root node to any other node in the

tree. That means, there are T paths in the tree and we pick one out of T paths for the documents.

The following shows the equation for performing the sampling,

P (cd = t|w, c−d, z, η, γ) ∝ P (cd|c−d, γ)P (wd|c, w−d, z, η) (1)

Two factors influence the probability that a document belongs to a path. The first factor is the number

of documents allocated to a path, a document is more likely to belong to popular paths. The second

factor is due to the likelihood of seeing the words in the document generated from a path. Equation

1 highlights these two factors.

1.1.1 Nested Chinese Restaurant Process

The P (cd|c−d, γ) is a Nested Chinese Restaurant Process (NCRP). The NCRP is a special case of

Dirichlet Process and its validity can be proven by the Kolmogorov Consistency Theorem. The

Kolmogorov Consistency Theorem simply proves that clusters can be divided into sub-clusters. Let

ht denote the number of documents that had selected the path t. The NCRP can be described using

the following,

P (cd = t|c−d, γ) =
ht

N − 1 + γ
(2)

P (cd = new|c−d, γ) =
γ

N − 1 + γ
(3)

where N is the total number of documents in the corpus. Equation 2 shows the likelihood of choos-

ing this node. Equation 3 is the likelihood of creating a new cluster at this level.

Suppose the sampled node is an internal node instead of a leaf node, then it means we spawn new

leaf nodes until we reach the maximum depth as defined. Suppose for a given path cd, the path has

topic levels 1, . . . , K and there are T number of word topic distributions. Let’s use the following,

P (wd,n = v|cd, zd,n, B) = bt,k,v (4)

1



It is important to note here that t denote the path and k selects the level in the path, a tuple (t, k)
selects a topic.

Bt,k = (bt,k,1, . . . , bt,k,V ) (5)

P (Bt,k|η) =
Γ(

�V
v=1 η)

�V
v=1 Γ(η)

V�

v=1

bη−1
t,k,v (6)

Now that the basic distributions and definitions are there, we shall proceed to do some tough stuff.

P (wd|cd, zd, η) =
�

P (wd, B|cd, zd, η) dB (7)

=
�

P (wd|cd, zd, B)P (B|η) dB (8)

=
� �

N�

n=1

P (wd,n|cd, zd,n, B)

�
P (B|η) dB (9)

=
� �

T�

t=1

V�

v=1

b
ft,k,v

t,k,v

�
P (B|η) dB (10)

=
T�

t=1

�
Γ(V η)
Γ(η)V

�V
v=1 Γ(ft,k,v + η)

Γ(V η +
�V

v=1 ft,k,v)

�
(11)

∝
T�

t=1

�V
v=1 Γ(ft,k,v + η)

Γ(V η +
�V

v=1 ft,k,v)
(12)

Now for even tougher stuff,

P (wd|cd, w−d, zd, η) =
P (w|cd, zd, η)

P (w−d|cd, zd, η)
(13)

=
T�

t=1




Γ

�
V η +

�V
v=1 gt,k,v

�

�V
v=1 Γ(η + gt,k,v)

�V
v=1 Γ (gt,k,v + ft,k,v + η)

Γ
�
V η +

�V
v=1 (gt,k,v + ft,k,v)

�



 (14)

And expressing in Logarithm form,

log P (wd|cd, w−d, zd, η) = log




T�

t=1




Γ

�
V η +

�V
v=1 gt,k,v

�

�V
v=1 Γ(η + gt,k,v)
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v=1 Γ (gt,k,v + ft,k,v + η)

Γ
�
V η +
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v=1 (gt,k,v + ft,k,v)

�









(15)

=
T�

t=1

�
log Γ

�
V η +

V�

v=1

gt,k,v

�
−

V�

v=1

log Γ(η + gt,k,v)

+
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v=1

log Γ (gt,k,v + ft,k,v + η)− log Γ

�
V η +

V�

v=1

(gt,k,v + ft,k,v)

��

(16)

When sampling whether to branch off, the equations look like the following, it is pretty similar to

the one above except that gt,k,v is always zero.

log P (wd|cd, w−d, zd, η) = log




T�

t=1




Γ

�
V η +

�V
v=1

�

�V
v=1 Γ(η)

�V
v=1 Γ (ft,k,v + η)

Γ
�
V η +

�V
v=1 ft,k,v

�







 (17)

=
T�

t=1

�
log Γ (V η)−

V�

v=1

log Γ(η)

+
V�

v=1

log Γ (ft,k,v + η)− log Γ

�
V η +

V�

v=1

ft,k,v

��
(18)
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1.2 Sampling the Topics in the Path using Stick Breaking Construction

Suppose we have D documents and (d,N) words in document d. For each word n in document d,

we choose the topic it belongs to as follows,

Vi ∼ Beta(mπ, (1−m)π) (19)

P (zd,n = k|V1, . . . , Vk) = Vk

k−1�

i=1

(1− Vi) (20)

Suppose we let ed,k denote the counts of occurrence for each k in document d. Then suppose we

want to derive the posterior distribution of V1, . . . , Vk

V1|ed,1, . . . , ed,K ∼ Beta

�
mπ + ed,1, (1−m)π +

K�

i=2

ed,i

�
(21)

V2|ed,1, . . . , ed,K ∼ Beta

�
mπ + ed,2, (1−m)π +

K�

i=3

ed,i

�
(22)

Vk|ed,1, . . . , ed,K ∼ Beta

�
mπ + ed,k, (1−m)π +

K�

i=k+1

ed,i

�
(23)

Hence,

P (zd,n = k|zd,−n,m, π) = E

�
Vk

k−1�

i=1

(1− Vi)

�
(24)

=
mπ + ed,k

π +
�K

i=k ed,i

k−1�

i=1

(1−m)π +
�K

j=i+1 ed,j

π +
�K

j=i ed,j

(25)

As for the word, it goes as follows, suppose we have V number of words in the vocabulary, let dk,v

be the number of times word v is allocated to topic k.

P (wd,n = v|z, c, wd,−n) =
dk,v + η

�V
v=1 dk,v + V η

(26)

So to sample a topic, the expression is as follows

P (zd,n = k|zd,−n, c, w,m, π, η) =

�
mπ + ed,k

π +
�K

i=k ed,i

k−1�

i=1

(1−m)π +
�K

j=i+1 ed,j

π +
�K

j=i ed,j

�
dk,v + η

�V
v=1 dk,v + V η

(27)
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