
Inverter Minimization in Multi-Level Logic Networks

Alok Jain
�

Departmentof ECE
CarnegieMellon University

Pittsburgh, PA 15213

RandalE. Bryant
�

Schoolof ComputerScience
CarnegieMellon University

Pittsburgh, PA 15213

Abstract
In this paper, welook at theproblemof inverterminimization

in multi-levellogic networks.Thenetworkis specifiedin termsof
a setof basefunctionsand the inversionoperation. Thelibrary
is specifiedasa setof allowedpermutationsof phaseassignments
on eachbasefunction. Traditional approaches to this problem
havebeenlimitedto greedyheuristicsbasedonlocal information.
Our approach takesa more global view and mapsthe problem
of inverterminimizationinto a problemof removinga minimum
of verticesfroma graph, so as to makethe remaininggraph 2-
colorable. This approachhasthe flexibility of capturinga vari-
etyof design-specificfeaturesthat arerelevant to theproblemof
inverterminimization. Although,in generalthe problemis NP-
complete,wehavedevelopedseveralgoodheuristicand branch
andboundsearchtechniques.

1 Introduction
TheTechnologyBindingproblemis to coveranarbitrarylogic

networkwith a library of primitive cells with the intent of min-
imizing the cost function associatedwith the gatesin the final
representation.The binding processon DAGs hasbeenproven
to be NP-complete[1]. A restrictedversionof technologybind-
ing is the inverterminimizationproblem. The logic network is
described in termsof a set of basefunctionsand the INVERT
operation. The library of primitive cells are all the basefunc-
tions in the logic networkalong with a selectedpermutationof
phase assignmentsto the input and output pins of thesecells.
Theobjectiveis to find a phaseassignmentfor the logic network
thatminimizesthe numberof inverters.

Previous work done in this area includes the Dagon[1],
MIS[2] andCeres[3] systems.All thesesystemsusepartitioning
algorithmsto decompose the DAG, representingthe logic net-
work, into forestsof treesandthenperforminverterminimization
at the tree-level.Therehavebeenseveralattemptsto overcome
this limitation. In the past,inverter minimization on DAG net-
works hasbeenreferredto as the generalizedphaseassignment
problem[4]. A restrictedform of generalizedphaseassignment
is the global phaseassignmentproblem,whereeachgatein the
network can only be replacedby its dual. The global phase
assignmentproblemwas shownto be NP-completeby a trans-
formation from MAX-CUT[ 4]. The MIS systemincorporates
two heuristicsfor globalphaseassignmenton DAG networks[5].
QuickPhaseis basedon computingan invertersavingsfor each
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gateand selectingthe gatewith the maximuminverter savings
for replacementby its dual. QuickPhasehasa limitation in that
it terminatesafter finding a local minimum. A partial hill climb-
ing schemeis usedin GoodPhaseto obtainbetterresultsat the
expenseof CPU time.

In our approach,the library is mappedinto a set of phase-
constraintgraphs. The logic network is processed to derive a
polarity graph which stateshow the network differs from the
phase-constraint graphs. The inverter minimization problem is
mappedinto a problem of eliminating a minimum numberof
verticesfrom the polarity graph,so as to make the remaining
graph2-colorable.Section2 is divided into varioussubsections
eachof which discusses thestepsin the formulationof theprob-
lem. Section3 showstheflexibility of our approachin capturing
variousdesignfeaturesthat are relevantto the task of inverter
minimization. Someexperimentalresultsand comparisonswith
phaseassignmentalgorithmsin MIS aregiven in section4.

2 Problem Formulation
2.1 The Library

The library is a setof allowed permutationof phaseassign-
mentsto the input andoutputpins of eachof thebasefunctions.
Phaseassignments correspondingto a single basefunction are
referredto as a family of patterns. Pins are assumedto be or-
dered. For � distinct basefunctionsin the logic network, there
shouldbe � families in the library. For a family describedover
a basefunction with � pins, there can be a maximum of 2
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patternsin thefamily. Eachfamily hasto havethebasefunction
pattern,which correspondsto the patternwith a positive phase
assignedto all the input andoutputpins.

A phase-constraintgraphis derivedfor eachfamily of patterns
in thelibrary. A vertexin thephase-constraintgraphcorresponds
to a pin in the basefunction. An edgebetweentwo vertices
specifiesthat the correspondingpins have the samephaseas-
signmentin all patternsin the family. As an exampleconsider
the AND/OR primitive cells shown in figure 1. The primitive
cells correspondto a family of two patternswith the AND (OR)
cell asthepatternwith a positive(negative)phaseassignmenton
all pins. Thephase-constraintgraphfor this family has3 vertices
correspondingto thepins in thebasefunction. Theedgesspecify
thatall 3 pins shouldhavethesamephaseassignment(eitherall
positiveor all negative).Note the fact that the phase-constraint
graphis not uniqueto thesetof AND/OR cells. Thusthe3-way
graphalsorepresentsthe constraintsfor the setof NAND/NOR
cells when the basefunction is a NAND gate. Figure 2 shows
the phase-constraint graphfor the AND/OR/NAND/NOR prim-
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AND/OR Family constraint graph

Figure1: 3-way phaseconstraint

itive cells. The 2-way phase-constraintgraphspecifiesonly an
input constraint. The output is unconstrainedsinceit can have
eitherpositive or negativephasefor all allowed assignments to
the input pins. The constraintgraphscancapturethe concept of
MIS global phaseassignment. Constraintgraphfor an � -input
single-outputbasefunctionwill bea completegraphwith �

�
1

vertices.

2.2 The Network
Thelogic networkis describedin termsof a setof basefunc-

tions and the INVERT operation. The network is mappedinto
a polarity graph. The polarity graph stateshow eachgate in
the logic networkdiffers from the phase-constraintgraphof the
corresponding basefunction.

At this point, we introducesometerminologythatwill enable
us to formulate the problem. In the logic network a net � is
denotedas ��� . A gate � in the logic network is denotedas ��� .
For every net � � servingas an input to a gate � � , let ��	
� ��� � ��

denotewhetherthenet is fed to thegatein true ( ��	
��� � ��� 
�� �

)
or complemented ( ��	
��� � ��� 
���� ) form. For a net ��� serving
as the output of gate � � , let ( ��	
� ��� � ��
�� �

). Eachnet � � in
the logic networkwill bemappedinto a vertex � � in thepolarity
graph. In the polarity graph, eachedge ��� ��� ����� has a label,
denoted��	������ � � � � 
! � � �"� � . An operator# operatesover the
elementsof the set � � �$� � , suchthat 	 � # � 
%� 	 � # �&
'� �
and 	 � # �&
(� 	 � # � 
��)� .

For eachnet ��� in the logic network,introducea vertex ��� in
thepolaritygraph.For eachgate��� in the logic network,look at
eachedgein thephase-constraintgraphof thecorrespondingbase
function. Assumethat � � and ��� are netsin the logic network
corresponding to endpointverticesin thephase-constraintgraph.
Introduceanedgebetweenvertices��� and � � in thepolaritygraph
with a label ��	���� ��� ����� 
%� ��	
� ��� � ��
 #���	
� �*� �+� 
 . A positiveedge
( �+	���� �,� ���-� 
(� �

) representsthe fact that thevertices � � and ���
are required to have the samephaseassignment. A negative
edge( �+	���� �.� ���-� 
���� ) specifiesthat the verticesshouldhave
opposite phases. In general,theresultantpolarity graphwill bea
multi-graph.Reducethemulti-graphsothattwo verticeshaveat
mosttwo edges(1 positiveand1 negativeedge)betweenthem.
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Figure2: 2-way phaseconstraint

Polarity graph for AND/OR/NAND/NOR constraint 
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An Example Network
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Figure3: Examplenetwork. Bubble representsinversion.

A pair of suchedgesis referredto as a double-edge. Figure 3
showsan examplenetwork and the associatedpolarity graphs
obtainedfor the AND/OR/NAND/NOR 2-way constraintsand
the AND/OR 3-way constraints. In the polarity graph for the
AND/OR/NAND/NOR constraint,the positive edgebetween� 5

and � 6 introduceddueto gate� 3, indicatesthattheverticesshould
beassignedthesamephasein orderto avoidaddinganyexplicit
inverters.Thenegativeedgebetweentheverticesintroduceddue
to gates� 4 and � 5, indicatesthat theverticesshouldbe assigned
oppositephasesin order to avoid addingany explicit inverters.

The inverterminimizationproblemis now reducedto a prob-
lem of assigninga uniquephaseto eachvertex. The available
phasesare /  � � �$� � . The constraintis that the endpointsof
all positiveedgesshouldbe coloredwith thesamephaseandthe
endpointsof all negativeedgesshouldbe coloredwith opposite
phases. If thepolarity graphis colorable,thenthenetworkhasan
inverter free representation.Note that our approachguarantees
obtainingan inverterfreerepresentationif oneexistsfor thenet-
work. In generalthe polarity graphmay not be colorable. This
implies that the logic networkcannotbe mappedinto the library
of primitive cells without the useof explicit inverters.Introduc-
ing an inverterat a net � � implies that both phasesareavailable
for this net. Thecorrespondingvertex � � , alongwith all incident
edges,canbe removedfrom the polarity graph.Figure4 shows
one feasible coloring and the resultantgate representationfor
the AND/OR/NAND/NOR constraintsfor the examplenetwork.
Note the fact that vertex � 6 hasbeenmarkedfor removal. The
resultantgaterepresentationhasoneexplicit inversion.Gates� 5

and � 6 havebeenmappedinto OR andNOR gatesrespectively.



Phase Assignment for AND/OR/NAND/NOR constraint 
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denotes an explicit inversion and thereby a removed vertex

Resultant Representation for AND/OR/NAND/NOR constraint
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Figure4: 2-way constrainedrepresentation

Similarly figure5 showsa feasiblecoloringandtheresultantgate
representationfor theAND/OR constraints.Thegaterepresenta-
tion hastwo explicit inversions.Gates� 4 � � 6 and � 7 aremapped
into OR gates.

2.3 Phase Assignment Algorithms
Thecoloring problemcanbe shownto be NP-completeby a

transformationfrom the vertex cover problem[6]. This section
looks at someheuristic methodsand branchand boundsearch
techniques.

Note the fact that the polarity graph is not colorableif f the
graphhas a cycle with an odd numberof negativeedges(for
simplicity we will refer to theseas odd cycles). The odd cycle
can be brokenby removing any vertex within this cycle. The
QuickColor heuristic picks an odd cycle from the graph and
thenselectsa vertexin thecyclewith themaximumdouble-edge
degree.If two verticeshavethe samedouble-edgedegree,then
selectthe one with the maximumedgedegree.After removing
the selectedvertex and incident edges,attempt recoloring the
remaininggraph.

QuickColorpicksanarbitraryoddcycleasthenextcandidate
for vertex removal. GoodColorattemptsto pick a “good” next
oddcycle. Notethatall double-edgesin thepolaritygraphconsti-
tuteanoddcycle in thegraph.A prescanstageremovesvertices
with double-edgesin theorderof their double-edgedegrees.For
the remainingodd cyclesin the graphpick the smallestcycle in
the graph as the next candidate. GoodColorhas an additional
refinement which lets the algorithm recoverfrom an earlierpo-
tentially “bad” choice.Eacheliminatedoddcycle in thegraphis
saidto be covered by the vertex that wasremovedto breakthe
cycle. Eachvertex � � maintainsa cycle count ��	 � ��
 , which is
thenumberof eliminatedcyclesthat contain ��� . Pick the small-
est cycle in the graphas the next candidateodd cycle ����������	 ,
and then selecta vertex to break �
��������	 . GoodColorusesthe
sameedge-degreeselectionheuristicusedin QuickColorexcept
when �
������� 	 sharesverticeswith a previously eliminatedodd
cycle (say ���������

 ) which is coveredby a removedvertex (say

Phase assignment for AND/OR constraint 

Resultant gate Representation for AND/OR constraint
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Figure5: 3-way constrainedrepresentation

��� ) with ��	 ��� 
�� 1. Then “undo” the removedvertex ��� and
add it back to the graph. Removeone of the sharedvertices
which coversboth cycles, �
��������	 and �
������� 
 . Note the fact that
since��	 � � 
�� 1, all previouslyeliminatedcycleswill still remain
covered.This algorithm could potentiallybe extendedto undo-
ing verticeswith greatercyclecountsto resemblea hill-climbing
algorithm.

For comparisonpurposes,a branchandboundalgorithmwas
implementedto obtainan exactsolutionfor the problem.

3 Other Considerations
This sectionlooks at someenhancements and modifications

to the basicformulationso as to handlevariouscircuit details.
In certain situationssysteminputs or outputsmight be re-

quiredto be in positiveor negativelogic. Thepolarity graphcan
be modified to reflect this. Introducea specialvertexcalled the
universal-positive-phase(��� ). Introducea positive (negative)
edgebetweenthe ��� vertex and all the vertices that require
positive (negative)phase. Figure 5 showsa feasiblecoloring
andtheresultantgaterepresentationfor theAND/OR constraints
for theexamplenetworkin figure 3, undertheconditionsthat (i)
all inputs( � 1 � � 2 � � 3 � � 4) arespecifiedto be in positivelogic (ii)
The net � 9 is an output requiredto be in positivelogic and(iii)
the output � 11 is requiredto be in negativelogic.

A flip-flop offerssomeinterestinginsightsinto the flexibility
of our approach.Dependinguponthe design,a flip-flop canof-
fer threedistinct possibilities.(i) If the the outputpin is always
in positiveor negativelogic, thenintroducetheappropriateedge
betweenthe ��� vertex and the output vertex. (ii) If the output
phaseis relatedto theinputphase,thenintroducetheappropriate
edgebetweenthe input and output vertex. (iii) If the output is
availablein both true andcomplementedforms, then the vertex
correspondingto the output terminal, can be removedfrom the
polarity graph. Furthermore,sucha flip flop doesnot specify
any constrainton the input pin, sincea negativephaseassign-
menton the input vertexcanbe handledby flipping the trueand
complementedsignalson the output.



ISCAS Two AND map+ Color heuristics/ Optimal MIS AND/OR/NAND/NOR map
85 input Map QuickColor GoodColor Optimal Map QuickPhase GoodPhase
Circuit Gates Inv Inv time Inv time Inv time Inv Inv time Inv time
C1908 617 430 15 0.6 13 0.6 13 0.6 47 47 0.8 43 7.8
C2670 876 626 62 0.9 62 0.9 62 252.7 122 122 1.6 119 17.7
C3540 1265 817 20 1.2 20 1.3 20 1.3 101 100 2.0 97 32.0
C5315 2077 1379 59 2.1 58 2.2 58 452.3 233 230 4.3 197 112.3
C6288 2352 2306 0 2.7 0 2.7 0 2.8 33 32 3.4 32 102.7
C7552 2628 2038 88 2.8 88 2.8 88 3.1 365 352 8.3 331 343.9

Table1: ExperimentalResultsfor AND/OR/NAND/NOR logic

ISCAS Two AND map+ Color heuristics/ Lower Bound MIS AND/OR map
85 input Map QuickColor GoodColor Optimal Map QuickPhase GoodPhase
Circuit Gates Inv Inv time Inv time Inv Inv Inv time Inv time
C1908 617 430 146 1.2 123 4.0 � 106 147 145 0.9 125 19.9
C2670 876 626 180 1.7 170 6.1 � 120 221 201 1.9 176 27.3
C3540 1265 817 173 2.8 169 12.0 � 113 239 232 2.3 195 104.7
C5315 2077 1379 338 7.2 289 28.4 � 217 370 336 6.2 298 367.8
C6288 2352 2306 503 15.4 480 15.4 � 463 556 554 3.7 514 427.6
C7552 2628 2038 535 12.6 460 59.8 � 345 651 555 14.7 471 1092.5

Table2: ExperimentalResultsfor AND/OR logic

Anotherinterestingcaseis a multiplexor. A 1-2 MUX spec-
ifies a 3-way constraintbetweenthe dataand output pins. The
MUX does not specify any constrainton the control pin. A
negativephaseassingmenton thecontrol pin canbe handledby
flipping the dataterminals.

Unfortunately, therearecertainfamilies of patternsthat can-
not be handledby our approach.One prime exampleis the set
of 4 patternsthat constitutethe XOR family.

4 Experimental Results
Tables1 and2 showa limited setof experimentalresultsob-

tained on the ISCAS 85 benchmarks.A more comprehensive
set of resultscan be found in [6]. All CPU times are in sec-
ondsandwereobtainedon a DECstation5000. The ISCAS 85
benchmarkswerefirst mappedinto a setof two-input AND and
INVERT gatesby theMIS technologymapper. TheQuick,Good
andOptimalcoloringheuristicswereusedfor inverterminimiza-
tion on this AND-logic network.

The 2-way phase-constraint graph was used to specify
AND/OR/NAND/NOR cells in the library for table1. The first
andsecondcolumnsis the numberof two-input AND gatesand
inversionsin the AND-logic network. The next 6 columnsde-
note the final inverter countsand the associatedCPU time for
the Quick, Good and Optimal Coloring algorithms. It can be
seenthat the inverter count is significantly reduced.In fact for
the C6288,startingfrom a descriptionwith 2306 inverters,we
wereable to find an inverter-free representation.Furthermoreit
canbe seenthat QuickColor takesalmostan insignificantCPU
time to give nearly optimal results. The rest of the columns
in table 1 compareour coloring heuristicswith phaseassign-
mentheuristicsin MIS. To get the MIS numbers,the MIS tech-
nology map was usedto map the ISCAS 85 benchmarksinto
AND/OR/NAND/NOR and INVERT cells. This step decom-
posed the DAG network into a forest of trees and optimized
inverter countsat the tree level. QuickPhaseand GoodPhase
werethenusedto reducethe invertercountat theDAG network

level. It canbeseenthatQuickColorbeatsGoodPhaseby a wide
margin bothin termsof invertercountsandCPUtimes. However
this is not a very fair comparison.Thoughthe MIS technology
mapperdid result in a networkwith an optimizedinvertercount
at the forest of trees level, QuickPhaseand GoodPhasewere
limited to global phaseassignment.

Table 2 showsexperimentalresultsobtainedfor the global
phaseassignmentproblem. The 3-way constraintwas usedto
specifyAND/OR cells in the library. Theoptimal algorithmwas
unableto run to completionin any reasonableamountof time
on any benchmark.The reasonis that 3-way constraintsleadto
large,densepolarity graphs.The optimal columngivesa lower
boundon the inverter counts. The lower boundis the number
of vertexdisjoint odd cyclesin thegraphthatwerefound by the
first iterationof thebranchandboundalgorithm. Comparingour
resultswith MIS, it canbeseenthatQuickColorandQuickPhase
give comparableresults. GoodColorwas able to beator match
the invertercountsin all benchmarkswith a 5-20x speedup over
GoodPhase.
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