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Abstract
Formal hardware verification ranges from proving that two combinational circuits compute the
same functions to the much more ambitious task of proving that a sequential circuit obeys some
abstract property expressed in temporal logic. In tracing the history of work in this area, we
find a few efforts in the 1970s and 1980s, with a big increase in verification capabilities the late
1980s up through today. The advent of efficient Boolean inference methods, starting with Binary
Decision Diagrams (BDDs) and more recently with efficient Boolean satisfiability (SAT) checkers
has provided the enabling technology for these advances.
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Functional hardware verification involves determining whether or not a logic
design matches a specification of its intended behavior. Most commonly, the
design consists of a combinational or sequential logic gate circuit (possibly de-
rived from an RTL description), and so the analysis can be performed purely
at the Boolean level. Furthermore, the circuit is generally assumed to be either
fully combinational or fully synchronous, and hence the functionality can be
verified without any consideration of the circuit timing.

In many applications, the specification is also given as a logic circuit. This
form of verification is referred to as equivalence checking. For example, a de-
signer might want to verify that some optimizations to a netlist did not alter its
functionality. Even when verifying that a gate-level netlist implements a speci-
fication given in a hardware description language such as Verilog or VHDL, the
first step is typically to expand the HDL description into gate-level form and
then use this as the specification.

Equivalence checking can be further categorized as combinational or sequen-
tial. With combinational equivalence checking, the two circuits are acyclic,
gate-level circuits, and the task is to determine whether they compute the same
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Boolean functions. Note that combinational equivalence can be used to prove
the equivalence of two sequential circuits, as long as these circuits use the same
encodings of their states. In fact, the commercial equivalence checkers now in
widespread use follow this approach. With sequential equivalence, we are given
two sequential circuits that could be using totally different state encodings. The
task is to determine whether the two circuits would ever differ in their output
values when they are started in their respective initial states and run with some
arbitrary input sequence.

Historically, and even to this day, the most common approach to functional
verification is to perform extensive simulation. For equivalence checking, this
simply involves simulating the two circuits over many patterns and seeing whether
they ever produce different values. In principle, combinational circuits could
be fully verified by this means, if we were willing to run enough simulation
(typically exponential in the number of primary inputs). For sequential equiva-
lence checking, there is no practical bound on the amount of simulation required
to prove the two circuits will have identical behavior for all possible input se-
quences. In this commentary, we will focus instead on formal verification, where
mathematically based techniques are used to prove equivalence or other proper-
ties for all possible input sequences.

Going beyond equivalence checking, a more ambitious task is to prove that a
circuit satisfies some general requirement, such as that there should never be a
deadlock, or that any bus request will eventually be granted. The most widely
studied class of tools for this form of verification are model checkers, where
the program determines (checks) whether the circuit (model) obeys a property
given as a formula in some type of temporal logic. Such formulas can express
properties that involve the behavior of the system over time, cases where we use
English words such as “always” and “eventually.”
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Formal hardware design verification appears to have developed in the 1970’s
from earlier work in hardware testing and in software verification [23]. Testing-
based approaches were applied to equivalence checking. Roth initially pro-
posed [59] unrolling sequential logic to perform bounded sequential equivalence
checking. Later [60] he introduced the assumption of a tight correspondence be-
tween the registers of the circuits to be compared, thus reducing the sequential
problem to a combinational one. Kawato et al. [40] developed similar equiva-
lence checking methods around the same time.

Early formal hardware verification methods based on software methods [29]
included symbolic simulation [66, 18, 24], user-defined inductive invariants [56]
and inductive invariants derived from assertions [50]. These early software-
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based methods generally required user interaction to guide expression simplifi-
cation.

Automated formal methods continued to be developed [32, 55, 20], but be-
fore efficient BDD algorithms were introduced most work was based on impov-
erished data representations (e.g., sum-of-products), or inefficient search rou-
tines (variants of the DPLL [31, 30] method used for Boolean satisfiability).
The main problem with these approaches was that they did not exploit common-
ality of structure. Consequently, either the data representations would blow up,
or the search routines would run too long.

A notable exception is work at IBM on equivalence checking. They devel-
oped programs for internal use that could handle very large combinational cir-
cuits.
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An algorithmic breakthrough was achieved at IBM with the Differential Boolean
Analyzer using Equivalent Sets of Partials (DBA/ESP) [64]. This algorithm
provided the satisfiability engine for the equivalance checking tool which was
widely used at IBM in the late 1970’s through the 1980’s. DBA/ESP was in-
spired by Shannon decomposition and also the method of bifurcations given in
Hammer and Rudeanu’s book [37], the practical potential of which was recog-
nized by Al Brown. DBA is also closely related to the Binary Decision Diagrams
introduced by Akers [2].

DBA proceeds by successive elimination of variables using Shannon decom-
position. The key advances that made DBA practical were effective variable
ordering heuristics and the ESP feature suggested by Gordon Smith, which de-
tected shared subproblems so that redundant analysis could be avoided. Variable
ordering was inspired by the “longest equation” and “most frequent unknown”
heuristics of Hammer and Rudeanu. The discovery of shared subproblems was
made feasible by a representation that allowed hashing and efficient structural
isomorphism checking. Shannon decomposition by itself would generate a bi-
nary tree, but common subproblem recognition transforms the tree into a di-
rected acyclic graph, in particular a BDD. Since common subproblem recogni-
tion is done before the subproblem is analyzed and based on structural isomor-
phism rather than functional equivalence, the resulting BDD is not fully reduced.
However, satisfiability of the initial problem is immediately determined once the
diagram construction is complete or a 1 terminal is reached.

The IBM equivalence checker also provided means to indicate correspon-
dence between internal combinational signals, reducing the complexity of the
problems that the DBA/ESP algorithm needed to solve. The possibility of false
negatives due to cutting at internal equivalence points was noted, and the use of
a manually specified don’t care signal to circumvent the problem is described.
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Don’t care signals could also be used to avoid false negatives due to unreach-
able states, with support for validating the unreachable state assertion during
simulation.
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The idea of encoding a Boolean function as a graph of decisions was first
proposed by Akers [2], based on an earlier encoding as a straight-line program
by Lee[44]. Akers coined the term “Binary Decision Diagram” (BDD) and also
explored some of their properties, but he did not provide an efficient method
for building BDDs from circuits. Akers’ default strategy would be exhaustive
simulation to build a complete binary tree, followed by reduction operations to
exploit subtree sharing.

In late 1983, Bryant was inspired by the way concurrent fault simulators eval-
uate the gates in a circuit for both the good and many faulty behaviors in a
single pass through the circuit, using lists to encode the multiple different val-
ues at each gate. He thought of replacing the list representation with a tree to
encode all possible input combinations and then realized the subtrees could be
merged to form a directed acyclic graph. This led him to formulate the Re-
duced Ordered Binary Decision Diagram (ROBDD, but often simply referred to
as “BDD”) representation and to devise algorithms for performing operations
on Boolean functions based on graph algorithms operating on BDDs. He first
published these ideas in 1985 [12], with a more complete description in the well
known 1986 paper [13] (submitted for publication in 1984).

The success of BDDs stems from an interrelated set of issues:

The BDD data structure is based on a maximal sharing of substructure.
They are not as prone to exponential blow up as are other representations.

Boolean operations can be performed using simple graph algorithms. The
complexity of these operations are polynomial in the graph sizes. They
gain efficiency by exploiting the sharing within BDDs.

They provide a single, homogeneous representation of the problem space.
For example, with symbolic model checking BDDs are used to represent
the system being modeled, and the sets of possible states of the system.
By contrast, many EDA programs shift back and forth between many dif-
ferent data structures.

By providing a general purpose Boolean manipulation engine, BDDs help
application developers think in more abstract terms. Looking at earlier
work, we can often see where the application developer muddles concerns
about the problem with how the problem is represented.
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Although not among the selected papers for this volume, ICCAD papers by
Malik et al. [48] and Fujita et al. [35] put BDDs on the map to the larger CAD
community. They showed 1) that fairly elementary heuristics could select rea-
sonably good variable orders for combinational circuits, and 2) that BDDs could
then be constructed for large benchmark circuits enabling tasks to be performed
(e.g., equivalence checking) that far exceeded what had been done before.
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Rudell’s work [62] strongly reinforces the advantage of having a separate
Boolean manipulation engine. Previously, others had shown that this engine
could handle housecleaning tasks such as automatic garbage collection [52] and
cache management [10]. Rudell showed that it could also handle the task of
continuously improving the ordering to minimize storage requirements. While
a program is running, the BDDs pointed to by the application keep changing in
structure (without changing the underlying function being represented.) But, the
user need not be concerned with this.

The work is also a masterpiece of careful engineering. Rudell recognized that
the BDD transformations could be made without having the update any of the
pointers from external sources into the BDD data structure. This allowed many
BDD-based applications to be “retrofitted” to use dynamic variable ordering
with only minor changes. In practice, dynamic variable ordering often greatly
increases the runtime of BDD-based applications, but it can also enable suc-
cessful completion in cases that would otherwise fail due to excessive memory
requirments.
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Researchers at Bull Research, headed by François Anceau, were “early adopters”
of BDDs. They showed that BDDs could be used to perform equivalence check-
ing of combinational circuits in an industrial setting in 1987, published in a pa-
per [46] at DAC in 1988. (The earlier work at IBM was not widely known, and
did not use conventional BDD algorithms.) Their ICCAD paper [47] showed
that once you have good equivalence checking and a powerful Boolean engine,
you could go beyond a basic Yes/No equivalence check and attempt to determine
why the two circuits are not equivalent. It is based on looking for small variants
of the circuit (e.g., inserting one inverter or changing one Nand to Nor) to see if
the circuits could be made equivalent. They encode these variants symbolically,
so that one run of the engine can test all candidate variations. Although this
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particular application of BDDs has not had widespread use, the paper illustrates
a general principle of using BDDs. By using symbolic encoding, one can often
replace a long series of tests with a single symbolic evaluation.

Further developments [41, 38] have continued in diagnostic methods for com-
binational equivalence checking.
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Sequential equivalence checking requires proving that two state machines
have identical behavior. A common approach is to cast this as a reachability
problem. First, a composite circuit is constructed consisting of the two original
circuits, plus logic that indicates whether the two circuits have different output
values. The task then becomes to determine whether, starting in a state where
the two original circuits are in their initial states, the composite circuit can ever
reach a state where the comparator circuit indicates that the two circuits have
generated different outputs. If so, the circuits are inequivalent. This is equiva-
lent to performing model checking on the composite circuit with the temporal
logic query EF t (“is it ever possible for t to hold?”), where t is the output of the
comparator circuit. Thus, we can see that sequential equivalence checking is a
special case of model checking.

Model checking was first developed by Clarke and Emerson [21, 22] as a
way to automatically verify properties of synchronization programs. They also
coined the term “model checking.” The first implementations of model checkers
used an explicit state representation, encoding each state as a node in a graph.
For most hardware designs, the number of states is far too large (exponential
in the number of state variables) to be represented in such a fashion, and hence
model checkers were originally only applied to very small circuits.

The major breakthrough for the application of model checking to hardware
design came with the advent of symbolic model checking, where both the circuit
model and the set of reachables states are encoded implicitly, typically with
BDDs.

The history of symbolic model checking and symbolic FSM equivalence is
more difficult to trace, with a number of researchers coming up with similar
ideas independently. It is generally acknowledged that Ken McMillan originated
the idea of BDD-based symbolic model checking in 1987 and implemented one.
But, he did not publish any papers about this work at the time. In 1989, Coudert,
Berthet, and Madre presented two papers [26, 25] on using symbolic state ma-
chine traversal to verify the equivalence of two finite state machines. Bose and
Fisher presented a paper [9] describing a symbolic model checker and its imple-
mentation. Bahnsen and Kukula [3] also sketched some ideas for BDD-based
state traversal, but they did not have any implementation.



���������	��
������������� ���������
�� �

A number of advances in model checking were reported in 1990. Burch,
Clarke, McMillan, and Dill presented their seminal papers [15, 14]. Their work
was the most general of all, showing that they could symbolically evaluate for-
mulas in a mu-calculus logic that can express many other forms of logic, includ-
ing several different temporal logics. Coudert, Madre, and Berthet presented a
paper [28] on a symbolic, computation-tree-logic (CTL) model checker. In the
same conference, Pixley [57] presented a sequential equivalence checker, which
followed a different approach than the reachability approach sketched above.
Pixley’s method involved determining which pairs of states are equivalent to
each other, eliminating the need to specify initial states. He also presented de-
tailed algorithms for symbolic model checking, although his only experimental
results were for equivalence checking.

The included paper by Coudert and Madre [27] was the first appearance in
ICCAD of a paper on symbolic model checking. The subject of the paper was
some refinements on how to perform the preimage computation more efficiently
than had done before. Coudert and Madre’s model checker was based on a func-
tion vector approach, where the set of reachable states is encoded as the range
of a set of Boolean functions. This approach has not proved as popular as the
characteristic function approach, where the set of reachable states is encoded
as a single Boolean function indicating whether or not a given state is reach-
able. The Coudert and Madre paper also introduced the operations constrain
and restrict, which were later explored for other applications [45, 63, 1].

Since this early research on symbolic model checking, there has been a con-
tinuous stream of research on ways to improve efficiency. The most successful
techniques exploit the modularity of circuits by representing and applying the
transition relation in a partitioned form [16, 53].
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Binary Decision Diagrams continue to serve as the foundation for many CAD
algorithms. They provide a canonical representation, which is compact across a
wide range of practical Boolean functions and efficiently supports a wide range
of operations such as intersection, inversion, and quantification. In some situ-
ations, however, a less powerful approach can be more efficient. For example,
some applications require finding only a subset of the solutions of a Boolean
equation. Significant advances and fresh applications in dynamic search ap-
proaches such as SAT and automatic test pattern generation (ATPG) algorithms
have paralleled those in BDDs.
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GRASP [49] introduced a new generation of SAT solvers that were designed
and tuned using EDA benchmarks. GRASP and its successors[54, 36] are based
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on the same DPLL search procedure that has been known for decades, but they
are much more efficient at pruning the search space to avoid fruitless search.
In the case of GRASP, the main contribution was “conflict diagnosis,” where
the solver analyzes the conditions leading to a dead end in the search and in-
fers from this a general condition that will make the formula unsatisfiable. This
analysis enables nonchronological backtracking, where the search engine back-
tracks through multiple levels of decisions. It also enables clause learning,
where the SAT solver can add information about a failed search (in the form
of a new clause) to its database and thereby avoid repeating a fruitless search.
SAT solvers have now supplanted BDDs for many EDA applications where sim-
ple Boolean operations are required.

SAT checking has recently flourished as a research area. Each successive
generation of SAT checker typically outperforms its predecessors by an order
of magnitude, both in terms of the speed on existing benchmarks and the abil-
ity to handle larger problems. Much of the recent focus has been on efficiently
organizing and maintaining the internal data structures, particularly the set of
clauses. The CHAFF solver [54] demonstrated the value of using clever struc-
tures to minimize the number of clauses that need to be checked during con-
straint propagation. Other ideas seen in modern SAT checkers include: restarts,
where the solver abandons the current search tree and starts a new one, as well
as refined techniques for deciding which elements to discard from the clause set,
which variable to split on next, and which value (0 or 1) to try first for a splitting
variable [36].

One important application of SAT checkers has been to a limited form of
model checking, known as a bounded model checker[6]. Bounded model check-
ing involves running the circuit for a fixed number of steps from its initial state
and determining whether it satisfies the specified temporal properties. This does
not guarantee that the properties would then hold indefinitely, but it serves as a
useful check, often quickly finding counterexample traces when they exist. The
main advantage of bounded model checking is that it can be applied to very large
circuits [7, 8].
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Often two combinational circuits being compared for equivalence will have
many functionally equivalent internal signals. This observation was already ex-
ploited quite early [33, 4] in the evolution of formal equivalence checkers and
has since evolved into the most successful approach to improving performance
and capacity.

The equivalence checker developed by Berman and Trevillyan [5] detects
equivalent points within the two circuits and then partitions the circuits, treating
these equivalence points as primary inputs and outputs of the subcircuits. The
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key idea in this paper is the use of a weighted graph min-cut algorithm to mini-
mize the number of subcircuit primary inputs, thus improving efficiency of the
equivalence check. Treating internal equivalences as primary inputs introduces
the possibility of false negatives. This paper outlines a method for eliminat-
ing false negatives by incrementally shifting cutpoints back toward the original
primary inputs, usings BDDs and the compose operation.

While [5] relies primarily on exhaustive simulation, Kunz [43] used ATPG
methods to detect and exploit internal equivalences. This more powerful method
can be used without introducing internal cutpoints, thus avoiding the false neg-
ative problem. Advances in this area continue to be made by many researchers,
e.g., [58, 39, 51, 42, 17]. Sequential methods that exploit internal equivalences
have also been developed [65, 34].
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To further improve the efficiency of combinational equivalence checking, one
can extend the notion of internal equivalence to include signals that are different
functions of the primary inputs but whose difference is unobservable at primary
outputs or state registers. Cerny and Mauras [19] introduced such a method that
relied on BDD characteristic functions across full cuts of a circuit.

Brand [11] provided improved efficiency with an ATPG-based combinational
equivalence checker. This paper introduced the concept of the joining two candi-
date equivalent signals with a “Miter” circuit, which indicates whether a differ-
ence in the signal values is observable at the primary outputs. The complexity of
the equivalence check is reduced by repeatedly transforming this joined circuit
based on detected equivalences. Broadening the class of equivalences detected,
from signals which are identical functions of the primary inputs to signals whose
functional difference is undetectable at the primary outputs, allows further sim-
plifications of the problem so that ATPG can be used on larger problems without
introducing internal cutpoints with their risk of false negatives.
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The progress in formal verification from the late 1980s through today has
been remarkable. The research community has developed and refined both the
underlying symbolic manipulation engines as well as the verification tools that
use these engines to reason about complex combinational and sequential cir-
cuits. In addition, a number of different equivalence and property checkers have
become available commercially. Formal combinational equivalence checking
tools have become robust enough to be incorporated routinely into industrial
methodologies. Still, the needs of the electronics industry in terms of capacity,
performance, and functionality far exceed the capabilities of current sequential
verification tools, and even combinational checking occasionally fails due to in-
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adequate capacity. We can anticipate that this part of the EDA community will
continue to flourish in its ideas and importance.
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