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Abstract. Some modern systems with a simple deterministic high-level specification have
implementations that exhibit highly nondeterministic behaBoch systems maintain a simple
operation semantics at the high-level. However their underlying implementations exploit paral-
lelism to enhance performance leading to interaction among operations and contention for
resources. The deviation from the sequential execution model not only leads to nondeterminism
in the implementation but creates the potential for serious design errors. This paper presents a
methodology for formal verification of such systems. An abstract specification describes the
high-level behavior as a set of operations. A mapping relates the sequential semantics of these
operations to the underlying nondeterminism in the implementation. Symbajécibry Evalu-

ation, a modified form of symbolic simulation, is used to perform the actual verification. The
methodology is currently being used to verify portions of a superscalar processor which imple-
ments the PowerPC architecture. Our initial work on the fixed point unit indicates that this is a
promising approach for verification of processors.

1. Introduction

Some modern circuit designs with a simple deterministic high-level specification have
implementations that exhibit highly nondeterministic behaviors. Systems that operate
on an externally visible stored state such as memories, data paths and processors often
exhibit these behaviors. The implementation of these systems frequently overlap the
execution of tasks in anfeft to enhance performance while maintaining the appear-
ance of sequential execution.

A large class of systems that exhibit such behavior are processors. At the high-level,
the sequencing model inherent in processors is the sequential execution model. How-
ever the underlying implementation of processors use pipelines, multiple instruction
issue, and nondeterministic protocols to interact with other subsystems. The resulting
interaction among instructions and contention for resources leads to nondeterminism
in the implementation. Such implementations contain many subtle features with the
potential for serious design errors. The methodology outlined in this paper is able to
bridge the wide gap between the abstract specification and the implemesititien’
radical deviation from the sequential execution model.

A methodology for formal verification must ensure that such a system functions cor-
rectly under all possible execution sequences. Since there is an infinite number of exe-
cution sequences, we verify each operation individually and then reason about
stitching arbitrary operations together to form execution sequences.

The goal is to develop a methodology with which a designer can show that an imple-
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mentation correctly fulfills an abstract specification of the desired system behavior.
The abstract specification describes the high-level behavior of the system independent
of any timing or implementation details. As an example, the natural specification of a
processor istheinstruction set architecture. The specification is a set of abstract asser-
tions defining the effect of each operation on the user-visible state. The verification
process must bridge a wide gap between the detailed circuit and the abstract specifica
tion. In spanning this gap, the verifier must account for issues such as system clocking,
pipelines and interfaces with other subsystems. To bridge this gap between the abstract
behavior and the circuit, the verification process requires some additional mapping
information. The mapping defines how state visible at the abstract level is realized in
the detailed circuit. The mapping has both spatial and temporal information. Designers
aretypically aware of the mapping but do not have arigorous way of recording or doc-
umenting the information.

Our specification is thus divided into two components. the abstract specificatioand
the mapping informationThe distinction serves several purposes. Several feasible cir-
cuit designs can be verified against a single abstract specification. An abstract specifi-
cation can be used to verify both an unpipelined and a pipelined version of a processor.
The abstract specification describes the instruction set of the processor independent of
any pipeline details. The task of the mapping is to relate the abstract specification to
the complex temporal behavior and nondeterministic interactions of the pipelined pro-
cessor. As an example, an instruction might stall in a pipeline stage waiting to obtain
the necessary resources. The order and timing in which these resources are obtained
often varies leading to nondeterministic behavior. Our verification methodology will
verify the circuit under all possible orders and timing.

The distinction between the abstract specification and mapping enables hierarchical
verification. This paper concentrates on a single level of mapping that maps the
abstract specification into a specific implementation. In the future, one can envision an
entire series of implementation mappings. Each level in the mapping serves to make
the assertion more concrete. A verification task could be performed at each level. A
series of mappings could also be used to perform modular simulation. Simulation
models could be developed at each abstraction level and models at different levels of
abstractions could be intermixed using the mapping information.

Once the abstract assertions have been individually verified, the methodology must be
able to stitch operations together in order to reason about execution sequences. The
mapping has information about how to stitch instructions together. Since the abstract
assertions use a sequential execution model, stitching operations at the abstract specifi-
cation level requires a simple sequencing of the instructions. However, the underlying
nondeterministic implementation requires operations to interact and overlap in time.
The mapping ensures that the operations can interact and overlap to create arbitrary
execution sequences.

The abstract specification and the mapping are used to generate the trajectory specifi-
cation The trajectory specification consists of a set of trajectory assertionsEach
abstract assertion gets mapped into a trajectory assertion. The verification task is to
verify the set of trgjectory assertions on the circuit. A modified form of symbolic sim-



ulation called Symbolic Trajectory Evaluation[1] is used to perform the verification
task. We use the term trajectory specification and trajectory assertions partly for histor-
ical reasons. Our trajectory assertions are a generalization of the trgjectory assertions
introduced by Seger[4]. The justification is that the assertions define a set of trajecto-
riesin the simulator.

The formal verification methodology presented in this paper is currently being used to
verify a superscalar processor which implements the PowerPC architecture[12]. The
processor has several complex features such as pipelineinterlocks, multipleinstruction
issue, and branch prediction to advance the state of the art in verification.

1.1. Related Work

Beatty[2][3] laid down the foundation for our methodology for formal verification of
processors. The instruction set was specified as a set of declarative abstract assertions.
A downward implementation mapping was used to map discrete transitions in the
abstract specification into overlapping intervals for the circuit. The overlapping was
specified by anextmarker which defined the nominal end of the current instruction and
the start of the next instruction. However this work had one basic limitation. The veri-
fication methodology could handle only bounded single behavior sequences. The map-
ping language was formulated in terms of a formalism called marked stringg2].
Marked strings could not express divergent or unbounded behavior.

We have extended the verification methodology so as to handle a greater level of non-
deterministic behavior. As a motivating example, consider a fixed point unit of a pro-
cessor performing a bitwise-or operation that fetches two source operands (A and B)
from a dual-ported memory subsystem. Assume that the operands might not be imme-
diately available. The fixed point unit might have to wait for an arbitrary number of
cycles before either of the operands are available. Furthermore the operands might be
received in different orders: Operand A might arrive before B, operand B might arrive
before A, or both might arrive simultaneously. The verification methodology should be
able to verify the correctness of the circuit under any number of wait cycles and all
possible arrival orders. Marked strings cannot express such an operation. Our formula-
tionisin terms of state diagrams. State diagrams allow users to define unbounded and
divergent behavior.

Symbolic Trajectory Evaluation (STE) has been used earlier to verify tragjectory asser-
tions. Beatty[3] mapped each abstract assertion into a set of symbolic patterns. STE
was used to verify the set of symbolic patterns on the circuit. The set of symbolic pat-
terns corresponded to a single sequence of statesin a state diagram. Seger[4] extended
STE to perform fixed point computations to verify a single sequence of states aug-
mented with a limited set of loops. In our work, trajectory assertions are general state
diagrams. We have extended STE to deal with generalized trajectory assertions.

Our work has some resemblance to the capabilities provided by the Symbolic Model
Verifier (SMV)[5][6]. SMV requires a closed system. The environment ismodeled asa
set of machines. In some sense the state diagrams in our mapping correspond to creat-
ing an environment around the system. The state diagrams corresponding to the inputs
can be viewed as generators that generate low-level signals required for the operation



of the processoiState diagrams corresponding to outputs can be viewed as acceptors
that recognize low-level signals on the outputs of the procddearever there is one
essential dierence. Though SMV does provide the capability of describing the envi-
ronment, it does not provide a methodology for rigorously defining these machines and
stitching them together to reason about infinite execution sequences. The &ther dif
ence is that the model-checking algorithm in SMV requires the complete next-state
relation. It would be impossible to obtain the entire next-state relation for a complex
processarOn the other hand, we use STE to evaluate the next-state function on-the-fly
and only for that part of the processor that is required by the specification.

Kurshan[7][8] has used the concept of mappings to perform hierarchical verification.
The specification (called task) is represented by a deterministic automaton. The
implementation is modeled as a state machieeifivation is cast in terms of testing
whether the formal language of the implementation is contained in the formal language
of the task. The user can provide reduction transformations as a basis of complexity
management and hierarchical verification. Reductions are homomorphic transforma-
tions which correspond to abstraction mappings. Inverse reductions (ceflted

ments) correspond to our implementation mappings. Howekershan does not have

the concept of stitching tasks together to verify an infinite sequence of tasks. Also,
Kurshan uses language containment as opposed to Symbabctdry Evaluation as

the verification task.

Burch[13] has proposed a verification methodology that avoids the need to explicitly
define the mapping. Instead, an abstraction mapping is implicitly defined by flushing
the pipeline and then using a projection function to hide some of the internal state. The
methodology has been used to verify a pipelined version of the DLX architecture.
However the abstraction mappings are limited to internal states in the prodessor
addition to mapping internal states, our implementation mappings allow users to define
nondeterministic input/output protocols.

In the area of processor verification theorem proving has been used in the past to verify
processors[9][1]. However in these cases either the processor was very simple or a
large amount of manual intervention was required. STE was used to verify the Hector
processor[3]. HoweveHector is a very simple processor similar to the PDRA].

We are using the verification methodology to verify the PowerPC architecture.
Recently we verified the pipeline interlocks in the decode stage of the fixed point unit.

Details of how to specify the system behavior in our methodology are discussed in
Section2. The system behavior is specified in terms of a set of abstract assertions and
the implementation mapping. An abstract assertion and the corresponding mapping for
a small example are shown in Sect®rThe abstract assertions are mapped into a set
of trajectory assertions. Details of how to verify the set of trajectory assertions on a cir-
cuit are discussed in SectidnSome of the ongoing work on using the formal verifica-
tion methodology to verify a superscalar processor is presented in Section

2. Specification

The specification consists of the abstract specification and the mapping. The mapping
is a nondeterministic mapping formulated in terms of a variation of state diagrams



calledcontrol graphs.
2.1. Abstract Specification

Hardware Description Languages seem to be the obvious choice for expressing
abstract specifications. Howeyelardware Description Languages tend to overspecify
systems since they tend to describe a particular implementation rather than an abstract
specification. It seems that these languages are appropriately named. They “describe”
rather than “specify” hardware. 8\have defined Blardware Specification Language

to specify hardware. Here we are presenting the basic form of the Hardware Specifica-
tion Language. \& will later in this section extend the language to the symbolic and
vector domains. The specification is an abstract machine. The abstract machine is asso-
ciated with a set of single kabstract state elements (S, ). Transitions in the machine

are described as a setatistract assertions. Each abstract assertion is an implication

of the form:P O Q, whereP is the precondition an@ is the postconditionP and

Q are abstract formulas of the form:

+ Simple abstract formula: (s, is0) and §; is1) are abstract formulas & U S,
« Conjunction: (F; and F,) is an abstract formula ¥, andF,, are abstract for-
mulas.
e Domain restriction: (00 F) and (L0 F) are abstract formulas iF is an
abstract formula.
Mathematically an abstract assertion can be defined as foIIows Assigribe set of
assignments to the abstract state elements. Thergferg 0, 1} , wheren = |§|.
Define a satisfying set for an abstract formula as the set of abstract state assignments
that satisfy the abstract formula. The satisfying set of an abstract foFmuwlaitten
Sat (F) , is defined recursively:

¢ Sat(s;is0) is a subset o6 with Zn_1 abstract state assignments with e
p%smon in each assignment being 0. Similash (s; is1) is a subset 08 with
2~ abstract state assignments with tprosmon in each assignment being 1.

¢ Sat(FpandF,) = Sat(F;) n Sat(F,) .

. Sat(OD F) = S,andsat(10 F) = Sat(F) .

Each assertion defines a set of transitions in an abstract Moore machine. For an
abstract assertioA = P[0 Q, the setssat (P) andsat(Q) are the sets of abstract
state assignments that satisfy the precondition and postcondition respedthely
transitions associated with the assertion can now be defined as:
Trans (A) = (Sat(P) xSat(Q)) O ((S—3Sat(P)) x9) . If the abstract machine
starts in a set of states that satisfy the precondition, then the machine should transition
into a set of states that satisfy the postcondition. Thes€P) x Sat(Q) represents

the set of transitions when the precondition is satisfied. If the machine starts in a set of
states that do not satisfy the precondition, then the assertion does not place any restric-
tions on the set of transitions. The 8- 5at(P)) x S represents the set of transi-
tions when the precondition is not satisfied.

Leti index the set of abstract assertions. The mtersecﬂaPans(A) defines a non-
deterministic Moore machine corresponding to the abstract speC|f|cat|on



Consider the example of a bitwise-complement operation. A bitwise-complement
operation requires two abstract state eleme®sand ST, whereSA is the source
operand an&T is the taget operand. Assumir§A andST are single bit operands, the
bitwise-complement operation can be specified by using 2 abstract assertions.

(SAis0) O (STis1) // Assertion A
(SAis1) O (STis0) [/ Assertion A

For this example, n =2 and the setS has 4 state assignments,

S = {00, 01, 10, 11} , where the left bit is the logic value associated Baand the

right bit is the logic value associated wif. The transitions corresponding to these
assertions are shown in Figdre Let us consider assertion 1A Now
Sat(SAis0) = {00,01} andsat(STis1l) = {01, 11} . The solid edges repre-

sent transitions when the precondition is satisfied, i.e. theas€P) x $at(Q) . The

shaded edges represent the transitions when the precondition is not satisfied i.e. the set
(S—5at(P)) xS. A similar case can be made for assertign Phe intersection of

the transitions associated with both assertions gives the Moore model for the specifica-
tion. In this particular model, nondeterminism is used only to represent the choice of
the next input. In other cases, nondeterminism can be used to represent unspecified or
don't care behavior such as the output of the multiplier while performing an add oper-
ation in a processor
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Trans (A;) Trans (A,) Trans (A1) N Trans(A,)
Figure 1. Nondeter ministic M oore machine model for assertions.

We have presented the basic form of the abstract assertions. They can be extended to
the symbolic and vector domain. In the symbolic domain, the domain restriction in
abstract formulas is extended to be of the fomil (F ) wheree is a Boolean expres-

sion over a set of symbolic variablese Wtroduce the notatiors(ise) as a shorthand

for (e (s;is0)) and (e (s;is1)) . Inthe vector domain, the abstract state ele-
ments are extended to represenfedént word sizes. A symbolic abstract assertion
defines a set of scalar abstract assertions. A bitwise-complement operation for k-bit
word size can be specified with a single symbolic abstract assertion. Assumesthat
symbolic k-bit variable that denotes the current value of the source operand. The sym-
bolic abstract assertion for the bitwise-complement operation is:

(SAisa) O (STisa)

The ~ operator is the bitwise-complement operalbe symbolic abstract assertion
represents“ZscaIar assertions corresponding to all possible assignments to the variable
a.



2.2. Control Graphs

Control graphs are state diagrams with the capability of synchronization at specific
time points. Mathematically a control graph can be represented as a tuple:
G = DV, U, E, s tC, where

eV istheset of state vertices.

e U istheset of event vertices.
e E istheset of directed edges.
e sisthesource, sOU.

e tisthesnk,tOU.

There are two types of vertices in a control graph: 1) Event vertices representing
instantaneous time points and 2) State vertices representing some non-zero duration of
time. Event vertices are used for synchronization. A control graph has a unique event
vertex with no incoming edges called the source vertex. Also the graph has a unique
event vertex with no outgoing edges called the sink vertex. Nondeterminism is mod-
elled as multiple outgoing edges from a vertex.

2.3. Implementation M apping

The implementation mapping provides a spatial and temporal mapping for the abstract
machine. The mapping has three main components:

e Set of node elements.
e Single main machine.
e Set of map machines.

The mapping defines a set of node elements (N, ) that represent inputs, outputs and
internal statesin the circuit.

The main machine defines the flow of control for individual system operation. How-
ever we need to reason about sequence of operations. Therefore, the main machine
also defines how individual operations can be stitched together to create valid execu-
tion seguences. The man machine is a tuple of the form:
M=V, U_E_ s.,t,Y,[L where

. D/m_, Uy Eqpy Syt is@control graph.
s Y, isavertex cut of the control graph, Y, O U, .

The source s, denotes the start of an operation and the sink t denotes the end of the
operation. The vertex cut Y, denotes the nominal end of the operation. The nominal
end of an operation is defined to be the timepoint where the next operation can be
started. The vertex cut divides the set of verticesinto 3 sets, X, Y, and Z . where
XnOY,02Z,=V,0U,. Theset X represents the set of vertices to the left of
the vertex cut and the set Z | represents the set of verticesto theright of the vertex cut.
The vertex cut places certain restrictions on the set of edges in the graph. All paths
from verticesin X to verticesin Z, have to pass through an event vertex in Y, . In
addition there cannot be any paths from verticesin Z_ to verticesin X . The restric-
tion ensures that the pipeline is committed to an instruction once it has started.

For an unpipelined circuit, Y, = {t_} , since the current operation must end before



the next operation can start. However, for pipelined circuits, Y, is a cutset of event
vertices between the source and sink. The cutset defines the time point when the next
operation can be started, thus overlapping the current and next operations. As an exam-
ple, consider the main machine for a ssmple pipelined processor shown in Figure 2.
The vertices F, D, and E are state vertices representing the fetch, decode and execute
stages respectively. The vertices s, p, q, andt are event vertices. Note that the nomi-
nal end cutset indicates that the next operation can be fetched when the current opera-
tion has entered the decode stage.

O OO

Nominal End Cutset
Figure 2. Main machinefor a simple pipelined processor.

Individua instructions can be stitched together to create execution sequences as shown
in Figure 3. The machines Mt, MY, M are mulltiple copies of the main machine with the
superscripts indexing successive instructions. The machine M corresponds to the infi-
nite execution sequence obtained from stitching all instructions. Stitching is performed
by aligning the source vertex of an instance of the main machine with the nominal end
cutset of the previous main machine and taking the cross-product of all the aligned

machines.
Ml Slo—> f @ e otl
. O e OO

F DF EDF
M Sl o—>O~—>O—‘—>O—> oo o

Figure 3. Stitching main machinestogether to form execution sequences.

In addition to the main machine, each simple abstract formulain the abstract specifica-
tion is mapped into a map machine. The map machine provides a spatial and temporal
mapping for the simple abstract formula. A control graph defines the temporal compo-
nent of the mapping. Each state vertex in the control graph is associated with a node
formula. The node formulas define the spatial component of the mapping. Here we will
present the basic form of the node formulas. Later in the section we will extend them
to the symbolic and vector domain. Node formulas are of the form:

« Simplenodeformula: (n,is0) and (n; is1) are node formulasif n; N, .

+ Conjunction: (F; and F,) isanode formulaif F, and F, are node formulas.

e Domain restriction: (00 F)and (10 F) are node formulasif F isanode for-
mula.

The map machines are not completely independent. A synchronization function maps
event vertices in the map control graph to event verticesin the main control graph. The
synchronization function relates a simple abstract formula with the flow of control of



the entire operation. Mathematically a map machine for a simple abstract formula s
can be represented as a tuple of the form: Map(s) = OV, U, E, s, t, 0, Y.L,
where

[V, Uy Eg s, t[isacontrol graph.
* 0 isalabelling function that labels state vertices with node formulas.
* Y, isthesynchronization function, Y : U, - U .

We have presented the basic form of the node formulas and map machines. The node
formulas can be extended to the symbolic and vector domain. In the symbolic domain,
the domain restriction is extended to be of the form: (e F) where e is a Boolean
expression over a set of symbolic variables. We introduce the notation (n, ise) as a
shorthand for (e (n,is0)) and (el (n;is1)) . In the vector domain, node ele-
ments are extended to represent avector of netsin the circuit. Similarly, map machines
can be extended to the symbolic and vector domains. A symbolic map machine defines
aset of scalar map machines. The mapping for ak-bit operand (ST) can be specified by
asingle symbolic machine, Map (ST isv), wherev is ak-bit symbolic variable. The
symbolic machine captures 2 scalar map machines corresponding to all possible
assignmentsto the variable v.

The trajectory formula corresponding to an abstract formula is the set of trgjectories
defined by the abstract formula for a particular implementation. The user needs to
define the map machine for simple abstract formulas. Given the map machines, the tra-
jectory formula for an abstract formula AF , written 7raj (AF) , can be automatically
computed as follows:

*  Traj(sis0) = Map(s;is0) and Traj(s;isl) = Map(s;isl) .

s Traj(AF,and AF,) = Traj(AF,) || Traj (AF,) , where || is the parallel com-
position operator. Parallel composition amounts to taking the cross product of the
two control graphs under restrictions specified by the synchronization function.
Assumethat v, and v, are state vertices in the trgjectory formulas for AF; and
AF, respectively. Further assumethat NF,; and NF,, are the node formulas asso-
ciated with vertices v; and v,, respectively. Then the node formula associated
with the cross-produce vertex (v; xv,) is (NF, and NF,) .

*  TJraj(eld AF) isessentially the same as 7raj (AF) , except that the node formu-
las are modified. Assume that v is avertex in the trgjectory formulafor AF with
node formula NF . The node formula associated with the vertex v for the tragjec-
tory formula (ed AF) is (ed NF) .

Note that we can verify each operation individual and then reason about stitching oper-
ations together since 7raj (AF) captures the effect of any preceding or following
operations.

For an abstract assertion A = PO Q, 7rqaj (P) and 7raj(Q) are the trgjectory for-
mulas associated with the precondition and postcondition respectively. The trgjectory
assertion corresponding to A can be automatically computed as Zraj (P) / Traj (Q) ,
where // is the shift-and-compose operator. The shift-and-compose operator shifts the
start of the machine 7raj (Q) to the nominal end cutset in the main machine and then
performs the composition. The node formulas in Traj (P) are treated as antecedent



node formulas. The antecedent node formulas define the stimuli and current state for
the circuit. The trajectory formula corresponding to the precondition is being used as a
generator since it generates low-level signals for the circuit. On the other hand, node
formulas in7raj (Q) are treated asonsequent node formulas. The consequent node
formulas define the desired response and state transitions. The trajectory formula cor-
responding to the postcondition is being used as an acceptor since it defines the set of
acceptable responses for the circuit.

Incidentally the shift and compose operator was also used to stitch operations together
to form execution sequences in Fig@rewith the slight variation that the main
machines were not associated with any node formulas.

3. Example

Assume that we want to verify the bitwise-or operation in an ALU. The abstract speci-
fication would define abstract state elemes#s,SB andST. SA andSB serve as the
source operands arell serves as the @&t operand for the bitwise-or operation.
Assume that andb are symbolic variables that denote the current valu&aind

SB. The abstract assertion for the bitwise-or operation is:

(SAisa) and (SBisb) O (STisalb)

The | operator is the bitwise-or operatdote that for a k-bit word size, this symbolic
abstract assertion represen'fsséalar assertions corresponding to all possible combi-
nations of assignments to variabseandb.

The specification is kept abstract. It does not specify any timing or implementation
specific details. Now lex’ assume a specific implementation of the ALU where the
source operands have to be fetched from a register file and may not be immediately
available. Assume that both source operands are associated with a valid signal which
specifies when the operand is available. The valid signals have a default value of logic
0 and are asserted by the register file subsystem to a logic 1 when the operand is avail-
able. The ALU computes the bitwise-or and makes it available for storage back into
the register file one cycle after both operands have been received. The block diagram
for such an ALU is shown in Figure This is a simple example that serves to illustrate
some of the issues that we have encountered in faut &f verify the PowerPC archi-
tecture.

val i dA

I|nA
val i dB| ALU [2UtCy

I nB

Register File Subsystem
Figure 4. An implementation with a valid signal for each operand.

There are a few interesting points to note about this implementation. First, the ALU
might have to wait for an arbitrary humber of cycles before either of the source oper-
ands is available. Secongdlthe source operands might arrive infetiént orders.
Figure5 shows part of an execution sequence for the implementation. The sequence is
divided into various segments each of which represents a bitwise-or operation. A seg-
ment is associated with a hominal end markbe execution sequence can be obtained



by overlapping the start of the successive segment with the nominal end marker of the
current segment. Note that segments can be of different widths., Segment 1 exhibits a
case where the A operand arrived before the B operand. Segments 2 and 3 exhibit cases
where both operands arrived simultaneously. Segment 3 represents the maximally
pipelined case where the operands were immediately available. And segment 4 exhib-
its a case where the B operand arrived before the A operand. The goal of verification is
to ensure that the circuit correctly performs a bitwise-or operation under any number
of wait cycles and under all possible arrival orders.

vaIidAJ_I | | l—l
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Figure 5. Part of an execution sequence for the bitwise-or operation.

The main machine for such an implementation is shown in Figure 6. Each state vertex
represents a clock cycle. One or more cycles might be required to fetch the operands.
Thisis represented by the state vertex f et ch. Multiple cycles are required when the
operands are not immediately available. After obtaining the operands, the result of the
bitwise-or operation is available in the next cycle represented by state vertex exe-
cut e. The control graph is modeling nondeterministic behavior. The machine can
remain in the f et ch state for an arbitrary number of cycles and then transition into
theexecut e state. The main machine captures al possible segmentsin the execution
sequence. The event vertex f et ched represents the nominal end of the segment.

execute

Figure 6. Main machinefor the bitwise-or operation.

The map machine for the abstract formula (SAisv ) is a nondeterministic machine
shown in Figure 7. The symbolic variable v is serving as a formal argument. Later on
the formal arguments will get replaced by the actual arguments. The labelling inside
the state vertices represents the value of the valid signal for the A operand. The actual
node formulas associated with the state vertices are shown in shadowed boxes in the
figure. Since the operand might not be immediately available, the implementation
might have to wait for an arbitrary number of cycles. Thisis represented by state ver-
tex wai t . The operand is received in state vertex f et ch. After obtaining the A oper-
and, the implementation might have to wait again for an arbitrary number of cyclesfor
the B operand. This is represented by state vertex fi | | . The vertices M st art and
M f et ched represent the event verticesst art and f et ched in the main machine.
So the start of the map machine is synchronized to the start of the main machine. The



end of this machineis synchronized to the event vertex f et ched in the main machine
where M f et ched represents the time point where both operands have been fetched.

M start val 1 dA is0) Mfgtched
start (—> ¢ done
wal t

[(vali dAis1) and (I nAisv)]

Figure 7. Map Machinefor (SAisv).

The map machine for the abstract formula (SBisv ) is the same as for state element
SA except that the node formulas refer to the B operand.
M start [(outCisv)

start (—»@j—>. done

Figure 8. Map machinefor (ST isv).

Finally the map machine for (ST isv ) isshown in Figure 8. The start of this machine
is synchronized with the start of the main machine. This indicates that the result of the
computation for the previous operation should be available at the start of the current

operation.
Man Mstart :8 M f et CﬂhegO-'Nl done
ot A
(SAisa) ,& ,@ w
(SBisb) ¢@ :@ > j%T

(ST isalb) _,@_,

Figure 9. Alignment of machinesfor the bitwise-or operation.

The map machines get aligned with the main machine as shown in Figure 9. The
abstract formulas (SAisa) and (SBisb) appear in the precondition of the abstract
assertion. The formal argument in the corresponding map machine gets replaced by the
actual arguments a and b. The node formulas in the map machines are treated as ante-
cedent node formulas. Antecedent node formulas are shown in the upper half of the
state vertex. The event vertices are synchronized as specified by the synchronization
function. The abstract formula (ST isa|b ) appears in the postcondition. The formal
argument v is replaced by the expression a|b . The node formulas are treated as con-
sequent node formulas. Consequent node formulas are shown in the lower half of the
state vertex. The synchronization point is shifted to the nominal end cutset in the main
machine.



The trgjectory assertion for the bitwise-or operation corresponds to the composition of
these machines. For this example, composition amounts to performing the cross prod-
uct construction of the main, SA and SB machines between event vertices M st ar t
and M f et ched, followed by the cross-product construction of the main and ST
machines between event verticesM f et ched and M done. However, the implemen-
tation mapping requires one additional piece of information. Notice that the state verti-
ces A fill and B.fill represent the fact that one of the operands has been
received and the implementation is waiting for the other. When both operands have
been received, the implementation will go ahead and compute the bitwise-or. So in the
cross-product construction, we want to invalidate the cross product of vertices
A fill andB. fill.Withthisadditional information, the composition resultsin the
control graph shown in Figure 10. The resultant control graph captures all possible
orderings and arbitrary number of wait cycles. In the top path, the A operand was
received before the B operand. In the bottom path, the B operand was received before
the A operand. In the middle path, both source operands were received simultaneously.
The result of the bitwise-or operation is availablein the final state vertex.

|(va| i dAis0) and (val i dBis1)and (I nBisb)I

[ (val i dAis1)and (val i dBis0) and (I nAisa) | L)

M f et ched cutset

| (val i dAis1) and (val i dBis1)and (I nAisa)and (I nBisb)I
Figure 10. Trajectory Assertion for bitwise-or operation.

The resultant control graph serves as the tragjectory assertion. In general the trgjectory
specification consists of a set of tragjectory assertions. Each trajectory assertion can be
represented asatuple: T = [V, U, E, s, t, 0, 0 [, where

« [V,U, E, s tCisacontrol graph.
* 0, labels state vertices with antecedent node formulas.
* 0O labels state vertices with consequent node formulas.

The tragjectory assertions express the system behavior relative to a path in a control
graph. The antecedent labelling along a path places restrictions on the inputs and inter-
nal states of the circuit. The consequent labelling specifies the set of allowed circuit
responses along the path.

Trajectory assertions can be classified into three categories in increasing order of gen-
eralization: 1) Single Sequence 2) Acyclic 3) Generalized. The control graph associ-
ated with a single sequence trajectory assertion has a linear sequence of vertices. An
acyclic tragjectory assertion has a directed acyclic control graph. And the generalized



trajectory assertion has any arbitrary control graph.
4. \erification

The main concern in the verification task is that representing the next-state function or
relation for lage systems is not computationally feasible. Therefore, we use Symbolic
Trajectory Evaluation (STE) which evaluates the next-state function on-the-fly and
only for that part of the circuit required by the trajectory assertion. STE uses a partially
ordered system model. In the past, STE has been used to verify only single sequence
trajectory assertions or single sequences augmented with simple loogxtéfded

STE to deal with acyclic and generalized trajectory assertions.

4.1. Partially Ordered System Model

The logic set is extended tp0, 1, X} . The logic valueX denotes an unknown and
possibly indeterminate logic value. The logic values are assumed to have a partial
order with logicX lower in the partial order than both logic 0 and 1 as shown in
Figurell.

0 1

NV
X

Figure 11. Partial Order for logic values 0,1X.

Assume thaN is the set of node assignments in the partially ordered system. There-
fore N = {0, 1, X} "oT wherem = |N,| - The elements of the shit define a com-
plete lattice [N C1 with X" as the bottom element anl as an artificial top
element. The partial order in the lattice is a pointwise extension of the partial order
shown in Figurell. The symbold| and[] denote the least upper bound and greatest
lower bound operations respectively

In the partial order system, node formulas are represented by an element of the lattice.
The restricted form of the node formula ensures that it can be represented by a lattice
element. The lattice element corresponding to a node forfularitten Lat (F) , is

defined recursively:

e Lat(n;is0) is an element of the lattice with position in the element being 0
and the rest of the positions beiKg. Lat(n, is1) is an element of the lattice
with thei position being 1 and the rest of the positions biisg

* rLat(FjandF,) = Lut(Fl) H Lat(F,) .

. Lat(0|:| F) = X" and£at (10 F) = Lat(F) .

4.2. Extensions for acyclic trajectory assertions.

An acyclic trajectory assertion can be verified by enumerating all the paths from
source to sink and using STE separately on each path. Howrexrer can be an expo-
nential number of paths in a graphe\se path variables to encode the graph and ver-
ify all paths in one single run of the simulat@TE has been extended with a
conditional simulation capabilitfConditional simulation allows STE to advance to the
next-time instant under some specified Boolean condition. Under the condition, the
simulator advances to the next-time instant. Under the complement of the condition,
the simulator maintains the previous state of the circuit. The trajectory assertions are



symbolically encoded and STE conditionally evaluates the next-state function for each
vertex in topologica order. As an example, assume an acyclic trgjectory assertion of
the form shown in Figure 12. The path variables shown in the figure are introduced to
encode the graph. For every vertex w with an outdegree of d(w) , [log(d(w)) ]

number of variables are introduced to encode the edges. The conditions are accumu-
lated at the vertices as shown. An expression at a vertex specifies all possible condi-
tions under which the vertex can be reached from the source. The simulator can now
compute the vertices in topological order with the vertex expressions being used as
constraints for computing the excitation function. The number of additional path vari-

Figure 12. Symbolic encoding of acyclic trajectory assertions.

4.3. Extensions for generalized trajectory assertions.

Cycles in tragjectory assertions can be dealt by performing a greatest fixed point com-
putation[4]. Therefore, we can deal with generalized trajectory assertions. We identify
the strongly connected components, obtain the corresponding acyclic component
graph, and encode the acyclic component graph. The strongly connected components
reguire a fixed point computation and are dealt with in a recursive manner. As an
example, the graph in Figure 12 is the acyclic component graph of the trajectory asser-
tion in Figure 10. Note that an exact greatest fixed point computation in a cycle
reguires introducing new variables for each iteration of the cycle until afixed point is
reached. The number of path variables introduced is no longer defined solely by the
trajectory assertion. Therefore, for each iteration of the cycle we quantify out the path
variables introduced for the cycle and reuse them in the next iteration. Quantification
reguires a greatest lower bound operation on the lattice. The greatest lower bound
computation can lead to a pessimistic verification. A pessimistic verification can gen-
erate false negatives (correct circuit is reported to be incorrect) but will never generate
a false positive (incorrect circuit is reported to be correct). In effect STE computes a
conservative approximation of the reachability set.

5. Verification of a Superscalar Pocessor

We are testing our methodol ogy on a superscalar processor. The processor isan imple-
mentation of the PowerPC architecture. The particular design isafully functional pro-
totype of the processor found in IBM’s AS/400 Advanced 36 computer[12].

Presently, work has concentrated on verifying arithmetic and logical instructions with
two source register operands and one target register operand in the fixed point unit
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putation and 4210 paths in the corresponding acyclic component graph. It would be
computationally infeasible to enumerate all paths and use STE separately on each path.
Instead our tool encoded the paths using 410 path variables. STE verified the entire tra-
jectory assertion in asingle verification run. We took the OR instruction as a represen-
tative of this class of instructions. The verification of the OR instruction took 3 hours
of CPU time and 70 Meg of memory on an IBM Power Series 850, 133MHz 604.

6. Conclusions

We have presented a methodology for verification of systems that have a ssmple high-
level specification but have implementations that exhibit nondeterministic behavior.
The verification task verifies each individual operation. The theoretical foundation
behind the methodology ensures that the operations can be stitched together to create
arbitrary execution sequences. STE has been enhanced to deal with greater amounts of
nondeterminism. Our work on the fixed point unit in the PowerPC architecture indi-
cates that thisis a promising approach for the verification of processors.
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