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We propose a deep, globally normalized topic model
that captures discursive interactions along observed
reply links, typical of online data, in addition to
traditional topic information. Our model incorporates
latent distributed representations arranged in a deep
architecture, which enables efficient GPU-based
variational inference. We apply our model to a new
dataset of 13M comments mined from Reddit.
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Visualization of a branching Reddit thread
with observed reply links

Discrete (LDA) vs 
distributed (RS) topic 
modeling approaches 
for explaining some 
particular word

Performance of our model (DDTM), with and without (-cpl) coupling 
potentials, vs baselines at both thread (thr) and comment (cmt) 
resolutions

Factor graph visualization of Discursive Distributed Topic Model
(DDTM)

Likelihood approximation breaks down into two variational lower bounds

Joint distribution
(intractable due to global
normalization)

Factorization structures of
variational approximations

Form of marginal likelihood and
optimization
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Qualitative analysis of strongest
word emissions for selected topic
bits

t-SNE plot of thread-level
representations colored by
subreddit of origin

t-SNE plot of comment-
level representations
colored by comment length
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Strongest word emissions based on inferred latent
comment-level topic representations (multiple bits
active)

Strongest word emissions for particular comment-level
topic bits (single bit active)
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topic bits (single bit active)
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