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Abstract

This thesis makes fundamental computational and statistical advances in testing and esti-
mation, making critical progress in theory and application of classical statistical methods like
classification, regression and hypothesis testing, and understanding the relationships between
them. Our work connects multiple fields in often counter-intuitive and surprising ways, lead-
ing to new theory, new algorithms, and new insights, and ultimately to a cross-fertilization of
varied fields like optimization, statistics and machine learning.

The first of three thrusts has to do with active learning, a form of sequential learning from
feedback-driven queries that often has a provable statistical advantage over passive learning.
We unify concepts from two seemingly different areas — active learning and stochastic first-
order optimization. We use this unified view to develop new lower bounds for stochastic
optimization using tools from active learning and new algorithms for active learning using
ideas from optimization. We also study the effect of feature noise, or errors-in-variables, on
the ability to actively learn.

The second thrust deals with the development and analysis of new convex optimization
algorithms for classification and regression problems. We provide geometrical and convex
analytical insights into the role of the margin in margin-based classification, and develop
new greedy primal-dual algorithms for non-linear classification. We also develop a unified
proof for convergence rates of randomized algorithms for the ordinary least squares and ridge
regression problems in a variety of settings, with the purpose of investigating which algorithm
should be utilized in different settings. Lastly, we develop fast state-of-the-art numerically
stable algorithms for an important univariate regression problem called trend filtering with a
wide variety of practical extensions.

The last thrust involves a series of practical and theoretical advances in nonparametric
hypothesis testing. We show that a smoothed Wasserstein distance allows us to connect many
vast families of univariate and multivariate two sample tests. We clearly demonstrate the
decreasing power of the families of kernel-based and distance-based two-sample tests and in-
dependence tests with increasing dimensionality, challenging existing folklore that they work
well in high dimensions. Surprisingly, we show that these tests are automatically adaptive
to simple alternatives and achieve the same power as other direct tests for detecting mean
differences. We discover a computation-statistics tradeoff, where computationally more ex-
pensive two-sample tests have a provable statistical advantage over cheaper tests. We also
demonstrate the practical advantage of using Stein shrinkage for kernel independence testing
at small sample sizes. Lastly, we develop a novel algorithmic scheme for performing sequen-
tial multivariate nonparametric hypothesis testing using the martingale law of the iterated
logarithm to near-optimally control both type-1 and type-2 errors.

One perspective connecting everything in this thesis involves the closely related and fun-
damental problems of linear regression and classification. Every contribution in this thesis,
from active learning to optimization algorithms, to the role of the margin, to nonparametric
testing fits in this picture. An underlying theme that repeats itself in this thesis, is the com-
putational and/or statistical advantages of sequential schemes with feedback. This arises in
our work through comparing active with passive learning, through iterative algorithms for
solving linear systems instead of direct matrix inversions, and through comparing the power
of sequential and batch hypothesis tests.
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Chapter 1

Introduction

The past decade has seen an explosion of data types, models and algorithms, opening up new fields of
research within machine learning and statistics. However, much is still left to be said about even the most
classical settings in statistical learning like binary classification, linear regression and hypothesis testing,
which one might imagine have been extremely well studied over the past century. In this thesis we will
develop an understanding of the power that modern ideas can bring to such classical problems. In the
process, we will draw connections between several fields, providing insights in all of them. The broad
areas we will explore in this thesis are

1. Active learning
2. Convex optimization
3. Nonparametric hypothesis testing

These topics span the disciplines of Statistics, Machine Learning (ML) and Operations Research (OR).
The following figure outlines the flow of chapters in this thesis, and we expand on this outline in the second
half of the introduction section.

Active Learning . Convex Optimization . Hypothesis Testing
(3 chapters) " (5 chapters) " (4 chapters)

We will begin with 3 chapters on active learning, connecting it to stochastic convex optimization, and
proving lower and upper bounds for both fields, and also examine the role of feature noise in active learn-
ing. Then, we move on to 5 chapters on optimization covering primal-dual algorithms for margin-based
classification, randomized algorithms for least squares and ridge regression, and finally fast and flexible
algorithms for trend filtering. We end with 4 chapters covering a suite of contributions in nonparametric
testing, from a proof of adaptivity of kernel tests to simple mean-difference alternatives, to computation-
statistics tradeoffs in testing, to sequential algorithms for testing in streaming settings.

There are different ways to draw connections between these chapters, some formal and some informal.
In the following section, we intuitively describe some of the underlying these in this thesis.



1.1 The Intersections of Statistics, ML and OR

For the sake of context and familiarity, let us first briefly and informally introduce each of the aforemen-
tioned areas before summarizing our contributions, and outlining the rest of this document.

1.1.1 From Passive to Active Learning

Most machine learning and statistics courses often initially introduce learning as being completely passive,
in the sense that one receives independent and identically distributed (iid) data from some source, using
which the statistician or learner needs to make inferences about the underlying data distribution. In active
learning, the learner gets to participate in the process of procuring the data, in such a manner that he usually
minimizes the amount of data he/she needs to see in order to make certain inferences. In this feedback-
driven situation, the data is no longer iid, and the inherently sequential nature of the problem involves
intelligently using past data to procure future data. This often makes active/adaptive learning algorithms
more sample-efficient than passive algorithms, but also sometimes more challenging to analyze.

1.1.2 The Role of Stochastic Convex Optimization

The process of making inferences from data can frequently be posed as an optimization problem, like
finding parameters that maximize the likelihood of seeing the data, or minimizing some measure of dis-
crepancy between predictions and observations. For computational tractability and other reasons, we often
prefer to model our inference problems using the framework of convex optimization. Even so, in the era
of big data, iteratively solving such convex problems is computationally demanding when done naively,
going through gigabytes or more of data for each step. This is where stochastic methods vastly help —
instead of processing the whole dataset at each step, we often process just a random subset of the data,
sometimes even a single point, making each step very cheap. However, the randomization along with the
sequential nature of these algorithms can sometimes lead to some tricky analysis.

To make things more concrete, two very common settings involving convex optimization for passive
learning are linear regression and binary linear classification. One very interesting way of looking at
linear classification is that it attempts to (approximately) solve a system of linear inequalities. On the
other hand, linear regression can be viewed as attempting to solve a system of linear equations. This
similarity/difference makes it interesting to compare incremental algorithms for the two problems. These
are often stochastic/randomized or greedy algorithms, and their convergence rates depend on “similar but
different” quantities that determine the computational and statistical difficulties of these related problems.

1.1.3 Two-Sample and Independence Testing

While linear regression and classification can be seen as estimation problems (estimating the best hyper-
plane fit, or the separating hyperplane), they have a related testing counterparts. Regression is related to
independence testing, which instead of estimating a relationship between two random variables, just asks
if the they are independent or not (i.e. whether the underlying joint distribution is a product of marginals
or not). Similarly, classification is related to two sample testing, which instead of separating two variables
just asks if it is possible to differentiate the two samples (i.e. whether they have different underlying
marginal distributions or not).
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Figure 1.1: A unifying perspective on this thesis involves the closely related and fundamental problems
of regression and classification. Every contribution in this thesis fits in this picture — from active learning
(or trend filtering) to optimization algorithms for classification (or regression), to the role of the margin (or
minimum singular value) in determining the computational difficulty of the classification (or regression)
problems, to nonparametric two-sample (or independence) testing.

Specifically, we can view regression as solving a system of equations and classification as a system of
inequalities, an interesting dual perspective that carries forth into the algorithms as well. We analyze
randomized algorithms for regression, and greedy algorithms for classification. We show that while the
minimum singular value determines the rate of convergence of the algorithms for regression, the “margin”
determines the rate of convergence of our greedy classification algorithms, and interestingly we show that
there is a tight relationship between these two quantities as expressed by radius theorems.

We also explore algorithms for kernel regression and kernel classification. In our last chapter, we pro-
vide algorithms and theoretical guarantees for the independence testing and two-sample testing problems,
which are the “testing” versions of the estimation problems of regression and classification respectively.
Due to the strong connection between kernel tests for independence and two sample testing, there is also
such a relationship between kernel regression and classification (which can be used to perform nonpara-
metric hypothesis testing, albeit indirectly).

Lastly, one can view trend filtering and threshold learning as regression and classification versions of
changepoint detection problems. Together, this figure encompasses one way that the author views the
various contributions in this thesis.
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Figure 1.2: Another underlying theme of this thesis is that of sequential schemes with feedback (B), and
their computational and/or statistical advantages over batch learning (A). This arises in our work through
the statistical advantages of active over passive learning, through computational gains provided by iterative
algorithms for solving linear systems (as opposed to direct matrix inversions), and through statistical and
computational advantages of sequential over batch hypothesis tests. The “oracles” either provide labels,
or gradients, or compare a test statistic to a varying threshold.

1.2 Summary of Contributions in Active learning

Active Learning
(3 chapters)

Lower Bounds from Upper Bounds from Active Learning

Active Learning
to Optimization

ICML’13
Chapter 2

Optimization to
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Chapter 3
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Active learning and stochastic convex optimization

In Chapterg'|[2 and [3| we show useful connections between active classification of thresholds and black-
box stochastic convex optimization. One direct connection between the fields is that both rely on feedback-
driven queries — in optimization, we use previous function and gradient values to obtain a new point at
which we calculate the function and gradient value; in active learning, we use previous labels to obtain
the new point at which we would like the next label — and the role of feedback, i.e. incorporating past
information into future queries, is essential in both fields.

In Chapter 2 we focus on the problem of minimizing a convex function over a convex set given a
budget of queries to a stochastic first order oracle. The main observation that we exploit is a previously
unnoticed strong similarity between the role of the exponent (and constant) in Tsybakov’s Noise/Margin
Condition in active learning, and the role of the exponent (and constant) in uniform/strong convexity con-
ditions for optimization. This results in the point errors in both settings (i.e. identifying the minimum,
and identifying the Bayes optimal classifier) having the exact same dependence on number of queries
(labels for active learning, gradients for optimization) and the exponents. It also results in the exact same
dependence also holding not just for point errors, but also for function optimization error and excess
classification risk. We use lower bound techniques from the active learning literature to get a new lower
bounds in zeroth and first order stochastic optimization. We argue that the complexity of convex mini-
mization is only determined by the rate of growth of the function around its minimizer, as quantified by a
Tsybakov-like noise condition. Our results create strong formal connections between the two fields.

In Chapter [3] we continue this thread in two parts by exploiting these relations for the first time to
yield novel algorithms in both fields, further motivating the study of their intersection. First, inspired by a
recent optimization algorithm that was adaptive to unknown uniform convexity parameters, we present a
new active learning algorithm for one-dimensional thresholds that can yield minimax rates by adapting to
unknown noise parameters. Next, we show that one can perform d-dimensional stochastic minimization
of smooth uniformly convex functions when only granted oracle access to noisy gradient signs along any
coordinate instead of real-valued gradients, by using a simple randomized coordinate descent procedure
where each line search can be solved by 1-dimensional active learning, provably achieving the same error
convergence rate as having the entire real-valued gradient. Combining these two parts yields an algorithm
that solves stochastic convex optimization of uniformly convex and smooth functions using only noisy
gradient signs by repeatedly performing active learning, achieves optimal rates and is adaptive to all
unknown convexity and smoothness parameters.

Active learning with uniform feature noise

In Chaptelﬂ@ we consider the effect of feature noise in active learning, which could arise either be-
cause the feature itself is being measured, or is corrupted in transmission to the oracle/labeler, or the
oracle/labeler returns the label of a noisy version of the query point. In statistics, feature noise is known
as “errors in variables” and has been studied extensively in non-active settings. However, the effect of
feature noise in active learning has not been studied before. We consider the well-known Berkson errors-
in-variables model with additive uniform noise of width o.

Our simple but revealing setting is that of one-dimensional binary classification setting where the goal
is to learn a threshold (point where the probability of a + label crosses half). We deal with regression
functions that are antisymmetric in a region of size ¢ around the threshold and also satisfy Tsybakov’s
margin condition around the threshold. We prove minimax lower and upper bounds which demonstrate

1published in Ramdas and Singh [160] at ICML’13 and Ramdas and Singh [161]] at ALT’13
2published in Ramdas et al. [[164] at AISTATS’ 14



that when o is smaller than the minimax active/passive noiseless error, then noise has no effect on the
rates and one achieves the same noiseless rates. For larger o, the unflattening of the regression function
on convolution with uniform noise, along with its local antisymmetry around the threshold, together yield
a behavior where noise appears to be beneficial. Our key result is that active learning can buy significant
improvement over a passive strategy even in the presence of feature noise.

1.3 Summary of Contributions in Convex Optimization

Convex Optimization
(5 chapters

N

Geometry  Primal-Dual Randomized Randomized Fast & Flexible
& Analysis Large Margin = Algorithms for ~ Ridge Algorithms for
of Margins Classification =~ OLS Regression Regression  Trend Filtering
(in sub.) ICML’14 (in sub.) (in sub.) JCGS'15
Chapter 5 Chapter 6 Chapter 7 Chapter 8 Chapter 9

Linear classification: geometry and analysis of margins

Given a data matrix A, a linear feasibility problem (of which linear classification is a special case) aims to
find a solution to a primal problem, “does there exist a vector making an acute angle with all data vectors?”,
or a certificate for the dual problem which is a probability distribution, “is there a convex combination
of points that results in the origin?”. Inspired by the continued importance of large-margin classifiers
in machine learning, Chapte studies a condition measure of A called its margin that determines the
difficulty of both the above problems. To aid geometrical intuition, we first establish new characterizations
of the margin in terms of relevant balls, cones and hulls. Our second contribution is analytical, where we
present generalizations of Gordan’s theorem, and beautiful variants of Hoffman’s theorems, both using
margins. We end by proving some new results on a classical iterative scheme, the Perceptron, whose
convergence rates famously depends on the margin. Our results are relevant for a deeper understanding of
margin-based learning and proving convergence rates of iterative schemes, apart from providing a unifying
perspective on this vast topic.

Linear classification: greedy primal-dual margin-based algorithms

In Chaptelﬂ@ we focus on the problem of finding a non-linear classification function that lies in a Repro-
ducing Kernel Hilbert Space (RKHS) both from the primal point of view (finding a perfect separator when

3in submission, ArXiv preprint Ramdas and Pena [159]
4published in Ramdas and Pefa [[158] at ICML’14



one exists) and the dual point of view (giving a certificate of non-existence), with special focus on general-
izations of two classical schemes - the Perceptron (primal) and Von-Neumann (dual) algorithms. We cast
our problem as one of maximizing the regularized normalized hard-margin (p) in an RKHS and rephrase
it in terms of a Mahalanobis dot-product/semi-norm associated with the kernel’s (normalized and signed)
Gram matrix. We derive an accelerated smoothed algorithm with a convergence rate of Viogn given n
separable points, which is strikingly similar to the classical kernelized Perceptron algorithm whose rate is
p%. When no such classifier exists, we prove a version of Gordan’s separation theorem for RKHSs, and
give a reinterpretation of negative margins. This allows us to give guarantees for a primal-dual algorithm
that halts in min{%ﬁ, @} iterations with a perfect separator in the RKHS if the primal is feasible or a
dual e-certificate of near-infeasibility.

Linear regression: randomized algorithms for OLS and ridge regression

The Kaczmarz and Gauss-Seidel methods both solve a linear system of equations by iteratively refining the
solution estimate. Recent interest in these methods has been sparked by a proof of Strohmer and Vershynin
which shows the randomized Kaczmarz method converges linearly in expectation to the solution. Lewis
and Leventhal then proved a similar result for the randomized Gauss-Seidel algorithm. However, the
behavior of both methods depends heavily on whether the system is under or overdetermined, and whether
it is consistent or not. In ChapteIE] we provide a unified theory of both methods, their variants for these
different settings, and draw connections between both approaches. In doing so, we also provide a proof
that an extended version of randomized Gauss-Seidel converges linearly to the least norm solution in the
underdetermined case (where the usual randomized Gauss Seidel fails to converge). We detail analytically
and empirically the convergence properties of both methods and their extended variants in all possible
system settings. With this result, a complete and rigorous theory of both methods is furnished.

In Chaptelﬁ we extend this analysis to randomized ridge regression. We prove that when the number
of points dominates the number of features, working with random features is preferable (RGS), and when
the number of features dominates the number of points, then working with random data points is prefer-
able (RK), and as a side result that an earlier algorithm that alternately uses both rows and columns is
suboptimal. In both chapters, the conditioning of the linear systems naturally appears in the convergence
rates through the singular values of the data matrix (just as the margin does for classification).

Fast and flexible ADMM algorithms for trend filtering

Chapte|§] presents a fast and robust algorithm for trend filtering, a recently developed nonparametric
regression tool. It has been shown that, for estimating functions whose derivatives are of bounded varia-
tion, trend filtering achieves the minimax optimal error rate, while other popular methods like smoothing
splines and kernels do not. Standing in the way of a more widespread practical adoption, however, is a
lack of scalable and numerically stable algorithms for fitting trend filtering estimates. We present a highly
efficient, specialized ADMM routine for trend filtering. Our algorithm is competitive with the specialized
interior point methods that are currently in use, and yet is far more numerically robust. Furthermore,
the proposed ADMM implementation is very simple, and importantly, it is flexible enough to extend to
many interesting related problems, such as sparse trend filtering and isotonic trend filtering. Software for
our method is freely available, in both the C and R languages (see the t rendfilter function in the R
package genlasso).

5in submission, ArXiv preprint Ma* et al. [134]
%in submission, arXiv preprint Ramdas et al. [166)]
"published in Ramdas and Tibshirani [162] at JCGS’15



1.4 Summary of Contributions in Nonparametric Testing

AAAT15

AISTATS’15 (in sub.) (insub.)  IJCAI'15
(in sub.)

Chapter 10 Chapter 11 Chapter 12 Chapter 13

Kernel and distance based Nonparametric two sample testing

In Chapterﬂ we show that kernelized methods (as well as distance-based methods) for two-sample
testing or independence testing do suffer from the curse of dimensionality, challenging much existing
folklore, by demonstrating a decrease of power in high dimensions (and explore the role that the median
heuristic plays here).

We refer to the most common settings as mean difference alternatives (MDA), for testing differences
only in first moments, and general difference alternatives (GDA), which is about testing for any difference
in distributions. A large number of test statistics have been proposed for both these settings. We connect
three classes of statistics - high dimensional variants of Hotelling’s t-test, statistics based on Reproducing
Kernel Hilbert Spaces, and energy statistics based on pairwise distances. We ask the following question -
how much statistical power do popular kernel and distance based tests for GDA have, compared against
specialized tests for MDA, when the unknown distributions do actually differ in their means?

To answer this, we characterize the power of popular tests for GDA like the Maximum Mean Dis-
crepancy with the Gaussian kernel (gMMD) and Energy Distance with the Euclidean norm (eED) in the
high-dimensional MDA regime. We prove several interesting properties relating these classes of tests
under MDA, which include

(a) eED and gMMD have equal power; furthermore they also enjoy a free lunch, because (while they
are additionally consistent for GDA) they have the same power as specialized high-dimensional
t-tests for MDA, all of which are optimal for MDA according to our lower bounds.

(b) the power of gMMD is independent of the kernel bandwidth, as long as it is larger than the choice
made by the median heuristic.

8Earlier work was published in Ramdas et al. [167]] at AAAI'15, at AISTATS’ 15; this chapter is in submission, with a
preprint at Ramdas et al. [169].



(c) there is a clear and smooth computation-statistics tradeoff for linear-time, subquadratic-time and
quadratic-time versions of these tests, with more computation resulting in higher power.

All three observations are practically important, since (a) implies that eED and gMMD while being con-
sistent against all alternatives, are also automatically adaptive to simpler alternatives (and are optimal,
for free, for MDA), (b) suggests that the median “heuristic” has some theoretical justification for being a
default bandwidth choice, and (c) implies that, unlike previous analysis suggests, expending more com-
putation yields direct statistical benefit by orders of magnitude. Point (a) has been previously observed in
practice, but we provide the first theoretical explanation and further practical support for this phenomenon.

Sequential Two Sample Testing using the Martingale LIL

In Chaptelﬂ we address a class of problems in multivariate nonparametric hypothesis testing, in one of
the following two settings relevant to modern big-data analysis. In the first setting, the dataset is available
offline, but it is prohibitively large; hence batch tests on the full data are computationally infeasible, and
subsampling methods are impractical due to the impossibility of knowing the problem’s hardness and
hence how much subsampled data would suffice to decide between the hypotheses. In the second setting,
data is arriving as a possibly infinite stream, but we are allowed minimal storage, and processing time
linear in the dimensionality of the samples; however, most sequential hypothesis testing literature deals
with either unidimensional or parametric or simple alternatives, and alternately running many smaller
batch tests has the problem of having to aggressively correct for multiple testing.

We propose a new sequential algorithmic framework that has desirable computational and statistical
properties, addressing shortcomings of the literature in both settings. Its analysis is based on a new finite-
sample uniform empirical Bernstein version of the martingale law of the iterated logarithm (LIL), which
may be of independent interest. As an example, we consider nonparametric two-sample mean testing,
where one tests whether two (arbitrary) multivariate random variables have the same mean or not, when
given access to a stream of i.i.d. data from the two distributions with unknown mean difference. We
prove that (a) when the means are the same, the LIL allows proper type-1 error control, and (b) when
the means are different, the expected stopping time and power of our sequential test are both essentially
optimal, compared to the corresponding “oracle” batch test with the same computational resources. We
also demonstrate how to extend this idea to nonparametric homogeneity testing and independence testing,
and believe that many of the introduced ideas are more broadly applicable.

Wasserstein Two Sample Testing

Nonparametric two sample or homogeneity testing is a decision theoretic problem that involves identifying
differences between two random variables without making parametric assumptions about their underlying
distributions. The literature is old and rich, with a wide variety of statistics having being intelligently
designed and analyzed, both for the unidimensional and the multivariate setting. In Chaptelm our
contribution is to tie together many of these tests, drawing connections between seemingly very different
statistics. Specifically, we form a chain of connections from univariate methods like the Kolmogorov-
Smirnov test, QQ plots and ROC curves, to multivariate tests involving the Wasserstein distance, en-
ergy statistics and kernel based maximum mean discrepancy, that proceeds through the construction of
a smoothed Wasserstein distance. Some observations in this chain are implicit in the literature, while
others seem to have not been noticed thus far. We hope this will be a useful resource for theorists and
practitioners familiar with one subset of methods but not with others.

%in submission, preprint at Ramdas and Balsubramani [[157]
1%n submission, preprint at Ramdas™ et al. [165]



Nonparametric independence testing for small sample sizes

ChapteIE| deals with the problem of nonparametric independence testing, a fundamental decision-
theoretic problem that asks if two arbitrary (possibly multivariate) random variables X, Y are independent
or not, a question that comes up in many fields like causality and neuroscience. While quantities like cor-
relation of X, Y only test for (univariate) linear independence, natural alternatives like mutual information
of X, Y are hard to estimate due to a serious curse of dimensionality. A recent approach, avoiding both
issues, estimates norms of an operator in Reproducing Kernel Hilbert Spaces (RKHSs). Our main con-
tribution is strong empirical evidence that by employing shrunk operators when the sample size is small,
one can attain an improvement in power at low false positive rates. We analyze the effects of Stein shrink-
age on a popular test statistic called HSIC (Hilbert-Schmidt Independence Criterion). Our observations
provide insights into two recently proposed shrinkage estimators, SCOSE and FCOSE - we prove that
SCOSE is (essentially) the optimal linear shrinkage method for estimating the true operator; however, the
non-linearly shrunk FCOSE usually achieves greater improvements in test power. This work is important
for more powerful nonparametric detection of subtle nonlinear dependencies for small samples.

1.5 Other Work

Here we summarize other work done that the author was actively involved with during the PhD, which
unfortunately do not have their place in this thesis as the author did not lead these works. These are
included here as a summary of the author’s other interests (like neuroscience).

PLoS ONE’14 AoAS’15 (in sub.) (in sub.)

Simultaneously uncovering patterns of brain regions involved in story reading subprocesses

Story understanding involves many perceptual and cognitive subprocesses, from perceiving individual
words, to parsing sentences, to understanding the relationships among the story characters. In Wehbe
et al. [228]], we present an integrated computational model of reading that incorporates these and ad-
ditional subprocesses, simultaneously discovering their fMRI signatures. Our model predicts the fMRI
activity associated with reading arbitrary text passages, well enough to distinguish which of two story
segments is being read with 74% accuracy. This approach is the first to simultaneously track diverse read-
ing subprocesses during complex story processing and predict the detailed neural representation of diverse

"Published in Ramdas* and Wehbe* at JCAT' 15
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story features, ranging from visual word properties to the mention of different story characters and differ-
ent actions they perform. We construct brain representation maps that replicate many results from a wide
range of classical studies that focus each on one aspect of language processing, and offers new insights on
which type of information is processed by different areas involved in language processing. Additionally,
this approach is promising for studying individual differences: it can be used to create single subject maps
that may potentially be used to measure reading comprehension and diagnose reading disorders.

Regularized brain reading with smoothing and shrinkage

Functional neuroimaging measures how the brain responds to complex stimuli. However, sample sizes
are modest, noise is substantial, and stimuli are high-dimensional. Hence, direct estimates are inherently
imprecise and call for regularization. In Wehbe et al. [230], we compare a suite of approaches which reg-
ularize via shrinkage: ridge regression, the elastic net (a generalization of ridge regression and the lasso),
and a hierarchical Bayesian model based on small-area estimation (SAE) ideas. We contrast regularization
by shrinkage with regularization by spatial smoothing, and combinations of smoothing and shrinkage. All
methods are tested on FMRI data from a reading comprehension experiment, for both predicting neural
response to stimuli and decoding stimuli from responses. Surprisingly, all the regularization methods
work equally well, suggesting that improvements will take not just clever methods, but careful modeling.

One step hypothesis testing for functional neuroimaging

A large part of functional imaging revolves around the localization of brain processes to specific regions.
In Wehbe et al. [229], we frame many of the most common experimental approaches, including the recent
adoption of classifiers as a way to decode brain processes, as indirect hypothesis tests. These tests fall in
the categories of two-sample tests and independence tests. We advocate the direct use of more appropriate
two-sample tests and independence tests that are theoretically sound and do not rely on the intermediate
use of modeling procedures which might suffer from model misspecification and introduce arbitrary bias
to the experimental results. Furthermore, we explore the problem of independence testing of non-IID
random-processes data such as time series. We discuss available methods in the field and how to adapt
them to the small sample setting of typical experiments. We illustrate this with a functional Magnetic
Resonance Imaging (fMRI) experiment of subjects reading a chapter of a book, in which we show how
to identify dependencies between the properties of the text and the brain activity of different regions at
different latencies. The insights provided here are relevant beyond the realm of functional neuroimaging:
they might be useful for any application field in which knowledge is to be concluded from data, such as
medical or financial problems.

Analytic functions for fast two sample testing

In Chwialkowski et al. [41], we propose a nonparametric two-sample test with cost linear in the num-
ber of samples. Our test statistic uses differences in smoothed characteristic functions: these are able
to distinguish a larger class of alternatives than the non-smoothed characteristic functions used in previ-
ous linear-time tests, while being much faster than the current state-of-the-art tests based on kernels or
distances, which are quadratic in the sample size. Experiments on artificial benchmarks and on challeng-
ing real life testing problems demonstrate that our test gives a better time/power tradeoff than competing
approaches, including sub-quadratic-time variants of the kernel tests. This performance advantage is re-
tained even in high dimensions, and in cases where the difference in distributions is not observable in low
order statistics.
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Chapter 2

Active Learning : Lower bounds for
Optimization

We focus on the problem of minimizing a convex function f over a convex set S given 1’ queries to a
stochastic first order oracle. We argue that the complexity of convex minimization is only determined by
the rate of growth of the function around its minimizer :13’]'2 g as quantified by a Tsybakov-like noise con-
dition. Specifically, we prove thatif f grows at least as fast as ||z — 27 4[| around its minimum, for some

# > 1, then the optimal rate of learning f (27} ¢) is O(T 7). The classic rate ©(1/v/T) for convex
functions and ©(1/7") for strongly convex functions are special cases of our result for k — oo and Kk = 2,
and even faster rates are attained for k < 2. We also derive tight bounds for the complexity of learning

1
CL‘? g» Where the optimal rate is © (7"~ 2<-2). Interestingly, these precise rates for convex optimization also
characterize the complexity of active learning and our results further strengthen the connections between
the two fields, both of which rely on feedback-driven queries.

2.1 Introduction and problem setup

Stochastic convex optimization in the first order oracle model is the task of approximately minimizing a
convex function over a convex set, given oracle access to unbiased estimates of the function and gradient
at any point, by using as few queries as possible [[146].

A function f is convex on S if, forall z,y € S, t € [0, 1],

flte+ 1 =t)y) <tf(x)+ (1 —1)f(y)

f is Lipschitz with constant L if for all x,y € S,

[f(z) = f(y)l < L]z =yl

Equivalently, for subgradients g, € df(z), |||« < L.

Without loss of generality, everywhere in this chapter we shall always assume ||.|| = ||.||« = ||.]|2, and
we shall always deal with convex functions with L. = 1. Furthermore, we will consider the set S' C R% to
be closed bounded convex sets with diameter D = max, yes ||z — y|| < 1. Let the collection of all such
sets be S. Given S € S, let the set of all such convex functions on S be F¢ (with S implicit).

A stochastic first order oracle is a function that accepts x € S as input, and returns (f(z), g(x)) where

N

E[f(x)] = f(x), E[g(z)] = g(z) (and furthermore, they have unit variance) where g(z) € Jf(z) and
the expectation is over any internal randomness of the oracle. Let the set of all such oracles be O. As we
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refer to it later in the chapter, we note that a stochastic zeroth order oracle is defined analogously but only
returns unbiased function values and no gradient information.

An optimization algorithm is a method M that repeatedly queries the oracle at points in S and returns
Z as an estimate of the optimum of f after 7" queries. Let the set of all such procedures be M. A central
question of the field is “How close can we get to the optimum of a convex function given a budget of T
queries?”.

Let x}l ¢ = argmingeg f(x). Distance of an estimate &7 to the optimum a:} g can be measured in
two ways. We define the function-error and point-error of M as:

ET(M7 fa 57 O) = f(i'T) - f(m},S)
pr(M, f,S,0) = ||&1 — x?,SH
There has been a lot of past work on worst-case bounds for e for common function classes. Formally,
let
er(F) = sup sup inf sup Epler(M, £, S,0)]
0c0 SeS MeM fcF
pr(F) = sup sup inf supEo[pr(M, f, S, O)]
0cO SeS MeEM ¢cF
It is well known [[146] that for the set of all convex functions, ¢(F¢) = ©(1/+/T). However, better
rates are possible for smaller classes, like that of strongly convex functions, F°C.
A function f is strongly convex on S with parameter A > 0 if for all 2,y € S and for all ¢ € [0, 1],

flt + (1= 1)) < t7(@) + (1= ) () — 260~ 1)z — y?

Intuitively, this condition means that f is lower bounded by a quadratic everywhere (in contrast, convex
functions are lower bounded by a hyperplane everywhere). Again, it is well known [} 195, |146] that that
for the set of all strongly convex functions, €5 (F>¢) = ©(1/T'). An immediate geometric question arises
- what property of strongly convex functions allows them to be minimized quicker?

In this work, we answer the above question by characterizing precisely what determines the optimal
rate and we derive what exactly that rate is for more general classes. We intuitively describe why such
a characterization holds true and what it means by connecting it to a central concept in active learning.
These bounds are shown to be tight for both function-error f(z) — f(z7} 5) and the less used, but possibly
equally important, point-error [z — z7} .

We claim that the sole determining factor for minimax rates is a condition about the growth of the
function only around its optimum, and not a global condition about the strength of its convexity every-
where in space. For strongly convex functions, we get the well-known result that for optimal rates it is
sufficient for the function to be lower bounded by a quadratic only around its optimum (not everywhere).

As we shall see later, any f € F5C satisfies

A
flz) = f(zhs) > 5“»’” - 1’?,5”2 (2.1)
On the same note, given a set S € S, let F* represent the set of all convex functions such that for all
xesS \
fla) = flafs) 2 Sllz — 2" 22
for some x > 1. This forms a nested hierarchy of classes of F ¢ with F* C F*2 whenever k| < K.
Also notice that 72 O F°¢ and U, F* € F C. For any finite £ < oo, this condition automatically

ensures that the function is strictly convex and hence the minimizer is well-defined and unique.
Then we can state our main result as:
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Theorem 1. Let F* (k > 1) be the set of all 1-Lipschitz convex functions on S € S satisfying f(x)
f(z}g) = %Haz — x5 g||" for all x € S for some X > 0. Then, for first order oracles, we have e.(F")
@(T_ﬁ) and ph(F") = @(T_ﬁ). Also, for zeroth order oracles, we have .(F*) = Q(1/V/T)
and pi(FF) = QT ).

Note that for €}, we get faster rates than 1/7" for x < 2. For example, if we choose x = 3/2, then we
surprisingly get €.(F3/2) = ©(T~%/2).

The proof idea in the lower bound arises from recognizing that the growth condition in equation
closely resembles the Tsybakov noise condition (TNC) from statistical learning literature, which is
known to determine minimax rates for passive and active classification [34} [218]] and level set estimation
(192 216].

Specifically, we modify a proof from [34]] that was originally used to find the minimax lower bound for
active classification where the TNC was satisfied at the decision boundary. We translate this to our setting
to get a lower bound on the optimization rate, where the function satisfies a convexity strength condition
at its optimum. One can think of the rate of growth of the function around its minimum as determining
how much the oracle’s noise will drown out the true gradient information, thus measuring the signal to
noise ratio near the optimum.

[155]] notice that stochastic convex optimization and active learning have similar flavors because of
the role of feedback and sequential dependence of queries. Our results make this connection more precise
by demonstrating that the complexity of convex optimization in d-dimensions is precisely the same as the
complexity of active learning in 1 dimension. Specifically, the rates we derive for function error and point
error in first-order stochastic convex optimization of a d-dimensional function are precisely the same as the
rates for classification error and error in localizing the decision boundary, respectively, in 1-dimensional
active learning [34].

This result agrees with intuition since in 1 dimension, finding the decision boundary and the minimizer
are equivalent to finding the zero-crossing of the regression function, P(Y|X = x) — 1/2, or the zero-
point of the gradient, respectively (see Section [2.2.1| for details). Thus in 1D, it requires the same number
of samples or time steps to find the decision boundary or the minimizer, respectively, using feedback-
driven queries. In higher dimensions, the decision boundary becomes a multi-dimensional set whereas,
for a convex function, the minimizer continues to be the point of zero-crossing of the gradient. Thus, rates
for active learning degrade exponentially in dimension, whereas rates for first-order stochastic convex
optimization don’t.

For upper bounds, we slightly alter a recent variant of gradient descent from [95] and prove that
it achieves the lower bound. While there exist algorithms in passive (non-active) learning that achieve
the minimax rate without knowing the true behaviour at the decision boundary, unfortunately our upper
bounds depend on knowing the optimal «.

Summary of contributions

* We provide an interesting connection between strong convexity (more generally, uniform convexity)
and the Tsybakov Noise Condition which is popular in statistical learning theory [218]]. Both can
be interpreted as the amount by which the signal to noise ratio decays on approaching the minimum
in optimization or the decision boundary in classification.

® We use the above connection to strengthen the relationship between the fields of active learning and
convex optimization, the seeds of which were sown in [[155]] by showing that the rates for first-order

'Sometimes goes by Tsybakov margin/regularity condition [118} 218]
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stochastic convex optimization of a d-dimensional function are precisely the rates for 1-dimensional
active learning.

¢ Using proof techniques from active learning [34]], we get lower bounds for a hierarchy of function
classes 7", generalising known results for convex, strongly convex [146], [[1] and uniformly convex
classes [199].

e We show that the above rates are tight (all x > 1) by generalising an algorithm from [95] that
was known to be optimal for strongly convex functions, and also reproduce the optimal rates for
r-uniformly convex functions (only defined for x > 2) [[107].

e Qur lower bounding proof technique also gets us, for free, lower bounds for the derivative free
stochastic zeroth-order oracle setting, a generalization of those derived in [[109].

2.2  From Uniform Convexity to TNC

A function f is said to be x-uniformly convex (x > 2) on S € Sif, forall z,y € S and all ¢t € [0, 1],

Fltz + (1= 1)) < £(@) + (1 = )/ () = 370~ )z — |1

for some A > 0 [107].
An equivalent first-order condition, is that for any subgradient g, € 9 f(z), we have for all x,y € S,

F) > £(@) + 01y~ )+ Glly — 2l @3

When k = 2, this is well known as strong convexity. It is well known that since 0 € 0 f (wj} g)» we have
forallz € S,

A
f@) = fzs) + S llz — 255l 2.4)

This local condition is strictly weaker than (2.3) and it only States that the function grows at least as fast
as ||z — a7 ¢[|" around its optimum. This bears a striking resemblance to the Tsybakov Noise Condition
(also called the regularity or margin condition) from the statistical learning literature.

Tysbakov’s Noise Condition We reproduce a relevant version of the condition from [34]. Define
n(x) := P(l(z) = 1l|x), where ¢(x) is the label of point z. Let z* be the closest point to x such
that n(z*) = 1/2, ie on the decision boundary. 7 is said to satisfy the TNC with exponent x > 1 if

n(z) —n(2")| = Az — 2" (2.5)

for all z in such that |n(z) — 1/2| < § with § > 0.

It is natural to conjecture that the strength of convexity and the TNC play similar roles in determining
minimax rates, and that rates of optimizing functions should really only depend on a TNC-like condition
around their minima, motivating the definition of 7" in equation We emphasize that though uniform
convexity is not defined for k < 2, F* is well-defined for x > 1 (see Appendix, Lemma 1).

The connection of the strength of convexity around the optimum to TNC is very direct in one-
dimension, and we shall now see that it enables us to use an active classification algorithm to do stochastic
convex optimization.
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2.2.1 Making it transparent in 1-D

We show how to reduce the task of stochastically optimizing a one-dimensional convex function to that of
active classification of signs of a monotone gradient. For simplicity of exposition, we assume that the set
S of interest is [0, 1], and f achieves a unique minimizer z* inside the set (0, 1).

Since f is convex, its true gradient g is an increasing function of z that is negative before z* and
positive after 2*. Assume that the oracle returns gradient values corrupted by unit variance gaussian noise
Hence, one can think of sign(g(x)) as being the true label of point z, sign(g(x) + z) as being the
observed label, and finding x* as learning the decision boundary (the point where labels switch signs). If
we think of n(z) = P(sign(g(z) + z) = 1|z), then minimizing f corresponds to identifying the Bayes
classifier [x*, 1] because the point at which n(x) = 0.5 is where g(z) = 0, which is z*.

If f(z) — f(z*) > M|z — 2*||¥, then |g| > A||z — 2*||*~!(see Appendix, Lemma 2). Let us consider
a point & which is a distance ¢ > 0 to the right of 2* and hence has label 1 (similar argument for x < x*).

So, for all g, € df(z), g. > At""1. In the presence of gaussian noise z, the probability of seeing
label 1 is the probability that we draw z in (—g,, 00) so that the sign of g, + z is still positive. This yields:

n) = P(ga+2>0) = 05+ P(—gy < z<0)

Note that the probability mass of a gaussian grows linearly around its mean (Appendix, Lemma 3); ie, for
all t < o there exist constants a1, ag such that a1t < P(0 < z < t) < ast. So, we get

n(x) > 0.5+a !
= [n(x) = 1/2| = M|z — 2" (2.6)

Hence, 7(x) satisfies TNC with exponent x — 1.

[34]] provide an analysis of the Burnashev-Zigangirov (BZ) algorithm, which is a noise-tolerant variant
of binary bisection, when the regression function n(z) obeys a TNC like in equation The BZ algorithm
solves the one-dimensional active classification problem such that after making 7' queries for a noisy
label, it returns a confidence interval I which contains z* with high probability, and Z7 is chosen to
be the midpoint of I7-. They bound the excess risk f[x,u INER) |2n(z) — 1|dz where A is the symmetric
difference operator over sets but small modifications to their proofs (see Appendix, Lemma 4) yield a
bound on E|Zp — z*|.

The setting of kK = 1 is easy because the regression function is bounded away from half (the true
gradient doesn’t approach zero, so the noisy gradient is still probably the correct sign) and we can show an
exponential convergence of E(|Z7 — 2*|) = O(e~T**/2). The unbounded noise setting of # > 1 is harder
and using a variant of BZ analysed in [34]], we can show (see Appendix, Lemma 5) that E(|z7 — x*|) =

~ _1 ~ .
O (3) 77 and B(lar - o* ) = O (4) 7. f
1
Interestingly, in the next section on lower bounds, we show that for any dimension, €2 (%) 2x=2 ig the
minimax convergence rate for E(||Zp — z*||).

2.3 Lower bounds using TNC

We prove lower bounds for €5.(F"), p7-(F") using a technique that was originally for proving lower
bounds for active classification under the TNC [34], providing a nice connection between active learning
and stochastic convex optimization.

The gaussian assumption is only for this subsection
3We use O to hide polylogarithmic factors.
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Theorem 2. Let F* (k > 1) be the set of all 1-Lipschitz convex functions on S € S satisfying f(z) —
f(@}s) = %Hx — 2} gl|" for all x € S for some A > 0. Then, we have e.(F") = Q(T_ﬁ) and
pir(F") = QT 53),

The proof technique is summarised below. We demonstrate an oracle O* and set S* over which we
prove a lower bound for inf y7e o SUp pe 7+ Eoler (M, f, S, O)]. Specifically, let $* be [0, 114N {||z| < 1}
and O* just adds standard normal noise to the true function and gradient values. We then pick two similar
functions in the class F* and show that they are hard to differentiate with only T’ queries to O*.

We go about this by defining a semi-distance between any two elements of F* as the distance between
their minima. We then choose two very similar functions fy, fi whose minima are 2a apart (we shall fix a
later). The oracle chooses one of these two functions and the learner gets to query at points « in domain S™,
receiving noisy gradient and function values y € R%, z € R. We then define distributions corresponding
to the two functions P%, P% and choose a so that these distributions are at most a constant KL-distance ~y
apart. We then use Fano’s inequality which, using a and ~y, lower bounds the probability of identifying the
wrong function by any estimator (and hence optimizing the wrong function) given a finite time horizon of
length T'.

The use of Fano’s inequality is not new to convex optimization, but proofs that lower-bound the prob-
ability of error under a sequential, feedback-driven querying strategy are prominent in active learning, and
we show such proofs also apply to convex optimization thanks to the relation of uniform convexity around
the minimum to the Tysbakov Noise Condition. We State Fano’s inequality for completeness:

Theorem 3. [2]8] Let F be a model class with an associated semi-distance 6(-,-) : F x F — R and

each f € F having an associated measure P¥ on a common probability space. Let fo, fi € F be such
that §(fo, f1) > 2a > 0 and K L(P°||P') < ~. Then,

inf sup pf (5(f, f) > a) > max (exp(—fy)’ 1= \/W)

2.3.1 Proof of Theorem 2

For technical reasons, we choose a subclass U C F* which is chosen such that every point in S™ is the
unique minimizer of exactly one function in &/*. By construction of /", returning an estimate 7 € S* is
equivalent to identifying the function fr € U" whose minimizer is at £7. So we now proceed to bound
inf ; sup ey B2 — 2% g .

Recall that we chose S* = [0,1]% N {||z|| < 1}. Define the semi-distance 0( f,, f) = ||z} — x}| and

let ]
d
fo(x) = e Y |ail™ = |||
1=1

go(x) = Kkey (a:’f_l, - xg_l)

so that ) g« = 0. Now define i = (a,0, ..., 0) and let

_ e (|lx —2a1|f +c2) x1 <4a
filz) = { fo(x) 0.W.
|x1_2a|"‘i r—1 k—1
g1(z) = { e ( @ —2a) %2 ol ) r1 < 4a
go(x) 0.W.

*For k = 2, note that fo, f1 € F° (strongly convex)
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so that z] g. = 2@ and hence (fo, f1) = 2a. Notice that these two functions and their gradients
differ only on a set of size 4a. Here, ca = (4a)® — (2a)" is a constant ensuring that f is continuous
at 1 = 4a, and c; is a constant depending on k, d ensuring that the functions are 1-Lipschitz on S*.
Both parts of f; are convex and the gradient of f; increases from x1 = 44~ to 1 = 4a™, maintaining
convexity. Hence we conclude that both functions are indeed convex and both are in F* for appropriate c;
(Appendix, Lemma 6). Our interest here is the dependence on 7', so we ignore these constants to enhance
readability.

On querying at point X = z, the oracle returns Z ~ N(f(x),02)) and Y ~ N(g(z),0%I;). In
other words, for i = 0,1, we have P/(Z;,V}|X = ;) = N ((fi(z1), gi(21)),0%I411). Let ST =
(XTI YT, ZT') be the set of random variables corresponding to the whole sequence of T' query points and
responses. Define a probability distribution corresponding to every f € U" as the joint distribution of S7
if the true function was f, and so

Pp:=PU(X{\ Y], Z0), Pro=PUX{ Y ZY)

We show that the KL-divergence of these distributions is KL(P2, P}) = O(Ta**~2) and choose
a =T 22 5o that KL(PY, P}) < ~ for some constant v > 0.
Lemma 1. KL(P?, P}) = O(Ta**?)
Proof:

[ PYX{E vt ZT
KL(PY, P}) = E°|log X0V, 2,

)
i
)

_ IE:O [1, P°(Ye, Zi| X, P(Xt|Xfl,Yf1,Z{1)]
[T, P (Ye, Ze| Xe) P(Xe X371 Y7, Z17)
_ ol gHt | P'(Vi, Zi|Xy)
[Ty PL(Y2, Ze|X)

_ ZEO E° |1 JWX“"’XT”

< 7 o

- e [ G

< 1 g [ o) o (o e R

T

T
T2 <w??§‘iﬁd”90( )= 1(””)”2> ) <x§f§ﬁd(fo(w) - fl(@)z)

2 K 2 2
al [ o |71 — 2a| k—1 cl K K2
. bl = =7 et — 2al® — 2.1
; ( s (G ) ) 5 (s, 2o —e07) @0
= O(Ta*2) 4+ O(Ta*) = O(Ta*~?)

(2.7) follows because the distribution of X; conditional on X}, ¥}, Z{~! depends only on the algo-
rithm M and does not change with the underlying distribution. (2.8]) follows because Y; | Z; when condi-
tioned on X;. We also used (Y, Z;|X;) L (Y}, Z;|X;) fori # j. (2.9) follows because the KL-divergence
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between two identity-covariance gaussians is just half the squared euclidean distance between their means.
(2.10) follows by simply substituting the gradient/function values which differ only on z; € [0, 4a].
1 A~
Using Theorem 3| with a = 7" 2+-2, for some C' > 0 we getinf ; sup ey« Pi(6(fr,f) > a) > C.
Hence,

inf sup E||Zr — 2| > a-inf sup P(d(fr, f) > a)
fr feur fr feur

> 4-C = COT %2

where we used Markov’s inequality, Fano’s inequality and finally the aforementioned choice of a.
This gives us our required bound on p’-(U*), and correspondingly also for €}.(1/*) because
. ~ * . ~ * ||k
inf fség)mE[f(xT) — f(})] = inf sup AE|27 — 2% [|"]
> inf sup ME[ap — o*|]"
fr feur
where the first inequality follows because f € F*, and the second follows by applying Jensen’s for x > 1.
Finally, we get the bounds on p}.(F") and €}.(F") because we are now taking sup over the larger class
F* D U". This concludes the proof of Theorem [2]

This is a generalisation of known lower bounds, because we can recover existing lower bounds for the
convex and strongly convex settings by choosing k — oo and k = 2 respectively. Furthermore, we will
show that these bounds are tight for all k > 1. These bounds also immediately yield lower bounds for
uniformly convex functions, since ||z||% is x-uniformly convex (Appendix, Lemma 8) which can also be
arrived from the results of [199] using an online-to-batch conversion.

2.3.2 Derivative-Free Lower Bounds

The above proof immediately gives us a generalization of recent tight lower bounds for derivative free
optimization [[109], in which the authors consider zeroth-order oracles (no gradient information) and find
that &.(FY) = O(1/VT) = en(F3°) concluding that strong convexity does not help in this setting.
Here, we show
Theorem 4. Let F* (k > 1) be the set of all 1-Lipschitz convex functions on S € S satisfying f(z) —
f(@}e) 2 %Hx — z} g||" for all x € S for some X\ > 0. Then, in the derivative-free zeroth-order oracle
setting, we have €(F*) = Q(1/VT) and pir(F*) = Q(T_i).

Ignoring y, Y, define P2 := PY(XT,Z1), Pl .= PYXT, ZT) to get KL(PY, PL) = O(Ta**).
Choose a = T~ 2« so that KL(P2, PL) < ~ for some v > 0, and apply Fano’s to get inf 5 sup ey E||zr—
23| = CT~ 2 for some C' > 0.

2.4 Matching Upper Bounds using Epoch-GD

We show that the bounds from Section [2.3|are tight by presenting an algorithm achieving the same rate.
Theorem 5. Algorithm EpochGD(S, k,T,0,G, \) returns &1 € S after T queries to any oracle O € O,
such that for any f € F*,k > lonany S € S, f(2r) — f(z}) = O(I" 22) and ||&r — 2}|| =
6(T_ﬁ) hold with probability at least 1 — ¢ for any § > 0. H

The  in [109] should not be confused with our TNC exponent kK = 2 for F SC
80 hides loglog T and log(1/6) factors
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Algorithm 1 EpochGD (domain S, exponent x > 0, convexity parameter A > 0, confidence § > 0, oracle
budget T, subgradient bound )

Initialize z} € S arbitrarily, e = 1

e g K c 1/I€
Initialize T} = 2Cy, my = C1 2" 2+2, Ry = (2T771)

1: while Y7 | T; < T do
2: fort =1to 71, do

3: Query the oracle at z{ to obtain g;
4:
Tiq = H (2§ — Medt)
SNB(x§,Re)
5: end for

Setaftt = 7- 500, of
7. SetTopy = 2T0, Nyt = e -2 752
c 1/k
8: SetReH:(%) ,e+e+1
9: end while
Output: z{

Recall that for f € F*, ||g.|| < 1 for any subgradient at any = € S. Since the oracle may introduce
bounded variance noise, we have |G, || < 1+ co? with high probability. Here, to keep a parallel with [93],
we use ||gz|| < G for convenience. Also, in algorithm || B(z, R) refers to the ball around z of radius R
ie. B(z,R) = {y | | — yl| < R}.

We note that for uniformly convex functions (k > 2), [107] derive the same upper bounds. Our rates
are valid for 1 < x < 2 and hold more generally as we have a weaker condition on F*.

2.4.1 Proof of Theorem/[3

We generalize the proof in [95] for strongly convex functions (x = 2) and derive values for Cy, C and
C5 for which Theorem [5|holds. We begin by showing that f having a bounded subgradient corresponds
to a bound on the diameter of S, and hence on the maximum achievable function value.

Lemma 2. If f € 7" and ||g:|| < G, then for all x € S, we have ||z — 2} < (Gz\*l)i =: D and
f@) = f(@) < (GAH)FT = M
Proof: By convexity, f(z) — f(z}) < g) (x — 23) < |lgall - lz — 2%(| (Holder’s inequality), implying
that Gl — 25| > f(2) — £(33) > Ao — 2°]"
IR B *

KHencel, |z — x;H"*l < G/Xor [z —z}|| < GrT /A1, Finally f(z) — f(2}) < Gllz — 23| <
Gr=T /"1,
Lemma 3. Let ||z1 — 2}|| < R. Apply T iterations of the update x11 = Ilsnp (s, ) (2t — ngt), where Gy
is an unbiased estimator for the subgradient of f at x satisfying ||g:|| < G. Then for x = % > x¢ and
any 6§ > 0, with probability at least 1 — §, we have

nG? o1 — ? | AGR\/210g(1/6)
T

£(&) ~ flap) < T+ T T

IN
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Proof: Lemma 10 in [95]].
Lemma 4. For any epoch e and any 6 > 0, T, = Cy2° E = Llog(clO + 1), ne = C127 22, for
)

appropriate Cy, C1, Co, we have with probability at least (1 — E)e_l

Ae = f(xi) - f(x}) S 0277@

Proof: We let § = % and use proof by induction on e.
The first step of induction, e = 1, requires

Ay < Comy = C,C127 72 [R1]

Assume that A, < Cy1, for some e > 1, with probability at least (1 — §)¢~! and we now prove it
correspondingly for epoch e + 1. We condition on the event A, < (57, which happens with the above
probability. By the TNC, A, > \||z$ —z* ||, and the conditioning implies that ||z§ —2*|| < (Cane/N)Y/*,
which is the radius R, of the ball for the EpochGD projection step.

Lemmaapplies with R = R, = (%)% and so with probability at least 1 — 5, we have

Cane ) 1
AL < G ot a2 AGCRR)" 2108 ()
€ —=
2 2neTe VT,
2 2 Cone L 1

N 2 QHGTGA% \/Te
For the induction, we would like RHS < 1.G? < Cne41 which can be achieved by

2 2

Cyné  _ neG?
M 6

[R2]

1
4G(FE)x [210g(3) ) 2
<
VT,
7.G? < Coner1 [R4]

[R3]

Then, factoring in the conditioned event which happens with probability at least (1 — 5)6_1 we would
get Acy1 < Comey with probability at least (1 — §)°.

We set Cy, C1, Cs such that the four conditions hold.

[R4] — (5 > GQQT’i?, a lower bound for C5.

PR 2 1
[R2] — Cl 2 (G%CO>2H—2 (%)K—l

[R3] — C; > (A0t " ()
This is the stronger condition on (. B
Observe that if Cy = 2881og(1/d), by substitution we get the inequality Cony = C1C92™ 252 >
M27-1? )
[R1] is trivially true for the above choi2ces of go, C1,Cy, because A < M < M220+-12 < Cymy
Hence, Cy = 288log(FE/d), C1 = @ and Cy = G227+ gatisfy the lemma. As a sanity

—

check, [95] choose Cy = 288log(E/6§),C1 = 2/\, Cy = 2G? for strongly convex functions.
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The algorithm runs for £/ = Llog(cl0 + 1) rounds so that the total number of queries is at most 7".

The bound for A g, yields the bounds on function error immediately by noting that (1 — %)E >1-90
and since f € F", we can bound the point error

&7 — 2*|| < A"VE[f(2r) — f(a*)] V"

2.5 Discussion

The most common assumptions in the literature for proving convergence results for optimization algo-
rithms are those of convexity and strong convexity, and [[107] recently prove upper bounds using dual
averaging for x-uniformly convex functions when x > 2. These classes impose a condition on the be-
haviour of the function, the strength of its convexity, everywhere in the domain. The TNC condition we
consider for our smooth hierarchy of classes is natural and strictly weaker because it is immediately im-
plied by uniform convexity or strong convexity in the realm of £ > 2, and has no corresponding notion
when 1 < kK < 2.

The lower bound (T~ 22 ) for €* that we prove immediately gives us the Q(1/T) lower bound for

strongly convex functions and the classic (1/+v/T) bound when x — oo. The lower bound Q(T_ﬁ)
for p* is interesting because the optimization literature does not often focus on point-error estimates. We
demonstrate how to use an active learning proof technique that is novel in its application to optimization,
having the additional benefit that it gives tight rates for derivative free optimization with no additional
work. It is useful to have a unified proof generalising rates for convex, strongly convex, uniformly convex
and more in both the first and zeroth order stochastic oracle settings.

We note that the rates for both ¢* and p* are strongly supported by intuition as we can note by the
rate’s behaviour at the extremes of , near 1 and oco. If the function has x — 1, then this is the best case
because of large signal to noise ratio, as the gradient jumps signs rapidly without spending much time
around zero where it can be corrupted by noise, and we should be able to identify the optimum extremely
fast (function error rates even better than 1/7"), as supported by our result for the bounded noise setting in
1-D, and also by the tight upper bounds for using Epoch-GD. However, when k — oo, the function starts
to look extremely flat around its minimum, and while we can optimize function-error very well (because
a wide range of points have function value close to the minimum value), it is hard to get close to the true
optimum with noisy samples.

The reduction from stochastic optimization to active learning in 1D is interesting but we are uncertain
if this can be extended to higher dimensions to give a generic reduction from one setting to the other (given
an algorithm for active learning, can it solve an instance of stochastic optimization). It is an open problem
to prove a positive or negative result of this type in the first or zeroth-order oracle setting.

Our upper bounds on € and p involve a generalisation of Epoch Gradient Descent [95]] and they demon-
strate that the lower bounds achieved in terms of x are indeed correct and tight. We make the same kind
of assumptions as [107] and [95] - the number of time steps I', a bound on noisy subgradients GG and the
convexity parameter A. Substituting x = 2 in our algorithm yields the rate of O(1/T") for strongly convex
functions and x — oo recovers the O(1/+/T) rate for convex functions as well.

Our lower bound proof bounds €* and p* simultaneously, by bounding the point-error and using the
class definition to bound the function-error (in both first order and zeroth order oracle settings). The
upper-bound proofs proceed in the opposite direction by bounding the function-error and then using the
TNC condition to bound the point-error.

"We lose log log T factors here, like [95]. Alternatively, using E = |log(555 + 1) |, we could run for T'log log T steps and
get error bound O (T~ 272,
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In practice, one may not know the degree of convexity of the function at hand, but every function has a
unique smallest x for which it is in /%, and using a larger « will still maintain convergence (but at slower
rates). If we only know that f is convex then we can use any gradient descent algorithm, and if we know
it is strongly convex then we can use x = 2, so our algorithm is not any weaker than existing ones, but it
is certainly stronger if we know « exactly.

We do not know if a variant of our algorithm can be designed which is adaptive to unknown x. Func-
tion and gradient values should enable you to characterize the function around that region of space, but a
function may have different smoothness is different parts of the space and old gradient information could
be misleading. For example, consider a function on [—0.5,0.5] which is 222 between [—0.25,0.25], and
grows linearly with gradient 1 in the rest of the space. This function is not strongly convex, but it is in
F2, and it changes behaviour at z = 4-0.25.

Hints of connections to active learning have been lingering in the literature, as noted by [[155]] but our
borrowed lower bound proof from active learning and the one-dimensional upper bound reduction gives
hope of a much more fertile intersection. While many active learning methods degrade exponentially with
dimension d, the rates in optimization degrade polynomially since active learning is trying to solve harder
problem like learning a (d — 1)-dimensional decision boundary or level set, while optimization problems
are just interested in getting to a single good point (for any d). This still leaves open the possibility of
using a one dimensional active learning algorithm as a subroutine for a d-dimensional convex optimization
problem. We feel that this is the start of stronger conceptual ties between these fields.

2.6 Supporting Proofs

Lemma 5. No function can satisfy Uniform Convexity for k < 2, but they can be in F* for k < 2.

Proof: If uniform convexity could be satisfied for (say) x = 1.5, then we have for all x,y € S

1)~ @)~ 0l (4 —2) = Sl — g7

Take x, y both on the positive x-axis. The Taylor expansion would require, for some ¢ € [z, y],
1
F@) = @) - y—2) = S@—y) H)(@-y)

(IR

- 2
Now, taking || — y|l2 = € — 0 by choosing x closer to y, the Taylor condition requires the residual to
grow like €2 (going to zero fast), but the UC condition requires the residual to grow at least as fast as e!-5
(going to zero slow). At some small enough value of ¢, this would not be possible. Since the definition of
UC needs to hold for all z,y € S, this gives us a contradiction. So, no f can be uniformly convex for any
K <2

However, one can note that for f(z) = ||lz[1:2 = 32, |z:|", we have 2} = 0, and f(z) — f(z}) =

15 >l — 23/[17, hence f € F1.

lz = yll3

Lemma 6. If f € F*, then for any subgradient g, € Of (), we have ||gz|la > Nz — *|5~%

Proof: By convexity, we have
f@) = f(z) + g, (a* — )
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Rearranging terms and since f € F*, we get

9o (& —a*) = f(z) = f(&*) = Nz — 2™|5

By Holder’s inequality,

lgall2llz — 2*[l2 > g; (& —a)
Putting them together, we have

gzll2llz = 2%[la = Allz — ™[]

giving us our result.

Lemma 7. For a gaussian random variable z, ¥Vt < o, Jai,as, a1t < P(0 <z <t) <ast

Proof: We wish to characterize how the probability mass of a gaussian random variable grows just around
its mean. Our claim is that it grows linearly with the distance from the mean, and the following simple
argument argues this neatly.

Consider a X ~ N(0,0?) random variable at a distance ¢ from the mean 0. We want to bound
ff . du(X) for very small t. The key idea in bounding this integral is to approximate it by a smaller and
larger rectangle, each of the rectangles havin2g a width 2¢ (from —t¢ to t).

20

2
et /

The first one has a height equal to

, the smallest value taken by the gaussian in [—t, ¢] achieved

ov2r
at ¢, and the other with a height equal to the ﬁ, the largest value of the gaussian in [—t, ¢] achieved at
1.
—42 /202 -

The smalller rectangle has area 2t< Uf \//2% > 2t z\/l; when ¢t < o. The larger rectangle clearly has an
area of 2t~ NeTS 1 1

Hence we have At = 2——= < P(lz| <t) < 2 = Aot for t < o. Similarly, for a one-sided
inequality, we have a1t = tm/;; <PO<X<t)< tcflﬁ =aqotfort < o.

We note that the gaussian tail inequality P(X > t) < %e_tQ/ 207 really makes sense for large t > o
and we are interested in ¢ < . There are tighter inequalities, but for our purpose, this will suffice.

Lemma 8 ([34]). If |n(z) — 1/2| > X, the midpoint &1 of the high-probability interval returned by BZ
satisfies E|2p — z*| = O(e~TY*/2),

Proof: The BZ algorithm works by dividing [0, 1] into a grid of m points (interval size 1/m) and makes
T queries (only at gridpoints) to return an interval I such that Pr(z* ¢ I7) < meTN [34]]. We choose
Z7 to be the midpoint of this interval, and hence get

1
E|ip — 2*| = / Pr(|zr — 2| > u)du
0
1/2m
= / Pr(|Zr — 2| > u)du
0

1
+/ Pr(|Zr — 2*| > u)du
1

/2m
1 1 1
< — 1-—|P it — ot > —
- 2m+< 2m> r<|xT x‘>2m>
< L—I—me_T)‘QzO<e_TA2/2>
2m
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for the choice of the number of gridpoints as m = eTH/2,

Lemma 9. If |n(x) — 1/2| > Az — z*|%, the point &1 obtained from a modified version of BZ satisfies
Elir — % = O ((%7)7=) and Efjar — 2*|%) = 0 ((1%7) %),

Proof: We again follow the same proof as in [34]. Initially, they assume that the grid points are not
aligned with z*, ie Vk € {0,...,m}, |2* —k/m| > 1/3m. This implies that for all gridpoints z,
In(z) —1/2| > X(1/3m)*~L. Following the exact same proof above,

1
Ejér — 27 |] = / Pr(|iy — 2*[F > u)du
0
(1/2m)"
= / Pr(|2r — 2*| > u!/*)du
0

1
+/ Pr(|ér — ¥ > u/*)du
(1/2m)"

() -G )12

< <271n) H +mexp(—TA\(1/3m)*~2)

¢ <<10§T> )

on choosing m proportional to (1ogT> e
[34] elaborate in detail how to avoid the assumption that the grid points don’t align with 2*. They use
a more complicated variant of BZ with three interlocked grids, and gets the same rate as above without

that assumption. The reader is directed to their exposition for clarification.

IN

Lemma 10. ¢, | x| = ¢, Z?:l |z:|* =: fo(x) € F¥, forall k > 1. Also, f1(x) as defined in Section
is also in F".

Proof: Firstly, this is clearly convex for x > 1. Also, fo(x}o) = 0at x’}o = 0. So, all we need to show
is that for appropriate choice of ¢, f is indeed 1-Lipschitz and that fo(z) — fg(x}o) > Nz — Ty, ||5 for
some A > 0, ie

cellzlls = Mlzllz o ezl = llyll) < llz—yll

Let us consider two cases, k£ > 2 and x < 2. Note that all norms are uniformly bounded with respect
to each other, upto constants depending on d. Precisely, if £ < 2, then ||z||, > ||z||2 and if k > 2, then
[ e e Y

When k > 2, consider ¢, = 1. Then

(lzll = lylle) < llz =yl < llz = yll3 <llz =yl

because ||z|| < ||z||2 and ||z — y|| < 1. Also, ||z|¥ > d'~2||z||5, so A = d'~2 works.
When « < 2, consider ¢, = ﬁ. Similarly

2 —yllx\"
e[zl = llyllk) < (K < lz =ylz <llz =yl

Vd
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Also ¢ ||x||fk > ckl|z]|5, so A = ¢, works.

Hence fo(z) is 1-Lipschitz and in F* for appropriate c.

Now, look at f;(z) for 1 < 4a. It is actually just fo(x), but translated by 2a in direction z;, with a
constant added, and hence has the same growth around its minimum. Now, the part with z; > 4a is just
fo(x) itself, which have the same growth parameters as the part with 21 < 4a. So f1(z) € F" also.

Lemma 11. Foralli = 1...d, let f;(x) be any one-dimensional k-uniformly convex function (k > 2) with
constant \;. For a d—dimensional function f(z) = Zle fi(x;) that decomposes over dimensions, f(x)
is also k-uniformly convex with constant A = -T2l

di/2=1/k"
Proof:

flx+h)= Zfz (zi + hy)

Y

E:(ﬂ(x0-+gmh¢+-AHhﬂ )
> flx)+g,h+ (i Aq) [|A][

min
+g. b+ (min;

> 7@) +glh+ SR g

(one can use h = y — x for the usual first-order definition)
Lemma 12. f(z) = |z|* is s-uniformly convex i.e.

() + (1= () > i+ (L= 1)y) + 5101 = Dl — yl*

k
for A = 4/2F. Lemmaimplies |z || is also k-uniformly convex with A = dljg/ifw.

Proof: First we will show this for the special case of ¢ = 1/2. We need to argue that:

1 x—i—y
e e Y
Let A\ = 4/2. We will prove a stronger claim -
1 T+ 1
Slaf* + 2l > 1TV L oadfe — ot
2 8
Since k > 2
THYo (T —Yo1/2
<
< (5 A
< (=24 [yl /2)"
1 _
< 7221/2 1/k(|l’|k+‘y|k)1/k
1/k
< (Liapr Ly /—LHSl/k
< (el +5hF) =
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Now, for the general case. We will argue that just proving the above for t = 1/2 is actually sufficient.

fllz+Q—ty) = f <2t <‘T ; y) +(1- 2t)y>

< 2f (TH0) v - 2050)
< (@) + ) — 2 e~y + (1 20£)
< 1)+ (1= 0f() 10— D~y
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Chapter 3

Active Learning : Algorithms from
Optimization

Interesting theoretical associations have been established by recent papers between the fields of active
learning and stochastic convex optimization due to the common role of feedback in sequential querying
mechanisms. In this chapter, we continue this thread in two parts by exploiting these relations for the
first time to yield novel algorithms in both fields, further motivating the study of their intersection. First,
inspired by a recent optimization algorithm that was adaptive to unknown uniform convexity parameters,
we present a new active learning algorithm for one-dimensional thresholds that can yield minimax rates by
adapting to unknown noise parameters. Next, we show that one can perform d-dimensional stochastic min-
imization of smooth uniformly convex functions when only granted oracle access to noisy gradient signs
along any coordinate instead of real-valued gradients, by using a simple randomized coordinate descent
procedure where each line search can be solved by 1-dimensional active learning, provably achieving the
same error convergence rate as having the entire real-valued gradient. Combining these two parts yields
an algorithm that solves stochastic convex optimization of uniformly convex and smooth functions using
only noisy gradient signs by repeatedly performing active learning, achieves optimal rates and is adaptive
to all unknown convexity and smoothness parameters.

3.1 Introduction

The two fields of convex optimization and active learning seem to have evolved quite independently of
each other. Recently, [155] pointed out their relatedness due to the inherent sequential nature of both fields
and the complex role of feedback in taking future actions. Following that, [[160] made the connections
more explicit by tying together the exponent used in noise conditions in active learning and the exponent
used in uniform convexity (UC) in optimization. They used this to establish lower bounds (and tight
upper bounds) in stochastic optimization of UC functions based on proof techniques from active learning.
However, it was unclear if there were concrete algorithmic ideas in common between the fields.

Here, we provide a positive answer by exploiting the aforementioned connections to form new and in-
teresting algorithms that clearly demonstrate that the complexity of d-dimensional stochastic optimization
is precisely the complexity of 1-dimensional active learning. Inspired by an optimization algorithm that
was adaptive to unknown uniform convexity parameters, we design an interesting one-dimensional active
learner that is also adaptive to unknown noise parameters. This algorithm is simpler than the adaptive
active learning algorithm proposed recently in [92]] which handles the pool based active learning setting.

Given access to this active learner as a subroutine for line search, we show that a simple randomized
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coordinate descent procedure can minimize uniformly convex functions with a much simpler stochastic
oracle that returns only a Bernoulli random variable representing a noisy sign of the gradient in a single
coordinate direction, rather than a full-dimensional real-valued gradient vector. The resulting algorithm is
adaptive to all unknown UC and smoothness parameters and achieve minimax optimal convergence rates.

We spend the first two sections describing the problem setup and preliminary insights, before describ-
ing our algorithms.

3.1.1 Setup of First-Order Stochastic Convex Optimization

First-order stochastic convex optimization is the task of approximately minimizing a convex function over
a convex set, given oracle access to unbiased estimates of the function and gradient at any point, using as
few queries as possible ([146]).

We will assume that we are given an arbitrary set S C R? of known diameter bound R = max, yes || —
yl|. A convex function f with * = argmingcg f(z) is said to be k-uniformly convex if, for some
A>0,k>2,wehaveforallz,y € S

F(w) 2 f(@) + V1)~ ) + 5o — gl

(strong convexity arises when k = 2). f is L-Lipschitz for some L > 0 if ||V f(z)|[« < L (where |||« is
the dual norm of |.||); equivalently for all z,y € S

[f(x) = f(y)l < Lz -yl

A differentiable f is H-strongly smooth (or has a H-Lipschitz gradient) for some H > X if for all
z,y € S,wehave |Vf(z) — Vf(y)|« < Hl|z —y||, or equivalently

F) < @)+ V7@ (g —2)+ o o — ol

In this chapter we shall always assume ||.|| = ||.||« = ||.||2 and deal with strongly smooth and uniformly
convex functions with parameters A > 0,k > 2, L, H > 0.
A stochastic first order oracle is a function that accepts x € S, and returns

(f@),9(2)) € R where E[f(2)] = f(2),E[§(2)] = V()

(these unbiased estimates also have bounded variance) and the expectation is over any internal randomness
of the oracle.

An optimization algorithm is a method that sequentially queries an oracle at points in S and returns Z7 as
an estimate of the optimum of f after 7" queries (or alternatively tries to achieve an error of €) and their
performance can be measured by either function error f(Z7) — f(«*) or point error ||z — z*||.

3.1.2 Stochastic Gradient-Sign Oracles

Define a stochastic sign oracle to be a function of x € S, j € {1...d}, that returns
§i(x) € {+,—} wher In(z) —0.5] = @([Vf(a:)]j) and 7(z) = Pr (3;(x) = +|x)
'f = ©(g) means f = Q(g) and f = O(g) (rate of growth)
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where §;(z) is a noisy sign([V f(z)];) and [V f(x)]; is the j-th coordinate of V f, and the probability
is over any internal randomness of the oracle. This behavior of 7(x) actually needs to hold only when
[V f(2)];] is small.

In this chapter, we consider coordinate descent algorithms that are motivated by applications where
computing the overall gradient, or even a function value, can be expensive due to high dimensionality or
huge amounts of data, but computing the gradient in any one coordinate can be cheap. [147] mentions
the example of min, ||Az — b||? + 3||z||* for some n x d matrix A (or any other regularization that
decomposes over dimensions). Computing the gradient AT (Az — b) + x is expensive, because of the
matrix-vector multiply. However, its j-th coordinate is 247" (Az — b) + x; and requires an expense of
only n if the residual vector Az — b is kept track of (this is easy to do, since on a single coordinate update
of x, the residual change is proportional to A7, an additional expense of n).

A sign oracle is weaker than a first order oracle, and can actually be obtained by returning the sign
of the first order oracle’s noisy gradient if the mass of the noise distribution grows linearly around its
zero mean (argued in next section). At the optimum along coordinate j, the oracle returns a £1 with
equal probability, and otherwise returns the correct sign with a probability proportional to the value of
the directional derivative at that point (this is reflective of the fact that the larger the derivative’s absolute
value, the easier it would be for the oracle to approximate its sign, hence the smaller the probability of
error). It is not unreasonable that there may be other circumstances where even calculating the (real value)
gradient in the ¢-th direction could be expensive, but estimating its sign could be a much easier task as it
only requires estimating whether function values are expected to increase or decrease along a coordinate
(in a similar spirit of function comparison oracles [[109]], but with slightly more power).

We will also see that the rates for optimization crucially depend on whether the gradient noise is sign-
preserving or not. For instance, with rounding errors or storing floats with small precision, one can get
deterministic rates as if we had the exact gradient since the rounding or lower precision doesn’t flip signs.

3.1.3 Setup of Active Threshold Learning

The problem of one-dimensional threshold estimation assumes you have an interval of length R, say
[0, R]. Given a point z, it has a label y € {+, —} that is drawn from an unknown conditional distribution
n(z) = Pr(Y = 4|X = z) and the threshold ¢ is the unique point where n(z) = 1/2, with it being
larger than half on one side of ¢ and smaller than half on the other (hence it is more likely to draw a 4 on
one side of ¢t and a — on the other side).

The task of active learning of threshold classifiers allows the learner to sequentially query 71" (possibly
dependent) points, observing labels drawn from the unknown conditional distribution after each query,
with the goal of returning a guess 27 as close to ¢ as possible. In the formal study of classification (cf.
[217]), it is common to study minimax rates when the regression function 7(z) satisfies Tsybakov’s noise
or margin condition (TNC) with exponent k at the threshold ¢. Different versions of this boundary noise
condition are used in regression, density or level-set estimation and lead to an improvement in minimax
optimal rates (for classification, also cf. [10]], [92]]). Here, we present the version of TNC used in [34] :

Mz =1 > In(a) — 1/2] = o — ¢~ whenever [n(z) — 1/2] < g
for some constants M > > 0,e9 > 0,k > 1.

A standard measure for how well a classifier i performs is given by its risk, which is simply the
probability of classification error (expectation under 0—1loss), R(h) = Pr [h(z) # y|. The performance

1
= k—1
“Note that |z — | < 8o := () FT = [n(z) —1/2| <eo => |z —t| < (To)’” !
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of threshold learning strategies can be measured by the excess classification risk of the resultant threshold
classifier at 7 compared to the Bayes optimal classifier at ¢ as given by
EpVi
Rier) = R() = [ [20() - 1/da G
N
In the above expression, akin to [34], we use a uniform marginal distribution for active learning since
there is no underlying distribution over x. Alternatively, one can simply measure the one-dimensional

point error |Z7 — t| in estimation of the threshold. Minimax rates for estimation of risk and point error in
active learning under TNC were provided in [34] and are summarized in the next section.

3.1.4 Summary of Contributions
Now that we have introduced the notation used in our chapter and some relevant previous work (more in
the next section), we can clearly state our contributions.

® We generalize an idea from [[107]] to present a simple epoch-based active learning algorithm with a
passive learning subroutine that can optimally learn one-dimensional thresholds and is adaptive to
unknown noise parameters.

® We show that noisy gradient signs suffice for minimization of uniformly convex functions by
proving that a random coordinate descent algorithm with an active learning line-search subroutine
achieves minimax convergence rates.

* Due to the connection between the relevant exponents in the two fields, we can combine the above
two methods to get an algorithm that achieves minimax optimal rates and is adaptive to unknown
convexity parameters.

¢ Asacorollary, we argue that with access to possibly noisy non-exact gradients that don’t switch any
signs (rounding errors or low-precision storage are sign-preserving), we can still achieve exponen-
tially fast deterministic rates.

3.2 Preliminary Insights

3.2.1 Connections Between Exponents

Taking one point as z* in the definition of UC, we see that
* A E
|f(z) = fa")] = Sllz — 27|
Since ||V f(2)llz — 2*|| > Vf(2)" (z — %) > f(z) — f(2*) (by convexity),
A *1k—1
IVf(z) =0 = Sllz — 27|

Another relevant fact for us will be that uniformly convex functions in d dimensions are uniformly convex
along any one direction, or in other words, for every fixed z € S and fixed unit vector v € RY, the

%4V b := max(a,b) and a A b := min(a, b)
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univariate function of « defined by f; ,(a) := f(z + au) is also UC with the same parameterﬂ For
u = €j,

[V f(z)]; — 0] > %llw — et

where 27 = x + aje; and o = argmingy|s1ac;esy /(¢ + ae;). This uncanny similarity to the TNC
(since V f(z*) = 0) was mathematically exploited in [160] where the authors used a lower bounding
proof technique for one-dimensional active threshold learning from [34]] to provide a new lower bound-
ing proof technique for the d-dimensional stochastic convex optimization of UC functions. In particular,
they showed that the minimax rate for 1-dimensional active learning excess risk and the d-dimensional

optimization function error both scaled lik ) (T _ka?) , and that the point error in both settings scaled

like © <T _ﬁ) , where £ is either the TNC exponent or the UC exponent, depending on the setting. The
importance of this connection cannot be emphasized enough and we will see this being useful throughout
this chapter.

As mentioned earlier [34] require a two-sided TNC condition (upper and lower growth condition to pro-
vide exact tight rate of growth) in order to prove risk upper bounds. On a similar note, for uniformly
convex functions, we will assume such a Local k-Strong Smoothness condition around directional min-
ima

Assumption LKSS :  forall j € {1...d} |[Vf(z)]; —0| < Aljz — x;Hk_l

for some constant A > \/2, so we can tightly characterize the rate of growth as

[Vf(@)]; - 0] = @(Hﬂﬁ _ x;\\k_l)

This condition is implied by strong smoothness or Lipschitz smooth gradients when k& = 2 (for strongly
convex and strongly smooth functions), but is a slightly stronger assumption otherwise.

3.2.2 The One-Dimensional Argument

The basic argument for relating optimization to active learning was made in [[160] in the context of stochas-
tic first order oracles when the noise distribution P(z) is unbiased and grows linearly around its zero mean,
ie.

/OOO dP(z) = % and /Oth(z) =0(t)

for all 0 < t < tg, for constants ¢y (similarly for —tg < ¢t < 0). This is satisfied for gaussian, uniform and
many other distributions. We reproduce the argument for clarity and then sketch it for stochastic signed
oracles as well.

For any x € S, itis clear that f, j(o) := f(x + ae;) is convex; its gradient V f; ;(«) := [V f(x +
ae;)]; is an increasing function of « that switches signs at o := argmin |z ac;es} f,5(@0), or equiv-
alently at directional minimum z := x + aje;. One can think of sign([V f(x)];) as being the true label
of z, sign([V f(z)]; + 2) as being the observed label, and finding x} as learning the decision boundary
(point where labels switch signs). Define regression function

n(w) = Pr (sign([V f(@)]; +2) = +|x)

“Since fis UC, fz,u(a) > fou(0) + aV fo.u(0) + 3]al*
Swe use O, © to hide constants and polylogarithmic factors
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and note that minimizing [, ; corresponds to identifying the Bayes threshold classifier as z7 because
the point at which 7(z) = 0.5 or [V f(x)]; = 0is z}. Consider a point z = z7 + te; for t > 0 with
[Vf(z)]; > 0 and hence has true label + (a similar argument can be made for ¢ < 0). As discussed
V()] = @(H:): — Hk”) = O(t*~1). The probability of seeing label + is the probability

that we draw z in (— [V f(z)];, 00) so that the sign of [V f(x)]; + z is still positive. Hence, the regression
function can be written as

earlier,

nw) = Pr([Vf(@)];+2>0)
— Pr(z > 0) + Pr ( ~ V@) <z < 0) — 0.5+ @([Vf(x)]j)

— [n(@) -3 = o(IVi@)];) = 0t*™") = 6(le - ;1)

Hence, n(x) satisfies the TNC with exponent &, and an active learning algorithm (next subsection) can
be used to obtain a point £7 with small point-error and excess risk. Note that function error in convex
optimization is bounded above by excess risk of the corresponding active learner using eq (3.1) because

aﬁT\/m; aﬁT\/m;
fier) — fi(a3) = / V£ (2)];dx =@( / r2n<x>—1|dx)
i’T/\J%f iT/\J?;f

- @(R(:ET))
Similarly, for stochastic sign oracles (Sec. , using n(z) = Pr (§j (z) = —i—),
(@)~ 3| = 6(Ivf@);) = o(lz—=;|*)

3.2.3 A Non-adaptive Active Threshold Learning Algorithm

One can use a grid-based probabilistic variant of binary search called the BZ algorithm [28]] to approx-
imately learn the threshold efficiently in the active setting, in the setting that n(z) satisfies the TNC for
known k, i1, M (it is not adaptive to the parameters of the problem - one needs to know these constants
beforehand). The analysis of BZ and the proof of the following lemma are discussed in detail in Theorem
1 of [33]], Theorem 2 of [34] and the Appendix of [160].

Lemma 13. Given a 1-dimensional regression function that satisfies the TNC with known parameters
w, k, then after T queries, the BZ algorithm returns a point t such that |t — t| = (:)(Tfﬁ) and the
excess risk is (:)(Tfﬁ)

Due to the described connection between exponents, one can use BZ to approximately optimize a one
dimensional uniformly convex function f; with known uniform convexity parameters A, k. Hence, the BZ
algorithm can be used to find a point with low function error by searching for a point with low risk. This,
when combined with Lemma|[I3] yields the following important result.

Lemma 14. Given a 1-dimensional k-UC and LkSS function f;, a line search to find I close to l’;k up
to accuracy |&1 — ;| < n in point-error can be performed in O(1/1?%=2) steps using the BZ algorithm.

Alternatively, in T' steps we can find & such that f(&r) — f(z]) = (:)(T_ﬁ)
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3.3 A 1-D Adaptive Active Threshold Learning Algorithm

We now describe an algorithm for active learning of one-dimensional thresholds that is adaptive, meaning
it can achieve the minimax optimal rate even if the TNC parameters M, u, k are unknown. It is quite
different from the non-adaptive BZ algorithm in its flavour, though it can be regarded as a robust binary
search procedure, and its design and proof are inspired from an optimization procedure from [107] that is
adaptive to unknown UC parameters A, k.

Even though [[107] considers a specific optimization algorithm (dual averaging), we observe that their
algorithm that adapts to unknown UC parameters can use any optimal convex optimization algorithm as
a subroutine within each epoch. Similarly, our adaptive active learning algorithm is epoch-based and can
use any optimal passive learning subroutine in each epoch. We note that [92] also developed an adaptive
algorithm based on disagreement coefficient and VC-dimension arguments, but it is in a pool-based setting
where one has access to a large pool of unlabeled data, and is much more complicated.

3.3.1 An Optimal Passive Learning Subroutine

The excess risk of passive learning procedures for 1-d thresholds can be bounded by O(T‘l/ 2) (e.g. see
Alexander’s inequality in [56]] to avoid v/log T factors from ERM/VC arguments) and can be achieved by
ignoring the TNC parameters.

Consider such a passive learning procedure under a uniform distribution of samples (mimicked by
active learning by querying the domain uniformly) in a balﬁ B(xg, R) around an arbitrary point xy of
radius R that is known to contain the true threshold ¢. Then without knowledge of M, i, k, in T' steps we
can get a point Zp close to the true threshold ¢ such that with probability at least 1 — §

R@) -R() = | |2n<x>—1dxscj§

for some constant Cys. Assuming Z7 lies inside the TNC region,

TNt T At
1 / |z —t|* 1tz < / |2n(z) — 1|dz
FrVit GVt
Hence M < %. Since k'/% < 2, w.p. at least 1 — § we get a point-error
CsR 1/k
i — 1] < 2 [5} (3.2)
uV'T
We assume that £ lies within the TNC region since the interval [n(z) — 1| < ¢ has at least constant
width |z — t| < 6y = (eo/M)Y*=1 it will only take a constant number of iterations to find a point
within it. A formal way to argue this would be to see that if the overall risk goes to zero like %, then
the point cannot stay outside this constant sized region of width dy where |n(x) — 1/2| < ¢, since it

t+do

would accumulate a large constant risk of at least [ pulz —t|F~1 =

k
%. So as long as 7' is larger than a

C2R2K2 . o o
constant Ty := W, our bound in eq 3.2/ holds with high probability (we can even assume we waste a
0

constant number of queries to just get into the TNC region before using this algorithm).

®Define B(x, R) := [v — R,z + R]
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3.3.2 Adaptive One-Dimensional Active Threshold Learner

Algorithm 2 Adaptive Threshold Learner
Input: Domain S of diameter R, oracle budget 7', confidence §
Black Box: Any optimal passive learning procedure P(x, R, N) that outputs an estimated threshold in

B(z, R) using N queries

Choose any xg € S, Ry = R, E = log /%Z;TT,N = %
I: while 1 < e < E do '

2: Ze ¢ P(xe—1,Re, N)

3: Re+1F%,€<—€+1

4: end while

Output: x5

Algorithm is a generalized epoch-based binary search, and we repeatedly perform passive learn-

ing in a halving search radius. Let the number of epochs be £ := log /C%Z;T < logT (if” constant
5

C’g > 2)and § := 26/logT < §/E. Let the time budget per epoch be N := T/E (the same for every

epoch) and the search radius in epoch e € {1, ..., E'} shrink as R, := 2-¢tIR.
Let us define the minimizer of the risk within the ball of radius R, centered around x._; at epoch e as

z; = argmin {R(z) : & € SN B(we1, Re) }

Note that z} = tiff t € B(z._1, R.) and will be one end of the interval otherwise.
Theorem 1. In the setting of one-dimensional active learning of thresholds, Algorithm 1 adaptively

achieves R(zg) — R(t) = O (T_Tk—?> with probability at least 1 — 0 in T' queries when the unknown
regression function 1(x) has unknown TNC parameters pu, k.

Proof: Since we use an optimal passive learning subroutine at every epoch, we know that after each epoch
e we have with probability at least 1 — 6

CsR. logT
- < 0 < (O ,
R(:L‘e) R(xe) = \/ﬁ — CéRe 2T (3 3)

Since 7(x) satisfies the TNC (and is bounded above by 1), we have for all x
ple —t*1 < nz) —1/21 <1

If the set has diameter R, one of the endpoints must be at least R/2 away from ¢, and hence we get a
limitation on the maximum value of y as p < W. Since k > 2and E > 2,and 2% = CS %,
using simple algebra we get

2(k—2)E+2 4.2—E2(k—1)E2(k—1) 4.2—E2(k—1) 4052]6*1 \/@
2T

p= 1 ke = o Epmk-1 —  pko
( /2) 1 Rk-1 (2 ER) 1 RE+11

"By VC theory for threshold classifiers or similar arguments in [56]], C§ ~ log(1/8) ~ loglog T since § ~ §/logT. We
treat it as constant for clarity of exposition, but actually lose log log T factors like the high probability arguments in [95] and
[160]
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We prove that we will be appropriately close to ¢ after some epoch e* by doing case analysis on p. When
the true unknown y is sufficiently small, i.e.

405281 [log T
< 0/ 3.4
= R 5T (3.4)

then we show that we’ll be done after e* = 1. Otherwise, we will be done after epoch 2 < e* < F'if the

true p lies in the range
4C:251 flog T 4C5281 Nlog T
0" 4/ <p< _
Rk—l oT — H= Rk 1 2T (3.5)
e*

scg log T
w?T

2%—2
To see why we’ll be done, equations lb and 1) imply Rex41 < 2 ( > after epoch e* and

plugging this into equation (3.3)) with R~ = 2R« 1, we get

« logT > log T ez
R(zer) — R(xgs) < C5Rex (27’) =0 << T ) ) 3.6)

There are two issues hindering the completion of our proof. The first is that even though z] = ¢ to start
off with, it might be the case that z7. is far away from ¢ since we are chopping the radius by half at every
epoch. Interestingly, in lemma [15] we will prove that round e* is the last round up to which x} = ¢. This
would imply from eq (3.6) that

R(ze) —R(t) = O (T‘fz%—z) 3.7)

Secondly we might be concerned that after the round e*, we may move further away from ¢ in later epochs.
However, we will show that since the radii are decreasing geometrically by half at every epoch, we cannot
really wander too far away from x.~. This will give us a bound (see lemma [I6)) like

R(zg) — R(zer) = O (T‘Tk—z) (3.8)

We will essentially prove that the final point x.« of epoch e* is sufficiently close to the true optimum ¢,
and the final point of the algorithm z g is sufficiently close to z.+. Summing eq and eq yields
our desired result.

Lemma 15. For all e < e*, conditioned on having x}_, = t, with probability 1 — & we have xr =1t In
other words, up to epoch e*, the optimal classifier in the domain of each epoch is the true threshold with
high probability.

Proof: x} = t will hold in epoch e if the distance between the first point x._; in the epoch e is such that
the ball of radius R, around it actually contains ¢, or mathematically if |x._; — t| < R.. This is trivially
satified for e = 1, and assuming that it is true for epoch e — 1 we will show show by induction that it holds
true for epoch e < e* wp. 1 — 4. Notice that using equation (3 . conditioned on the induction going
through in previous rounds (¢ being within the search radius), after the completion of round e — 1 we have

with probability 1 — ¢
1/k
C5Re 1

u\/T/E

If this was upper bounded by R., then the induction would go through. So what we would really like to
1

|xefl - t| <2

CgRe—l

u\/T/E

28C2R.
17

%
show is that 2 [ } < R.. Since R._1 = 2R,., we effectively want to show % < ng or
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_ok—1
equivalently that for all e < e* we would like to have 40&271 ﬁ < u. Since E < IO%T, we would be

achieving something stronger if we showed

40:2F1 Nlog T
6k—1 > <p
Re 2

which is known to be true for every epoch up to e* by equation (3.5).

* C5 R = ek ~ .
Lemma 16. Forall e* < e < E, R(z¢) — R(xer) < jﬁ =0 (T 2’6*2) w.p. 1 — 0, ie after epoch
e*, we cannot deviate much from where we ended epoch e*.

Proof: For e > e*, we have with probability at least 1 — ¢
C5Re
VT/E

and hence even for the final epoch E, we have with probability (1 — ) yE—e

R(ze) ~ R(we 1) < Rize) — R(x%) <

E FE ~
R(zg) = R(xe) = Y [R(ze) = R(ze1)] < > Coll

e=e*+1 e=e*+1 V T/E

Since the radii are halving in size, this is upper bounded (like equation (3.6)) by
C5Rex C5Rex

~ k
~0 (T—m>
VT/E VT/E
These lemmas justify the use of equations (3.7 and @, whose sum yields our desired result. Notice

that the overall probability of success is at least (1 — 0)* > 1 — 4, hence concluding the proof of the
theorem.

1/2+1/4+1/8+..]<

3.4 Randomized Stochastic-Sign Coordinate Descent

We now describe an algorithm that can do stochastic optimization of £-UC and LkSS functions in d > 1
dimensions when given access to a stochastic sign oracle and a black-box 1-D active learning algorithm,
such as our adaptive scheme from the previous section as a subroutine. The procedure is well-known in
the literature, but the idea that one only needs noisy gradient signs to perform minimization optimally, and
that one can use active learning as a line-search procedure, is novel to the best of our knowledge.

The idea is to simply perform random coordinate-wise descent with approximate line search, where
the subroutine for line search is an optimal active threshold learning algorithm that is used to approach
the minimum of the function along the chosen direction. Let the gradient at epoch e be called V._; =
V f(ze—1), the unit vector direction of descent d. be a unit coordinate vector chosen randomly from
{1...d}, and our step size from x._; be . (determined by active learning) so that our next point is
Te = Te—1 + Qede.

Assume, for analysis, that the optimum of fe(«) := f(xe—1 + ad,) is

o) ;= argmin f(xe—1 + ade) and 2} := z._1 + ald,
(6%
where (due to optimality) the derivative is
Vi(a})=0=Vf(z}) d. 3.9)

The line search to find c. and x. that approximates the minimum z} can be accomplished by any optimal
active learning algorithm algorithm, once we fix the number of time steps per line search.
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3.4.1 Analysis of Algorithm RSSCD

Algorithm 3 Randomized Stochastic-Sign Coordinate Descent (RSSCD)
Input: set S of diameter R, query budget T’
Oracle: stochastic sign oracle Of(z, j) returning noisy sign([V f(z)];)

BlackBox: algorithm LS(z,d, n) : line search from x, direction d, for n steps
Choose any zg € S, E = d(log T)?
1: whilel <e < Edo

2: Choose a unit coordinate vector d. from {1...d} uniformly at random
3: Te +— LS(xe—1,de, T/E) using Of
4: e+e+1

5: end while
Output: xp

Let the number of epochs be E = d(log T')?, and the number of time steps per epoch is 7'/ E. We can
do a line search from z._1, to get x. that approximates = well in function error in T/E = O(T) steps
k

using an active learning subroutine and let the resulting function-error be denoted by ¢’ = O (T_ k-2 |,

flze) < f(x2) +€
Also, LkSS and UC allow us to infer (for k* = 2, ie. 1/k + 1/k* = 1)

A
flae) = f@2) = Sl — 2l 2

e
Eliminating f(z}) from the above equations, subtracting f(z*) from both sides, denoting A, := f(z) —
f(x*) and taking expectations

A
20K

E[A] < BlAc ] - B[V de[*] +¢

SincIE (Ve

d17 “'7d6—1:| = %Hve—l

Vo> L Veq||F we get

A

ElAd] < E[Ae1] = 5o

E[Hve_lHk*] v

By convexity, Cauchy-Schwartz and UCﬂ [Ve_1]|*" > (%) k-1 Ag_1, we get

-
E[A.] < E[A,_i] (1 —é (21) ) e

. k*
DeﬁnlnC = é (ﬁ) < 1, we get the recurrence

E[A.] 60 <(1-0) (]E[Ae_l] - 2)

Be>2 = 1<k <2 = |.|e > |I-ll2

AL < VI (@em1 — 2)]F < Vet |Flwemt — 2%||F < |Veor]|"2Acs
Since 1 < k* < 2and A > \/2, we have C' < 1
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Since E = d(log T)? and Ag < L|jz¢ — o*|| < LR, after the last epoch, we have

/ /

E[Ag] — = < (1-C)E (AO - ;) < exp { — Cd(log T)?} Ag

A

C
< LRT—ClegT

Aslong as T > exp {(2A/A)*" }, a constant, we have Cdlog T > 1 and
E[Ag] = O(€) + o(T 1) = C)(T‘Tk—2>

which is the desired result. Notice that in this section we didn’t need to know A, A, k, because we simply
run randomized coordinate descent for E = d(logT)? epochs with T/ E steps per subroutine, and the
active learning subroutine was also adaptive to the appropriately calculated TNC parameters. In summary,
Theorem 2. Given access to only noisy gradient sign information from a stochastic sign oracle, Ran-
domized Stochastic-Sign Coordinate Descent can minimize UC and LkSS functions at the minimax opti-

~ __k . .
mal convergence rate for expected function error of O(T~ -2 adaptive to all unknown convexity and
smoothness parameters. As a special case for k = 2, strongly convex and strongly smooth functions can
be minimized in O(1/T) steps.

3.4.2 Gradient Sign-Preserving Computations

A practical concern for implementing optimization algorithms is machine precision, the number of dec-
imals to which real numbers are stored. Finite space may limit the accuracy with which every gradient
can be stored, and one may ask how much these inaccuracies may affect the final convergence rate - how
is the query complexity of optimization affected if the true gradients were rounded to one or two decimal
points? If the gradients were randomly rounded (to remain unbiased), then one might guess that we could
easily achieve stochastic first-order optimization rates.

However, our results give a surprising answer to that question, as a similar argument reveals that for
UC and LKkSS functions (with strongly convex and strongly smooth being a special case), our algorithm
achieves exponential rates. Since rounding errors do not flip any sign in the gradient, even if the gradient
was rounded or decimal points were dropped as much as possible and we were to return only a single
bit per coordinate having the true signs, then one can still achieve the exponentially fast convergence
rate observed in non-stochastic settings - our algorithm needs only a logarithmic number of epochs, and
in each epoch active learning will approach the directional minimum exponentially fast with noiseless
gradient signs using a perfect binary search. In fact, our algorithm is the natural generalization for a
higher-dimensional binary search, both in the deterministic and stochastic settings.

We can summarize this in the following theorem:

Theorem 3. Given access to gradient signs in the presence of sign-preserving noise (such as determin-
istic or random rounding of gradients, dropping decimal places for lower precision, etc), Randomized
Stochastic-Sign Coordinate Descent can minimize UC and LkSS functions exponentially fast, with a func-
tion error convergence rate of O(exp{—T7}).

3.5 Discussion

While the assumption of smoothness is natural for strongly convex functions, our assumption of LkSS
might appear strong in general. It is possible to relax this assumption and require the LkSS exponent
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to differ from the UC exponent, or to only assume strong smoothness - this still yields consistency for
our algorithm, but the rate achieved is worse. [107]] and [160] both have epoch based algorithms that
achieve the minimax rates under just Lipschitz assumptions with access to a full-gradient stochastic first
order oracle, but it is hard to prove the same rates for a coordinate descent procedure without smoothness
assumptions.

Given a target function accuracy e instead of query budget T, a similar randomized coordinate descent
procedure to ours achieves the minimax rate with a similar proof, but it is non-adaptive since we presently
don’t have an adaptive active learning procedure when given e. As of now, we know no adaptive UC
optimization procedure when given e.

Recently, [11]] analysed stochastic gradient descent with averaging, and show that for smooth func-
tions, it is possible for an algorithm to automatically adapt between convexity and strong convexity, and
in comparision we show how to adapt to unknown uniform convexity (strong convexity being a special
case of k = 2). It may be possible to combine the ideas from this chapter and [[11] to get a universally
adaptive algorithm from convex to all degrees of uniform convexity. It would also be interesting to see if
these ideas extend to connections between convex optimization and learning linear threshold functions.

In this chapter, we exploit recently discovered theoretical connections by providing explicit algorithms
that take advantage of them. We show how these could lead to cross-fertilization of fields in both directions
and hope that this is just the beginning of a flourishing interaction where these insights may lead to many
new algorithms if we leverage the theoretical relations in more innovative ways.
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Chapter 4

Active Learning : The effect of uniform
feature noise

In active learning, the user sequentially chooses values for feature X and an oracle returns the correspond-
ing label Y. In this chapter, we consider the effect of feature noise in active learning, which could arise
either because X itself is being measured, or it is corrupted in transmission to the oracle, or the oracle
returns the label of a noisy version of the query point. In statistics, feature noise is known as “errors in
variables” and has been studied extensively in non-active settings. However, the effect of feature noise
in active learning has not been studied before. We consider the well-known Berkson errors-in-variables
model with additive uniform noise of width o.

Our simple but revealing setting is that of one-dimensional binary classification setting where the goal
is to learn a threshold (point where the probability of a + label crosses half). We deal with regression
functions that are antisymmetric in a region of size o around the threshold and also satisfy Tsybakov’s
margin condition around the threshold. We prove minimax lower and upper bounds which demonstrate
that when o is smaller than the minimiax active/passive noiseless error derived in [34], then noise has
no effect on the rates and one achieves the same noiseless rates. For larger o, the unflattening of the
regression function on convolution with uniform noise, along with its local antisymmetry around the
threshold, together yield a behaviour where noise appears to be beneficial. Our key result is that active
learning can buy significant improvement over a passive strategy even in the presence of feature noise.

4.1 Introduction

Active learning is a machine learning paradigm where the algorithm interacts with a label-providing oracle
in a feedback driven loop where past training data (features queried and corresponding labels) are used to
guide the design of subsequent queries. Typically, the oracle is queried with an exact feature value and
the oracle returns the label corresponding precisely to that feature value. However, in many scenarios, the
feature value being queried can be noisy and it helps to analyze what would happen in such a setting. Such
situations include noisy sensor measurements of features, corrupted transmission of data from source to
storage, or just access to a limited noisy oracle.

The errors-in-variables model has been well studied in the statistical literature and their effect can be
profound. In density estimation, Gaussian error causes the minimax rate to become logarithmic in sample
size instead of polynomial, see [[67]]. For results in passive regression, refer to [31}168. [75]], and for passive
classification, see [[132]]. However, classification has not been studied in the Berkson model introduced
below. Also, deconvolution estimators require the noise fourier transform to be bounded away from zero,
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ruling out uniform noise. Finally, to the best of our knowledge, feature noise has not been studied for
active learning in any setting.
The classical errors in variables model has the graphical form W + X — Y, representing

W=X+56,
Y=m(X)+e.

Here, the label Y depends on the feature X but we do not observe X ; rather we observe the noisy feature
W. The Berkson errors in variables model is

X=W4+34,
Y=m(X)+e.

The difference is that we start with an observed feature W and then noise is added to determine X.
Graphically, this model is W — X — Y.

In this chapter, we focus on the Berkson error model since it intuitively makes more sense for active
learning - it captures the idea that we request a label for feature 1, but the oracle returns the label for X
which is a corrupted version generated from W, i.e. the noise occurs between the label request and the
oracle output. We use uniform noise since it yields insightful behavior and also has not been addressed in
the literature. We conjecture that qualitatively similar results hold for other symmetric error models.

4.1.1 Setup

Threshold Classification. Let X = [-1,1],)Y = {+,—},and f : X — ) denote a classification rule.
Assuming 0/1 loss, the risk of the classification rule f is R(f) = E[l{sx)2yy] = P(f(X) #Y). It
is known that the Bayes optimal classifier, the best measurable classifier that minimizes the risk f* =
arg miny R(f), has the following form

. )+ itm(x) >1/2,
(@) {— if m(z) < 1/2,

where m(z) = P(Y = +|X = x) is the unknown regression function. In what follows, we will consider
the case where the f* is a threshold classifier, i.e. there exists a unique ¢ € [—1, 1] with m(¢) = 1/2 such
that m(z) < 1/2if x < t,and m(x) > 1/2if z > t.

Berkson Error Model. The model is:
1. User chooses W and requests label.
2. Oracle receives a noisy W namely X = W + U.

3. Oracle returns Y where P(Y = +|X = z) = m(x).
We take the noise to be uniform: U ~ Unif[—o, o], where the noise width o is known for simplicity.

Sampling Strategies. In passive sampling, assume that we are given a batch of w; ~ Unif[—1, 1] and
corresponding labels y; sampled independently of {w) };; and {y;}j»i- In this case, a strategy S is just
an estimator Sy, : (W x Y')" — [—1, 1] that returns a guess ¢ of the threshold ¢ on seeing {w;, y; }1" ;.

In active sampling we are allowed to sequentially choose w; = S; (w1, ..., wi—1,y1,-..,Yi—1), where
S; is a possibly random function of past queries and labels, where the randomness is independent of queries
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and labels. In this case, a strategy A is a sequence of functions S; : (W x Y)=! — [~1, 1] returning
query points and an estimator S, : (W x Y')" — [—1, 1] that returns a guess  at the end.
Let SIS be the set of all passive or active strategies (and estimators) with a total budget of 7 labels.
To avoid the issue of noise resulting in a point outside the domain, we make a (Q)uerying assumption:
(Q). Querying within o of the boundary is disallowed.

Loss Measure. Lett = tA(W{‘, Y]") denote an estimator of ¢ using n samples from a passive or active
strategy. Our task will be to estimate the location of ¢, where we measure accuracy of an estimator ¢ by a
loss function which is the point error |t — ¢|.

Function Class. In the analysis of rates for classification (among others), it is common to use the Tsy-
bakov Noise/Margin Condition (see [217]), to characterize the behavior of m(x) around the threshold t.
Given constants ¢, C with C' > ¢, k > 1, and noise level o, let P(c,C,k,o) be the set of regression
functions m(x) that satisfy the following conditions (T,M,B) for some threshold t:

(T). |z —t|*=1 > |m(z) — 1/2| > c|z — t|*~! whenever |m(z) — 1/2| < ¢y for some constant eg
M). m(t+9)—1/2=1/2—m(t —9) forall 6 < o.

(B). tis at least o away from the boundary.
On adding noise U, the point where m x U (x means convolution) crosses half may differ from ¢, the point
where m crosses half. However, the antisymmetry assumption (M) and boundary assumption (B) together
imply that the two thresholds are the same. Getting rid of (M,B) seems substantially difficult.

When o = 0, (Q), (M) and (B) are vacuously satisfied, and this is exactly the class of functions and
strategies considered in [34]. Smaller £ means that the regression function is steeper, which makes it
easier to estimate the threshold and classify future labels (cf. [204]). & = 1 captures a discontinuous
m(x) jumping at ¢t.

Minimax Risk. We are interested in the minimax risk under the point error loss :

Ra(Ple,C k,0)) = inf  sup  EJf—1 4.1)
SeS, PeP(c,C ko)

where S,, is the set of strategies accessing n samples. For brevity, RY (k, o) or R (k, o) denotes risk for
(P)assive/(A)ctive sampling stratgies S%, 8;?.

Notation <, >, =<, <, >. We analyse minimax point error rates in different regimes of ¢ as a function
of n (or equivalently, for a given point error, we can analyse how the sample size n depends on o) and we
write o, for emphasis. In this chapter, f, < g, means f, /g, — 0, f,, < g, means c1g, < fn < cagn
where ¢y, co are constants, f, < g, means f, < g, or f, <X gn, fn = g, means g, = f, and f, > gn
means g, < fn.

4.2 Main Result and Comparisions

The main result of this chapter is as follows.

Theorem 4. Under the Berkson error model, when given n labels sampled actively or passively with
assumption (Q), and when the true underlying regression function lies in P(c,C, k, oy,) for known k, oy,
the minimax risk under the point error loss is:
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N . 1
n  2k-1 lfgn < n 2k-1

1. RE(P(k,o)) = { s
(P(k,)) O'n(k 2)\/%0therwise

1 . 1
n- 2k-2 lfO'n < n 2k-2

2. RA(P(k,0)) =
(P(k,2)) ag(k_Q) \/g otherwise

When k& = 1, m(z) jumps at the threshold, and we interpret the quantity n~ = as being exponentially
small, i.e. being smaller than n~? for any p. We also suppress logarithmic factors in n, o,,. If the domain
was [—R, R], the corresponding passive rates are obtained by substituting n by n/R, but active rates
remain the same upto logarithmic factors in R.

Remark. In this chapter, we focus on learning the threshold ¢. This is relevant because the threshold
maybe of intrinsic interest, and also of interest for prediction if, for example, future queries could be made
with a different noise model or can be obtained (with some cost) noise-free. Similar results can be derived
for 0/1-risk.

Zero Noise. When o = 0, the assumptions (Q,B,M) are vacuously true, and our class P(c, C, k,0)
1 1

matches the class P(c, C, k) considered in [34], and our rates for o = 0 i.e. n~ %-T and n~ 252 are
precisely the passive and active minimax point error rates in [34]].

Small Noise. When the noise is small, we get what we expect - the risk does not change with noise as
long as the noise itself is smaller than the noiseless error. In other words, as long as the noise is smaller

than the noiseless error rate of n_ﬁ for passive learning, passive learners will not really be able to
notice this tiny noise, and the minimax rate remains n" %%1 Similarly, as long as the noise is smaller than
the noiseless error rate of n_ﬁ for active learning, active learners will not really be able to notice this
tiny noise, and the minimax rate remains n— 7T . Also, the passive rates vary smoothly - at the pomt when

op XN 7T , the rates for small and large noise coincide. Similarly, at the point when o,, < n"~ = , the
aforementloned active rates for small and large noise coincide.

Large Noise and Assumption (M). When the noise is large, we see a curious behaviour of the rates.
When k£ > 2, the error rates seem to get smaller/better with larger noise for both active and passive
learning, and furthermore the noisy rates can also be better than the noiseless rate! This might seem
to violate both the information processing inequality, and our intuition that more noise shouldn’t help
estimation. Moreover, a noiseless active learner may be able to simulate a noisy situation by adding noise
and querying at the resulting point, and get better rates, violating lower bounds in [34]].

However, we make the following crucial but subtle observation. Our claimed rates are not about a
fixed function class - due to assumption (M), the function class changes with ¢, and in fact (M) requires
the antisymmetry of the regression function to hold over a larger region for larger o. This set of functions
is actually getting smaller with larger o. Even though the functions can behave quite arbitrarily outside
(t — o,t+ o), this assumption (M) on a small region of size 20 actually helps us significantly.

Given that there is no contradiction to the results of [34] or more fundamental information theoretic
ideas, there is also an intuitive explanation of why assumption (M) helps when we have large noise. As
we will see in a later figure, convolution with noise seems to “stretch/unflatten” the function around the
threshold. Specifically, for larger k£ > 2, the regression function can be quite flat around the threshold -
convolution with noise makes it less flat and more linear - in fact it behaves linearly over a large region
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of width nearly 20. This is true regardless of whether assumption (M) holds - however if (M) does not
hold, then the convolved threshold, which is the point where the convolved function crosses half, need
not be the original threshold ¢. While dropping assumption (M) will not hurt if we only want to find the
convolved threshold, but given that our aim is to estimate ¢, the problem of figuring out how much the
threshold shifted can be quite non-trivial.

Hence, large noise ensures a behaviour that is less flat and more linear around the threshold, and
assumption (M) ensures that the threshold doesn’t shift from ¢. Intuitively this is why (M) and large noise
help, and technically there is no contradiction becasue the function class is getting progressively simpler
because of more controlled growth around the threshold.

The main takeaway is that in all settings, active learning yields a gain over passive sampling. We now
describe the upper and lower bounds that lead to Theorem 1. The case £ = 1 is handled in detail for
intuitionb but proofs for & > 1 are in the Appendix.

4.2.1 Simulation of Noise Convolution
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Figure 4.1: Regression function 7(x) (red) before and F'(w) (blue) after convolution with noise. In all 3
figures, Tsybakov’s margin condition holds for 2 € [0.4, 0.6]. The top plot has a linear regression function
(k = 2), and its two blue curves are for ;,, = 0.05 (narrow), 0.2 (wide), and they show that a linear
growth around ¢ = 0.5 remains linear. The middle and bottom figure are for a flatter regression function
with k£ = 4, and o, = 0.05, 0.2 respectively, plotted separately for clarity. £ = 4 is harder than for k = 2
because the red curve is flatter around ¢, making it harder to pinpoint the threshold. However, as one can
see in both plots, noise actually helps by smoothing it out and making it more linear. However, note that
the effect of assumption (M) cannot be understated, due to which in all plots the threshold before and after
noise cross half at the same point. The effect of noise when k& = 1 can be seen in the following section.
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4.2.2 Chapter Roadmap

We devote the next two sections to proving the lower and upper bounds, in that order, that lead to Theorem
Ml While the proofs will be self-contained, we leave some detailed calculations to the appendix.
For easier readability, we present lower bounds for £ = 1 first to absorb the technique and then the

lower bounds for k& > 1. In Section [4.3| we will prove

Theorem 5 (Lower Bounds). Under the Berkson error model and assumption (Q),
1. For k =1, the passive/active lower bounds are

inf  sup E[t—t| =
SeSk peP(1,04)

1 . 1

wo fon =g

\/ 5 otherwise
{e‘" ifo, <e™

inf  sup E[t—t| =

SESH PeP(1,00) T otherwise

Jn

2. For k > 1, the passive/active lower bounds are

-1 1
n~ 2k—1 lfgn <n 21

inf  sup Elt—tl = —(k=3)
SeSE PeP(k,on) on . 2 \/gotherwise
1 1
. n- 2k-2 l'fgn < n 2k-2
inf  sup E|t—t| = —=2) /7
SeSH peP(k,on) on \/g otherwise

Following that, we again present active and passive algorithms for £ = 1 first to gather intuition and
then generalize them for k£ > 1. In Section4.4| we will prove

Theorem 6 (Upper Bounds). Under the Berkson error model and assumption (Q),
1. For k =1, a passive algorithm (WIDEHIST) and an active algorithm (ACTPASS) return ts.t.

1 . 1
o Hon=g
«/%” otherwise

{e” ifo, <e ™

sup Eft—t <
PeP(1l,0n)

sup K[t —t| <

PeP(Lon) I otherwise

Jn
2. For k > 1, a passive algorithm (WIDEHIST) and an active algorithm (ACTPASS) return ts.t.

1 _ 1
n  2k-1 lfgn_<n 2k—1

sup Eﬁ\— t| < (k3
PeP(k,on) Un( 2)\/%otherwise
_ 1 f _ 1
~ n 2=2ifo, <n 2k-2
sup Ejt—t| =< —(h-2) 1” .
PcP(k,0n) On \/; otherwise
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4.3 Lower Bounds

To derive lower bounds, we will follow the approach of [105} [218] which were exemplified in lower
bounds for active learning problems without feature noise in [32, 34]. The standard methodology is to
reduce the problem of classification in the class P(c, C, k, o) to one of hypothesis testing. Similar to
[32} 134]], it will suffice to consider two hypotheses and use the following version of Fano’s lemma from
[218] (Theorem 2.2).

Theorem 7 ([218]]). Let F be a class of models. Associated with each f € F we have a probability
measure Py defined on a common probability space. Let d(.,.) : F,F — R be a semi-distance. Let
fo. f1 € F be such that d(fo, f1) > 2a, with a > 0. Also assume that K L(Py,, Py,) < -, where KL
denotes the Kullback-Leibler divergence. Then, the following bound holds:

inf sup Pf(d(f, f)>a) > inf max Py, (d(f, fi) >a)

i t je{o,1}

e 1—4/3
> a —_—
2 max | ——,—

where the inf is taken with respect to the collection of all possible estimators of f based on a sample from
P;.

Corollary 8. If v is a constant, then p is a constant, and by Markov’s inequality, we would get

inf sup Ed(f, f) > pa
f fer

and the minimax risk under loss d would be = a.

Proof of Theorem |5}, k = 1. Choose F = P(1,0,). Let P, € P(1,0,) denote a regression function
with threshold at . We choose the semi-metric to be the distance between thresholds, i.e. d(P,, Ps) = |r—
s|. We now choose two such distributions with thresholds at least 2a,, apart (we use a,, to explicitly remind
the reader that a will later be set to depend on n) - let them be denoted P;, and P, withtgp = —an,t1 = a,
and

05—c x<t,

P(Y =+|X =2) =
054+c x>t.

Due to addition of noise, we get convolved distributions P° = P,,(Y'|W) and P! := B, (Y|W).

As hinted by the above corollary, we will choose a,, so that K L(P°, P!) is bounded by a constant, to
get a lower bound on risk > a,,. This follows by the following argument from [32].
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The K L(PY, P') can be bounded as

[ Lwr, Y
El v |lo Lol } (4.2)
W,Y g WI,Y"
~ B |og I Pl(YIW)P(Wi\Wf‘l,Yf‘l)
WYL, PO W) POWA WY
_ pl HPI(Y\W)
= Bhor o [} By 3
W\Wi
_ ZEW [EY [log POE :Wi ‘Wl, Wn” (4.4)
< n max [E! log Pl(Y|W) ‘W—w 4.5)
= LRy Y % Py ‘
< n max (PYY|w)— PY|w))? (4.6)

we[-1,1]

where holds for active learning because the algorithm determines W; when given {VVlZ -1 Yf_l} and
is independent of the model, and follows by the independence of future from past for passive learning.
(@.4) holds by law of iterated expectation. (4.3) is used for active learning but is not needed for passive
learning. (@.6) follows by an approximation

KL(Ber(1/2+p), Ber(1/2+q)) < (p — )°

for sufficiently small constants p, q.

P(Y=+|X=x) P(Y=+W=w)
20,
1724 11241 S W
mo S
1/2 VY2 b A
J ,’/7751
1/2-) V2r b W
20,
0 —4 0 —4
ty t, X ty t, X

Figure 4.2: Regression functions before (top) and after (bottom) convolution with noise.

Fi(w) :== P(Y|W = w) = [ P(Y|X)P(X|W = w)dX and a straightforward calculation reveals
that

0.5—¢c wét_o—n,
Fy(w) = 905+ S(w—1t) welt—ont+a], 4.7)
0.5+c w>t+ oy,

As depicted in Fight.2] note the behavior before and after convolution with noise: (i) m(t) = F(t) =
1/2, hence Fi(ay,) = 1/2 = Fy(—ay,) (ii) Both convolved regression functions grow linearly for a region
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of width 20, and differ only on a width of 2(o,, + a,); (iii) For a large region [a,, — 0y, —a,, + 0] of
size 2(o,, — ay), we have ]Fl (w) — Fo(w)‘ = 2ayc/op, a constant. Their gap varies when o, > a,, as
|Fo(w) — Fi(w)| =

(w—i—an—i—an)é W E [—an — op, an — oy
2a,, <% W € [an — op, —an + oy
(an—&—an)—w)é W E [—an + op, an + oy

0 otherwise.

When o,, < ay,, |F1(w) — Fo(w)‘ =

<w+an+o’n)é W E [—ap — Op, —an + 0y
2c W E [—an + op, an — oy
((an—l—an) —w)é w E [an — Op, apn, + 0y

0 otherwise.

For active learning, when o,, >~ a,, we note

9
max |PL(Y|w) — PO(Y Jw)| = 222€
we[flzl] On

2
and get KL(P°, P') < ng—g by Eq.. We choose a,, < ”—\/% which becomes our active minimax error
n

rate by Corollarywhen op = ap l.e. oy — e ™.
Similarly, if o, < exp{—n}, setting a,, < exp{—n} easily gives us an exponentially small lower
bound.
In the passive setting, Eq.(.5)) does not apply. Since the two convolved distributions differ only on an
interval of size 2(o,, + a,,), the effective number of points falling in this interval would be < n (o, + a,).
When o,, >~ a,, a simple calculation shows

KL(P°,PY) < n(o, +ay)

giving rise to a choice of a,, < +/ %", which is the passive minimax rate when o,, > a, i.e. o, >~ L

n
When o,, < %, a similar calculation shows
KL(P°,PY) < n(o, + a,)4c* = na,

giving rise to a choice of a,, < % which is the passive minimax rate when o, > a, i.e. o, < % |
Proof of Theorem |5, £k > 1 We follow a very similar setup to the case £ = 1. The difference will
lie in picking functions that are in P(c,C, k, 0,,) for general k£ # 1, and calculating the bounds on KL

divergence appropriately. However, for notational convenience, we will assume that the domain is shifted
to [—op, 2 — 0,] instead of [—1, 1] and that the distance between thresholds is a,, instead of 2a,,. Define

Bo(Y ) 1/2 — clz|Ftif z € [~0n,0]
xTr) =
0 1/2 +clz|Ftifz > 0
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1/2 —clz —ap|FVifx € [—0op, an)
Pi(Y|z) = 1/2+c|lz — an|*Lif 2 € [an, Ban + on)
1/2 + cla|F~1 itx > Bay, + oy

where 5 = W > 1 is a constant chosen such that P; € P(c,C, k,oy,) (this fact is verified
explicitly in the Appendix). For ease of notation, Fy, P, are understood to actually saturate at 0,1 if
need be (i.e. we are implicitly working with min{ P, /15 1}, etc). The two thresholds are clearly at 0, a,,
respectively, and after the point Sa,, + oy, the two functions are the same. Continuing the same notation
as fork = 1, we let P! = P;(Y|W) = Fj(w) fori =0, 1.

The following claims hold true (Appendix).

1. When o, = a,, max,, |[F1(w) — Fa(w)| < aF~1.
2. When 0, = ay,, maxy, |F1(w) — Fa(w)| < ok—2q,,.

n

3. As a subpart of the above cases, when o, < a,,, max,, |F1(w) — Fa(w)| < 0¥ 2a, =< af~!

If the above propositions are true, we can verify:

__1 __1
1. In the first case, KL(PO, Pl) = nagk—Q, hence a,, < n 2--2 is alower bound when o,, < n~ 26-2,

—(k—2) 1
2. Otherwise, K L(P°, P') < no2*~4a2, hence a,, =< “”T is a lower bound when o, > n~ 22,

The passive bounds follow by not just cons1der1ng the maximum difference between |F (w) — Fa(w)|
but also the length of that difference, since it is directly proportional to the number of points that may
randomly fall in that region. Following the same calculations,

1. When 0, < an, |Fi(w) — Fy(w)| < ak! for all w & [0, Bay, + 20,]. Hence K L(P°, Pl)

n(Ban + 20,)a2* 2 < na2*~'and a, < n” 26T is the minimax passive rate when o,, < n~ 21,
2. When 0, = ay, |Fi(w) — Fa(w)| < of~2a, for all w € [0, Ba,, + 20,]. Hence K L(P°, P) <

k3 . . . 1
n(Bay + 20,)02k~*a2 and a,, < an( 2) \/g is the minimax passive rate when o,, = n~ 21,
as verified from the Appendlx calculation. |

4.4 Upper Bounds
For passive sampling, we present a modified histogram estimator, WIDEHIST, when the noise level o,, is

larger than the noiseless minimax rate of 1/n. Assume for simplicity that the n sampled points on [—1, 1]
(2 J 1) ;
] j - 1

are equally spaced to mimic a uniform distribution, lying at

Algorithm WIDEHIST.

1. Divide [-1, 1] into m bins of width h > 2 so m = # < n. The i bin covers [-1+ (i — 1)h, —1 +
ih],i € {1,.. m} and hence each bin has pomts Let b; be the average number of positive labels
in bin ¢ of these * pomts

2. Let p; be the average of the b;’s over a all bins within +0,,/2 of bin i. We “classify” regions with
Pi < 1/2 as being — and p; > 1/2 as being +, and return 7 as the center of the first bin from left to
right where p; crosses half.

Observe that we need not operate on [—1, 1] with n queries - WIDEHIST(D,B) could take as inputs any

domain D and any query budget B. The argument below hinges on the fact that the convolved regression
function behaves linearly around .

Proof of Theorem |6, &k = 1, (Passive). Let " € {1 .,m} denote the true bin [(¢* — 1)k, 4"h] that
contains . Let ¢ be from bin 7, i.e. p; < 1/2 and p; g > 1 /2. We will argue that s very close
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to ¢*, in which case the point error we suffer is ﬁ — i*|h. Specifically, we prove that all bins except
I = {i* — 1,i*,7* + 1} will be “classified” correctly with high probability. In other words, we claim
whp. p; <1/2ifi <i*—1landp; > 1/2ifi > " + 1.

Indeed, we can show (Appendix)

Fori > i* +2, E[pi] > E[pi42] > 1/2+ £h (4.8)
Fori < i* — 2, E[pi] < E[pi-—o] < 1/2— £h (4.9)

Using Hoeffding’s inequality, we get that for bin 4, Pr(|p; — pi| > €) < 2exp {—2"5=¢?} Taking union
bound over all bins other than those in ¢* — 1,4%,4* 4 1 and setting e = *h, we get

2
Pr(Vi\I", |pi — pil > 7=h) < 2mexp{—2ngn (%) }

On

~ 2
So we get bins 7\ [* correctand i € {i* — 1,7*,7* + 1} with probability > 1 — 2n exp {nan <@) }

since m < n. Setting h = 1,/ on log(%”) makes this hold with probability > 1 — ¢ so the point error

&

i —i*|h < 2h behaves like h < /%= n

For active sampling when the noise level o, is larger than the minimax noiseless rate e ", we present
a algorithm ACTPASS which makes its n queries on the domain [—1,1] in F different epochs/rounds.
As a subroutine, it uses any optimal passive learning algorithm, like WIDEHIST(D,B). In each round,
ACTPASS runs WIDEHIST on progressively smaller domains D with a restricted budget B. Hence it
“activizes” the WIDEHIST and achieves the optimal active rate in the process. This algorithm was inspired
by a similar idea from [161].

Algorithm ACTPASS.

Let £ = [log(1/0,)] be the number of epochs and D; = [—1, 1] denote the domain of “radius”
R; = 1 around to = 0. The budget of every epoch is a constant B = n/E. For epochs 1 < e < FE, do:

1. Query for B labels uniformly on D..

2. Lett, = WIDEHIST(D,, B) be the returned estimator using the most recent samples and labels.

3. Define Dey1 = [te — 27 te + 27¢] N [—1, 1] with a radius of at most R.y; = 27¢ around t..
Repeat.
Observe that ACTPASS runs while R, > o, since by design E > log(1/0,) so 0, <27 = Rp,1.

Proof of Theorem [6}, & = 2, (Active). The analysis of ACTPASS proceeds in two stages depending on
the value of o,,. Initially, when R, is large, it is possible that o,, < R./n and in this phase, the passive
algorithm WIDEHIST will behave as if it is in the noiseless setting since the noise is smaller than its
noiseless rate. However, after some point, when R, becomes quite small, o,, = R./n is possible and then
WIDEHIST will behave as if it is in the noisy setting since noise is larger than its noiseless rate. Observe
that it cannot stay in the first phase till the end of the algorithm, since the first phase runs while o,, < R./n
but we know that o,, > Rp1 by construction, so there must be an epoch where it switches phases, and
ends the algorithm in its second phase.

We prove (by a separate induction in each epoch) that with high probability, the true threshold ¢ will
always lie inside the domain at the start of every epoch (this is clearly true before the first epoch). We
claim:

1. Before all e in phase one, t € D, w.h.p.

2. Before all e in phase two, ¢t € D, w.h.p.
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We prove these in the Appendix. If these are true, then in the second phase, WIDEHIST is in the large

noise setting and it gets an error of %. Hence the final error of the algorithm is 4/ Iff}UE" = % |

Proof of Theorem|6, & > 1. The proofs for k¥ > 1 are simply generalizations of those for k = 1. Again,
we present concise arguments here for the settings where the algorithm can actually detect noise, i.e. when
the noise level is larger than the noiseless minimax rate (otherwise, one can argue that algorithms which
worked for the noiseless case will suffice). In both cases, the algorithm remains unchanged.

1. We outline the proof for WIDEHIST when o, >~ n_Tlfl. Using similar notation as before, we will
again show that if ¢ is in bin ¢* of width h < o, then except for bins ¢* — 1,4*,7* 4+ 1, we will ’classify”
all other bins correct with high probability, by averaging over the no,, /2 points to the left and right of that
bin. Specifically, we claim

1/2 4 Aok=2h (4.10)
1/2 — Aok=2h (4.11)

For i > ¢* + 2, E[p;]

E[pi+-2]
Fori <i* —2,E[p;] <E

>
[Dix—2] <

>
<

A similar use of Hoeffding’s inequality gives
Pr(Vi\I*,|p; — pi| > Aof?h) <
2m exp {—2(%%2)\203/’“—4} .

Arguing as before, w.h.p. we get a point error of h <, /J%ki,gn < op when o, >~ n_ﬁ.

2. We outline the proof for ACTPASS when o,, > n_ﬁ. As before, the algorithm runs in two
phases, and we will prove required properties within each phase by induction.

The first phase is when R, is large and so o,, may possibly be smaller than (R, / n)Tlfl and WIDE-
HIST will achieve noiseless rates within each epoch. In the second phase, after R, has shrunk enough, o,
will become larger than (R./n) %=1 and WIDEHIST will achieve noisy rates in these epochs.

One can verify, as before, that the second phase must occur, by design. Intuitively, the second phase
must occur because we make a fixed number of queries n/FE < n/logn in a halving domain size (equiv-
alently we make geometrically increasing queries on a rescaled domain), and so relatively in successive
epochs this noiseless error shrinks, and at some point o, becomes larger than this shrinking noiseless error
rate.

As before we make the following claims:

1. Before all e in phase one t € D, w.h.p.

2. Before all e in phase two t € D, w.h.p.
These are proved in the Appendix by induction.
The final point error is given by WIDEHIST in the last epoch as U%klj”fn 5 = 1 \/% since

On

Rp < 0, and FE =< logn.

4.5 Conclusion

In this chapter, we propose a simple Berkson error model for one-dimensional threshold classification,
inspired by the setup and model analysed in [32,[34], in which we can analyse active learning with additive
uniform feature noise. To the best of our knowledge, this is the first attempt at jointly tackling feature noise
and label noise in active learning.
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This simple setting already yields interesting behaviour depending on the additive feature noise level
and the label noise of the underlying regression function. For both passive and active learning, whenever
the noise level is smaller than the minimax noiseless rate, the learner cannot notice that there is noise, and
will continue to achieve the noiseless rate. As the noise gets larger, the rates do depend on the noise level.
Importantly, one can achieve better rates than passive learning in most scenarios, and we propose unique
algorithms/estimators to achieve tight rates. The idea of “activizing” passive algorithms, like algorithm
ACTPASS did, seems especially powerful and could carry forward to other settings beyond our chapter
and [161].

The immediate future work and most direct extension to this chapter concerns the main weakness of
the chapter - the possibility of getting rid of Assumption (M), which is the only hurdle to a fair comparision
with the noiseless setting. We would like to re-emphasize that at first glance, the rates may be misleading
and counterintuitive because it “appears” as if larger noise could possibly help estimation due to the
presence of o, in the denominator for larger k.

However, we point out once more that the class of functions is not constant over all o,, - it depends on
on, and in fact it gets “smaller” in some sense with larger o,, because the assumption (M) becomes more
stringent. This observation about the non-constant function class, along with the fact that convolution with
uniform noise seems to unflatten the regression function as shown in the figures, together cause the rates
to seemingly improve with larger noise levels.

Analysing the case without (M) seems to be quite a challenging task since the noiseless and convolved
thresholds can be different - we did attempt to formulate a few kernel-based estimators with additional
assumptions, but do not presently have tight bounds, and leave those for a future work.
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4.6 Appendix: Justifying Claims in the Lower Bounds

Approximations:
1. (x+y)¥ =281 +y/z)F ~ 2F + ka*~1y when y < 2. Even when y < , both terms are the same
order.

2. (x—y)F = 2F(1 — y/2)* ~ 2% — ka*~'y when y < . Even when y < z both terms are the same
order.

3. When y < z but not y < z, by Taylor expansion of (1 + z)* around z = 0, we have (z + y)¥ =
2*(1 4 y/2)F = 2F[1 + (1 + ¢)F 1y /x] = 2F + C2¥~1y for some 0 < ¢ < y/z < 1 and some
constant C. Similarly for (z — y)F.

Let’s assume the boundary is at —o for easier calculations. (we denote a,,, 0y, as a, o here). Remember

my(z) = 1/2 + calz/2ifz > —0
(2) 1/2+c(lx—a)|lr—alf? ifr<Bato
m =
? mq () ifx >pa+o

where = W > 1is such that my € P(k,c,C, o). Clearly, when x < Sa + o, my satisfies

condition (T). So, we only need to verify that whenever x > Sa + o we have

mo(x) —1/2 = ez ! < Oz —a)F ! (4.12)
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This statement holds iff (c/C)Y/* 1) <1 —a/z & a/z <1— (¢/C)/* D o z > Ba, which
holds for all ¢ > 0, and hence m» satisfies condition (T).
Proposition 1. When o < a, maxy, | Fi(w) — Fa(w)| < a
Proposition 2. When ¢ > a max,, |Fy(w) — Fy(w)| < o 2a
Let us now prove these two propositions, with detailed calculations in each case (note that when o < a,
then max,, | F} (w) — Fo(w)| < a1 < ¢*2a, and can be checked using our approximations 1,2,3).

k—1

1. When o < a, we will prove proposition 1. Remember that we can’t query in —o < w < 0.

(a) When 0 < w < o0, we have

0 w—+o
Fu(w) = (m1 * U)(w) / (1/2—cxyxk—2>dx/2a+/o (1/2 + cab)da /20

w—o

= 124 5w+ o) — (o~ w)
= 12+ 5o (1 +w/0) = (1 w/o)!
~ 1/2+ cot 2w

w+o
Fy(w) = (mexU)(w) = /_ (1/2 — ¢(z — a)|z — a*)dz /20
= 12— 5 -lla—w-0)'—(a+0o—w)]

1/2 — c¢(la — w)*?

Q

[Boundaries: F1(0) — 1 =0, Fi(0) — 1 < 0" 1, F5(0) — § < —a*"!, Fy(0) — 1 < —a*71].
Fi(w) — Fp(w) = ak!

(b) Wheno <w<a—o

w—+o
Fu(w) = (my+ U)(w) = / (1/2 4 ca*V)da /20
= 12+ 5w +0)" — (w—0)"]

1/2 4 cwk1

Q

w+o
Fy(w) = (mexU)(w) = /_ (1/2 — ¢(z — a)|z — a*)dz /20
= 1/2- 5 lla—w—0)" —(a+0-w)]

1/2 — c¢la — w)*?

Q

[Boundaries: Fy(0)—% < oF~! Fi(a—0)—3 < aF ! Fy(0)— 5 < —a" !, Fy(a—0)—1 <
k—1
—o 7.

w1+ cla — w)k1
cla — o) P+ cla— o)

ak—l

Iﬂ(w)——fb(w)
k—1

LA IA



(c) Whena—oc <w<a

F(w) ~ 1/24cw*!

F(w) = /a (1/2—c(a;—a)|x—a\k_2)d$/20+/w+01/2+c($—a)k_1dx/20

w—o

- 1/2—%[(a—w+a)’“—(w+a—a)k}

1/2 — co*2(a — w)

Q

[Boundaries: F(a—0)—% < "1, Fi(a)— 3 < a" 1, Fh(a—0)—1 < =", Fy(a) -1 =
0]

Fi(w) — Fy(w)

?
Q
g
_|_
o
S

=

=
g

LA IA
e
L

(d) Whena<w<a+o

Fi(w) ~ 1/24 cwk!

By(w) ~ 1/24 co"2(a —w)
[Boundaries: Fy(a)—% < a* 1, Fi(a+0)—3 < af~!, Fa(a)—3 =0, Fh(a+o)— 5 < o* 1]
Fi(w) — Fy(w) < ak-1

(&) Whena+o<w<pfa—o

Fy(w) = /qi+01/2+c(x—a)k_1dx/20
— 12 gl o -0~ (w0 — )

[B: Fl(a+a)—% = ak_l,Fl(Ba—a)—% = aF 1,F2(a+a)—% = ok 1,F2(5a—0)—% =
ak—l]
Fi(w) — Fy(w) ~ cwb ™t —c(w—a)k?
< ¢(Ba—o) 4ot
S c Bk—l +1)ak)—1
< ak_l
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) When fa—oc <w < fBa+o

Fi(w) ~ 1/24 cwk!

Ba w—+o
F(w) = / 1/2+c(ﬂ:a)k_1d:c/2a+/ ’ 1/2 4 2% tdx /20
w—o Ba
= 12+ 5-[(Ba =) = (w =0 — ) + (w+0)* = (Ba)"
[Fl(ﬁafa)f% = ak_l,Fl(ﬁaqLJ)f% = ak_l,Fg(ﬂan)f% = ak_l,Fg(ﬁaqLa)f% =
ak*l]
Fi(w) - Pa(w) = b~ S (8" = (5= 1) + (w0 — a)f — (w—0)"

IN

o(8+1F a4 S (Ba)* — (Ba — 20"
—5oz (B =DMt (B 1)a— o)
c(B+1D) " 4+ o [k(Ba)* T 20] — o [k(B — 1) e o]

= B+ D) A (6 - DY
ak—l

Q

X

(g) When Ba+ o0 <w < Ba+ 20

Fiw) = 1/2+ 5l +0)f — (o)

Ba+to w+o
F(w) = / 1/2+c(x—a)k1da:/2a+/ 1/2 + ca*tdz /20

w—o Ba+o

- 1/2+ﬁ[(6a+o—a)k—(w—a—a)k—i—(w—i-a)k—(ﬁa—i—a)k]

[Fi(Bato)—% < a* 1, Fi(Ba+20)—3 < a*~1, Fy(Ba+o)—3 < a*~1, Fy(Ba+20)—1 <

ak—l]
Fi(w) — Fy(w) = ﬁ[(ﬁa o) — (Bat+o—a)l+(w—o—a)l - (w—0)
~ ﬂ[(ﬁa + o) ka — (w — 0)* k]
< gol(Bat o)™ — (Ba)*7
~ 2ot + BN - gy
= e 2k —1)/2)
= k!

(h) Whenw > fBa + 20
Fi(w) = Fa(w)
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That completes the proof of the first claim.
2. When o > a, we will prove the second proposition.
(a) When —o < w < 0, we are not allowed to query here.
(b) When 0 < w < fBa

Fi(w) = (my xU)(w)

0 w—+o
/ (1/2—cm|xk2)dm’/20+/ (1/2 + ca®V)dz /20
0

w—o

w+ o)k — (0 —w)¥]

oML+ w/o)* — (1 —w/o)"]

= 1245 k[(

= 1/2
/ +2 K7
~ 1/2+ cot 2w

Similarly Fs(w) =~ 1/2 + cok 2 (w a)
[Boundaries: F1(0) — 1 = 0, F1(Ba) — 3 < 0" 2a, F5(0) — 3 < —o*~2a, F5(Ba) < 0% 2a]

Fi(w) — Fy(w) < 0" 2a.

(¢) When fa<w <o

0 w—+o
Fi(w)= = /_ (1/2—Cl'|l‘|k_2)dl‘/20'+/0 ’ (1/2 + ca*V)dz /20
= 12+~ k[(w—i—a)k—(a—w)k]
= 1/2+ﬂ0 (1 +w/o) — (1 —w/o)]
~ 1/2+cot 2w

a T Ba+o "
Rw) = / (1/2 - el — a)|z — o) 5% / (1/2+ efa — )t 1)

w—o 20 20
w+o k—ldx
+/ﬁa+a 1/2‘1‘0%‘ %
= 1/2+2 k[ (c+a—wk+Bato—a)+ (w+o)* - (Ba+ o)
k(w — k(B—1 k k
~ 124 5l Jk(l—(waa))—i-ak(l—i-(/B(J_)a)-i-gk(l-i-;u)—Uk(l—Ff_a)]
= 1/2—1—70’“ 2lw—a+(B—1)a+w— Bd

2
= 1/2+4co"%(w —a)

[Boundarles Fi(Ba) — 3 < 0" 2a,Fi(0) — 3 < 0" 1, F5(Ba) < 0% 2a,Fh(0) — 3 =
k2
al

Fi(w) — Fy(w) < c"2a

Specifically, verify the boundary at o
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Fi(0) = Fy(0) = 5—la* — (Ba+o—a)* + (Ba+0)"]

20k
_ ¢ _ fa—a k Ba
= 2ak[a of (1 + k—— )—i—o’(l—}—k:a)}
= —k[a + kot 1]
< cobm

(d) Wheno <w<a-+o

Fi(w) = /w+a(1/2+cxk_1)dm/2a

w—o

= 124+ S J(w+ o)k — (w— o)}

20k

a T Pato o
Bw) = [ 02-do-al-af 5+ [T 024 e - a5
w—+o
+/Ba+a 1/2 4 cx 5
= 12+ k[ (0 +a—wr+Bato—a)+ (w+o)* —(Ba+ o)

sl @ ta—w = (Bato—a)—(w-0)"+(Ba+0)]
Differentiating the above term with respect to w, gives 5= [—(oc+a—w)* 1 —(w—0)*"1] <0
because 0 < w < a + o and hence F;(w) — Fy(w) is decreasing with w. We already saw
Fi(0) — Fy(0) < co¥2a. We can also verify that at the other boundary,

Fil(a+o)—Fa+o) = Lk:[ (Ba+ o —a)* —a* + (Ba+ o))
- %[ ak—a(1+k50 )+ o (1+k%)]
= ﬁ[ a® + ko 1a]
< Soh-
- 2

(e) Wheno+a<w<fa+o

Fi(w) = /w+0(1/2+c:1:k1)dx/2a

w—o

= 1/2+ w+ o) — (w—o)¥]

55 k[(
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Ba+o d w+o d
F(w) = / (1/2 + c(z — a)*h) $+/B 1/2+c:1;k_1—§

w—o 20 a+o 2

= 1/2+—[(5a+0—a)k (w—0—a) + (w+0o)* — (Ba+ o)F|

Fi(w) — Fy(w) = (w—0—a)f—(Ba+o—a) —(w—-0)*+(Ba+0)

L[
20k

Differentiating with respect to w gives - [(w — 0 — a)*! — (w — 0)*~1] < 0 because

20

w—o0—a < w-—o and so F} — F; is decreasing with w. We know Fj(a+ o) — Fy(a+0) <
gak 2a, and we can verify at the other boundary that

c
Fi(fa+o) = F(fat+o) = o—l(Ba—a)t = (Ba+o—a) = (Ba)" + (Ba+0)"]

c a—a a

~ 7[(Ba—a)k—(6a)’“—a’“(1+k75 )—i—ak(l—i—kﬁ—)]
20k o o

= 5.zl(Ba=a)" = (Ba)" + ko*d]

C
< Egh2

(f) When Sa + o0 <w < fBa+ 20

Fitw) =1/24 5w+ o) — (w — )]
Fy(w) = /Lia+al/2+c(x—a)k_ld:n/ZJ+/Bw::al/2—{—cxk_1dx/2a

= 1/2+ —[(Ba—ka—a)k (w—0 —a) + (w+ o) — (Ba+ o)
Hence

Fi(w) — Fy(w) = 2i[(m to)f —(Bat+o—a)lf+(w—0—a) - (w— o)

%

o k[(ﬁa—l—a)k 'ka — (w — o) ka]

< ool(Bat o)t = (Ba)* ]
~ ¢/20% %

- O_k—2a

—~

Alternately, by the same argument as in the previous case, differentiating with respect to w
gives o= [(w — o — a)f 1 — (w — 0)*"1] < O because w — 0 —a < w — o and so Fy — Fy is
decreasing with w. We know Fy(8a + o) — Fy(Ba + o) < $6%2a, and we can verify at the
other endpoint that

Fl(/BCL—l-QO')—FQ(BCL-FQO') =0
(g) When w > Ba+ 20, Fi(w) = Fa(w)

That completes the proof of the second proposition.
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4.7 Appendix: Convolved Regression Function, Justifying Eqs[4.8H4.11]

For ease of presentation, let us assume the threshold is at 0, and define m € P(c,C, k, o) as

m(z) = 1/2+ f(x) —l— A(x) ifz >0
1/2 = f(x)ifz <0
Due to assumption (M), A(x) must be 0 when 0 < = < ¢. Hence, the Taylor expansion of A(z) around
x = o looks like
A(z) = (x — o)A (o) + (z — 0)*A" (o) + ...
If one represents, as before, F'(x) = m* U, then directly from the definitions, it follows for § > 0 that
—o+9 dz

o+0 »
FO-FO) = [ a2+ 1@+ aeg - [ a2 1)

20 .

In particular, due to the form (T) of m, let f = ¢; |x]’“*1 for some ¢ < ¢; < C' (we could also break f into
parts where it has different c; s but this is a technicality and does not change the behaviour). Then

c1 s 5 §+o dz
F(6) - F(0) = %[(ﬂck)? — («")Z5*] +/ [(z = 0)A'(0) + (2 — 0)*A"(0) + o
= 2%0[(0 L0k —oF 4+ (o4 0)F — (—o)k] + WA'(J) ¥

- 6
~ o0+ @A/(J) + 0(6%)
Thus we get behaviour of the form
F(t+h)>1/2+co"2h

One can derive similar results when § < 0.

The claims about WIDEHIST immediately follow from the above, but we can make them a little more
explicit. First note that F'(w) = 1/2 + = (w — ¢) for w close to ¢ (in fact for w € [t — 0,¢ + 0]), as seen
in the Appendix. Consider a bin just outside the bins ¢* — 1,7*,¢* 4 1, for instance bin ¢ = ¢* 4 2 centered
at b; (note b; > t + h), and let J be the set of points j that fall within b; + 0 /2. Define

1
=~ E IY: =
bi no /2R 4 ( J +)
jeJ

where Y; € {£1} are observations at points j € J. Now, we have, since P(Y; = +) = F(j)

Ef] = s 3 F()
Jj€J

1
- IS/ (Xt
nU/2R JEZJ / +Un( J )

1 bi—t-‘rO'/Q
1/2+ / —zdz
0 Joj—t—c/2 "

Q

124 5oy (b=t /2 — (b — 1~ 0/2)]
1/2+ é(bz —t)
1/2+ £h

v
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4.8 Appendix: Justifying Claims in the Active Upper Bounds

Phase 1 (k = 1). In the first phase of the algorithm, it is possible that o < R./nbut > Ree ™ -
in other words the noise may be small enough that passive learning cannot make out that we are in the
errors-in-variables setting, and then the passive estimator will get a point error of (;;1/% in each of those
epochs (as if there is no feature noise). This point error is to the best point in epoch e, which we can
prove by induction is the true threshold ¢ with high probability. Since it trivially holds in the first epoch
(t € Dy = [—1,1]), we assume that it is true in epoch e — 1. Then, in epoch e, the true threshold ¢ is still
the best point if the estimator z._1 of epoch e — 1 was within R, of ¢, or in other words if |z.—1 —t| < Re.

This would definitely hold if “7e=L < R, ie. n > 2C1E = 2C\[log(1/0)], which is true since

o » exp{—n/2C1}. However, the algorithm cannot stay in this phase of 0 < R, /n this until the last
epoch since 0 > Rp1 = Rg/2.

Phase 2 (k = 1). When o = R./n, WIDEHIST gets an estimation error of C / ffg in epoch e. This
error is the distance to the best point in epoch e, which is ¢ by the following similar induction. In epoch

e, t is still the best point only if |z.—1 — t| < R, i.e. C3 R;/’é” < R%ie. nR. > 2C%Eo which holds

since R, > o for all e < E and since n > 2C2F (0 = exp{—n/202} implies E < n/2C3).

The final error of the algorithm is is 4/ % = O(ﬁ) since Rg < 20.

— 71 . . . B . .
Explanation for £ > 1 Assume o > n~ 2+k-2, otherwise active learning won’t notice the feature noise,

and so log(1/0) < (;‘;Cg_g). Choose total epochs E = [log(2)] < (;Zg_g) < C'logn for some C'. In each

epoch of length n/ E in a region of radius R, = 27°*1, we get a passive bound of C1 , / Lﬂkﬁi?fn/E whenever

o> (%)Tl—l .1(This must happen at some e < E = [log(1)] because R = 27511 < 20 < g0 ~2n

— 575 . _1 .
since o > n 2k—2 and hence in the last epoch o > (%) 2-1.) By the same logic as for £ = 1, we need
to verify that |z._1 — t| < R, so that if ¢ was in the search space in epoch e — 1 then it remains the in the
2
search space in epoch e, i.e. we want to verify 01202,%73‘;”3 < R? & o%2R, > ZCTlEU which is true

since R. > o and 02*=2 > 2C}E/n . (By choice of E = [log(%)], R. > Rg > 0 > Rp41 . Since
o= n T we get 02%=2 > 202 /n since E < Clogn .)
The final point error is given by the passive algorithm in the last epoch as 4 / 02’“}*273]571,/1?; since Rp < 20

and F < C'logn, this becomes =< L. /L
g

n
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Part 11

Convex Optimization
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Chapter 5

Margin-based classification : geometry,
analysis and greedy algorithms

In this chaptelﬂ we study computational aspects of linear classification, which can be reduced to linear
feasibility problems, where (for a given a matrix A) one tries to find w : ATw > 0 or a probability
distribution p : Ap = 0. We aim to deepen our understanding of a condition measure of A called margin
that determines the difficulty of these problems. Geometrically, we establish new characterizations of the
margin in terms of balls, cones and hulls, and tie them to old ones. Analytically, we present generalizations
of Gordan’s theorem, and variants of Hoffman’s theorems, both using margins. Algorithmically, we prove
new properties of classical iterative schemes, the Perceptron and Von-Neumann or Gilbert algorithms,
whose rates depend on the margin and provide a unifying perspective with known results.

5.1 Introduction

Assume that we have a d x n matrix A representing n points ay, ..., a, in R?%. In this chapter, we will
be concerned with linear feasibility problems that ask if there exists a vector w € R? that makes positive
dot-product with every a;, i.e.

73w : ATw >0, (P)

where boldfaced 0 is a vector of zeros. The corresponding algorithmic question is “if (P) is feasible, how
quickly can we find a w that demonstrates (P)’s feasibility?”.

Such problems abound in optimization as well as machine learning. For example, consider binary
linear classification - given n points x; € R? with labels y; € {+1, —1}, a classifier w is said to separate
the given points if w”z; has the same sign as y; or succinctly y;(w”z;) > 0 for all i. Representing
a; = y;x; shows that this problem is a specific instance of (P).

We call (P) the primal problem, and (we will later see why) we define the dual problem (D) as:

9p>0: Ap=0,p #0, (D)

and the corresponding algorithmic question is “if (D) is feasible, how quickly can we find a certificate p
that demonstrates feasibility of (D)?”.

Our aim is to deepen the geometric, algebraic and algorithmic understanding of the problems (P) and
(D), tied together by a concept called margin. Geometrically, we provide intuition about ways to interpret

!See Ramdas and Pefia [158]].
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margin in the primal and dual settings relating to various balls, cones and hulls. Analytically, we prove
new margin-based versions of classical results in convex analysis like Gordan’s and Hoffman’s theorems.
Algorithmically, we give new insights into the classical Perceptron algorithm. We begin with a gentle
introduction to some of these concepts, before getting into the details.

Notation We assume that the a;’s are unit length according to the ¢2 (Euclidean) norm represented by
||.||. To distinguish surfaces and interiors of balls more obviously to the eye in mathematical equations,
we choose to denote Euclidean balls in R? by O := {w € R? : |w| = 1}, @ := {w € R? : ||Jw| < 1}
and the probability simplex R"” by A := {p € R" : p > 0,||p||1 = 1}. We denote the linear subspace
spanned by A as lin(A), and convex hull of A by conv(A). Lastly, define @4 := @ Nlin(A) and r@ is
the ball of radius r (O 4, rO are similarly defined).

5.1.1 Margin p

The margin of the problem instance A is classically defined as

p = sup inf w'Ap 5.1
weOPEA

= sup inf w”a;.
weO *

If there is a w such that ATw > 0, then p > 0. If for all w, there is a point at an obtuse angle to it,
then p < 0. At the boundary p can be zero. The w € O in the definition is important — if it were w € @,
then p would be non-negative, since w = 0 would be allowed.

This definition of margin was introduced by [78] who gave several geometric interpretations. It has
since been extensively studied (for example, [170,[171]) as a notion of complexity and conditioning of the
problem instance. Broadly, the larger its magnitude, the better conditioned the pair of feasibility problems
(P) and (D) are, and the easier it is to find a witnesses of their feasibility. Ever since [220]], the margin-
based algorithms have been extremely popular with a growing literature in machine learning which it is
not relevant to presently summarize.

In Sec.(5.2), we define an important and “corrected” variant of the margin, which we call affine-
margin, that turns out to be the actual quantity determining convergence rates of iterative algorithms.

Gordan’s Theorem This is a classical theorem of the alternative, see [23,[39]]. It implies that exactly
one of (P) and (D) is feasible. Specifically, it states that exactly one of the following statements is true.

1. There exists a w such that ATw > 0.

2. There exists a p € A such that Ap = 0.
This, and other separation theorems like Farkas’ Lemma (see above references), are widely applied in
algorithm design and analysis. We will later prove generalizations of Gordan’s theorem using affine-
margins.

Hoffman’s Theorem The classical version of the theorem from [99]] characterizes how close a point is
to the solution set of the feasibility problem Ax < b in terms of the amount of violation in the inequalities
and a problem dependent constant. In a nutshell, if S := {z|Az < b} # () then

dist(z,S) < TH[A:L‘ — b4 || (5.2)
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where 7 is the “Hoffman constant” and it depends on A but is independent of b. This and similar theorems
have found extensive use in convergence analysis of algorithms - examples include [100], [77]], [196].

[87] generalize this bound to any norms on the left and right hand sides of the above inequality. We
will later prove theorems of a similar flavor for (P) and (D), where 71 will almost magically turn out to
be the affine-margin. Such theorems are useful for proving rates of convergence of algorithms, and having
the constant explicitly in terms of a familiar quantity is extremely useful.

5.1.2 Summary of Contributions

e Geometric: In Sec[5.2] we define the affine-margin, and argue why a subtle difference from Eq.(5.1)
makes it the “right” quantity to consider, especially for problem (D). We then establish geometri-
cal characterizations of the affine-margin when (P) is feasible as well as when (D) is feasible and
connect it to well-known radius theorems. This is the chapter’s appetizer.

e Analytic: Using the preceding geometrical insights, in Sec/5.3| we prove two generalizations of
Gordan’s Theorem to deal with alternatives involving the affine-margin when either (P) or (D) is
strictly feasible. Building on this intuition further, in Sec[5.4] we prove several interesting variants
of Hoffman’s Theorem, which explicitly involve the affine-margin when either (P) or (D) is strictly
feasible. This is the chapter’s main course.

e Algorithmic: In Sec[5.5] we prove new properties of the Normalized Perceptron, like its margin-
maximizing and margin-approximating property for (P) and dual convergence for (D). This is the
chapter’s dessert.

We end with a historical discussion relating Von-Neumann’s and Gilbert’s algorithms, and their ad-
vantage over the Perceptron.

5.2 From Margins to Affine-Margins

An important but subtle point about margins that is that the quantity determining the difficulty of solving
(P) and (D) is actually not the margin as defined classically in Eq.(5.1)), but the affine-margin which is the
margin when w is restricted to lin(A), i.e. w = A« for some coefficient vector o« € R™. The affine-margin
is defined as

pa = sup inf w’Ap
wEOApeA

= sup inf a’Gp 5.3)
laflg=1PEA
where G = AT A is a key quantity called the Gram matrix, and ||a||¢ = VaT Ga is easily seen to be a
self-dual semi-norm.

Intuitively, when the problem (P) is infeasible but A is not full rank, i.e. lin(A) is not R%, then p will
never be negative (it will always be zero), because one can always pick w as a unit vector perpendicular
to lin(A), leading to a zero dot-product with every a;. Since no matter how easily inseparable A is, the
margin is always zero if A is low rank, this definition does not capture the difficulty of verifying linear
infeasibility.

Similarly, when the problem (P) is feasible, it is easy to see that searching for w in directions perpen-
dicular to A is futile, and one can restrict attention to lin(A), again making this the right quantity in some
sense. For clarity, we will refer to

ph = max{0,pa} ; p; := min{0,pa} (5.4)
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when the problem (P) is strictly feasible (p4 > 0) or strictly infeasible (p4 < 0) respectively.

We remark that when p > 0, we have pj = pa = p, so the distinction really matters when p4 < 0,
but it is still useful to make it explicit. One may think that if A is not full rank, performing PCA would
get rid of the unnecessary dimensions. However, we often wish to only perform elementary operations on
(possibly large matrices) A that are much simpler than eigenvector computations.

Instability of p, compared to p

Unfortunately, the behaviour of p, is quite finicky — unlike pjg it is not stable to small perturbations
when conv(A) is not full-dimensional. To be more specific, if (P) is strictly feasible and we perturb all
the vectors by a small amount or add a vector that maintains feasibility, ij can only change by a small
amount. However, if (P) is strictly infeasible and we perturb all the vectors by a small amount or add a
vector that maintains infeasibility, p;; can change by a large amount.

For example, assume lin(A) is not full-dimensional, and |p | is large. If we add a new vector v to A
to form A’ = {A U v} where v has a even a tiny component v~ orthogonal to lin(A), then p 4 suddenly
becomes zero. This is because it is now possible to choose a vector w = v /||v|| which is in lin(4’),
and makes zero dot-product with A, and positive dot-product with v. Similarly, instead of adding a vector,
if we perturb a given set of vectors so that lin(A) increases dimension, the negative margin can suddenly
jump to zero.

Despite its instability and lack of “continuity”, it is indeed this negative affine margin that determines
rate of convergence of algorithms for (D).

5.2.1 Geometric Interpretations of p;

The positive margin has many known geometric interpretations — it is the width of the feasibility cone,
and also the largest ball centered on the unit sphere that can fit inside the dual cone (w : ATw > 0 is
the dual cone of cone(A)) — see, for example [73] and [38]. Here, we provide a few more interpretations.
Remember that pjl = p when Eq.(P) is feasible.

Proposition 9. The distance of the origin to conv(A) is p.

+ — inf — inf llA 5.5
PA I}gAIIPIIG plgAll || (5.5)

Proof: When py <0, pj = 0 and Eq.(5.3) holds because (D) is feasible making the right hand side also
zero. When p4 > 0,

pA = sup mf wl Ap = sup mf wl Ap = 1nf sup wl Ap = 1nf | Ap|. (5.6)
weQ PE we@P €l S we@
Note that the first two equalities holds when p4 > 0, the next by the minimax theorem, and the last by
self-duality of ||.|.
The quantity pj‘f is also closely related to a particular instance of the Minimum Enclosing Ball (MEB)
problem. While it is common knowledge that MEB is connected to margins (and support vector machines),
it is possible to explicitly characterize this relationship, as we have done below.

Proposition 10. The radius of the minimum enclosing ball of conv(A) is y/1 — p:’f.

Proof: It is a simple exercise to show that the following are the MEB problem, and its Lagrangian dual

min % st |e—a)? < r?
c,r

1— || Apl|l®.
max 14|l
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The result then follows from Proposition 9]

Though we will not return to this point, one may note that the (Normalized) Perceptron and related
algorithms that we introduce later yields a sequence of iterates that converge to the center of the MEB, and
if the distance of the origin to conv(A) is zero (because p4 < 0), then the sequence of iterates coverges to
the origin, and the MEB just ends up being the unit ball. Independently, note that the MEB is related to the
concept of coresets, recently quite popular in machine learning (especially support vector machines), see
[42][150]. The margin is also closely related to a central quantity in convex geometry called the support
function of a closed, convex set. The connection of margins with coresets and support functions is out of
the scope of this chapter.

5.2.2 Geometric Interpretations of |y |

Proposition 11. If p4 < 0 then |p | is the radius of the largest Euclidean ball centered at the origin that
completely fits inside the relative interior of the convex hull of A. Mathematically,

lpal = sup {R ‘HaHG < R= Aa € conV(A)}. 5.7

The proof is not particularly enlightening, and we leave it for Appendix One might be tempted to
deal with the usual margin and prove that

lp| = sup {R | w| <R=we conv(A)} (5.8)

While the two definitions are equivalent for full-dimensional lin(A), they differ when lin(A) is not full-
dimensional, which is especially relevant in the context of infinite dimensional reproducing kernel Hilbert
spaces, but could even occur when A is low rank. In this case, Eq.(5.8) will always be zero since a
full-dimensional ball cannot fit inside a finite-dimensional hull. The right thing to do is to only consider
balls (]|a||¢ < R) in the linear subspace spanned by columns of A (or the relative interior of the convex
hull of A) and not full-dimensional balls (||w| < R). The reason it matters is that it is this altered |p, |
that determines rates for algorithms and the complexity of problem (D), and not the classical margin in
Eq.(5.1)) as one might have expected.

“Radius Theorems”

Recall that AA = {Ap:p e A} =conv(A), @4 = @N1lin(A), and R@ 4 is just @4 of radius R. Since
|lalle <R & ||Aa|| < R & Aa € R@ 4, an enlightening restatement of Eq.(5.7) and Eq.(5.8) is

|p4| = sup {R | R@4 C AA}, and |p| = sup {R | R@ C AA}.

It can be read as “largest radius (affine) ball that fits inside the convex hull”. There is a nice parallel to
the smallest (overall) and smallest positive singular values of a matrix. Using A@®@ = {Ax : = € @} for
brevity,

min

ot (A) = sup {R | R@u C Ao}, and omin(A) = sup {R | R@ C Ao} (5.9)

This highlights the role of the margin is a measure of conditioning of the linear feasibility systems (P) and
(D). Indeed, there are a number of far-reaching extensions of the classical “radius theorem” of [59]. The
latter states that the Euclidean distance from a square non-singular matrix A € R™*" to the set of singular
matrices in R™*" is precisely opin (A). In an analogous fashion, for the feasibility problems (P) and (D),
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the set X of ill-posed matrices A are those with p = 0. [38] show that for a given a matrix A € R™*"
with normalized columns, the margin is the largest perturbation of a row to get an ill-posed instance or the
“distance to ill-posedness”, i.e.
min max ||a; — a;|| = |p|. (5.10)
Aeyi=1,...,n

See [38, [171]] for related discussions.

5.3 Gordan’s Theorem with Margins

We would like to make quantitative statements about what happens when either of the alternatives is
satisfied easily (with large positive or negative margin). There does not seem to be a similar result in
the literature, though we did observe a technical report by [127]] which derives an approximate Farkas’
Lemma, which is mathematically different but in the same spirit as the theorem below.

Note that without our preceding geometrical intuition, it is extremely difficult to conjecture what the
statement of the following alternatives might possibly be. The previous propositions also vastly simplify
this theorem’s proof, which if presented directly would seem unmotivated and unnatural. We hope that
just as Gordan’s theorem has found innumerable uses, one may also find our generalizations, as well as
their geometrical interpretations, useful.

Theorem 12. For any problem instance A and any constant v > 0,
1. Either 3w € O s.t. ATw > 0,0r3Ip € As.t. Ap=0.
2. Either Fw € Oa s.t. ATw > v, orIp € A s.t. || Ap|l < .
3. Either 3w € O4 s.t. ATw > —, o0r Vv € @4 dpy, € A s.t. v = Apy,.

Proof: The first statement is the usual form of Gordan’s Theorem. It is also a particular case of the other
two when v = 0. Thus, we will prove the other two:

2. If the first alternative does not hold, then from the definition of p4 it follows that p4 < ~. In
particular, pJAf < ~. To finish, observe that by Proposition@there exists p € A such that

[Apll = pi < 7. (5.11)

3. Analogously to the previous case, if the first alternative does not hold, then p4 < —~. In particular,
it captures

lpal = . (5.12)

Observe that by Proposition[I1] every point v € y@ 4 must be inside conv(A), that is, v = Ap, for
some distribution p, € A.
One can similarly argue that in each case if the first alternative is true, then the second must be false.
In the spirit of radius theorems introduced in the previous section, the statements in Theorem [12] can
be equivalently written in the following succinct forms:

1’. Either {w € O : ATw >0} #0,0or0 € AA
2’. Either {w € O : ATw >~} # 0, or y@4 N AA # ()
3°. Either {w € O4: ATw > —y} #0,or y@4 C AA
As noted in the proof of Theorem [I2] the first statement is a special case of the other two when v = 0.

In case 2, we have at least one witness p close to the origin, and in 3, we have an entire ball of witnesses
close to the origin.
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5.4 Hoffman’s Theorem with Margins

Hoffman-style theorems are often useful to prove the convergence rate of iterative algorithms by charac-
terizing the distance of a current iterate from a target set. For example, a Hoffman-like theorem was also
proved by [100] (Lemma 2.3), where they use it to prove the linear convergence rate of the alternating
direction method of multipliers, and in [[77]] (Lemma 4), where they use it to prove the linear convergence
of a first order algorithm for calculating e-approximate equilibria in zero sum games.

It is worth pointing out that Hoffman, in whose honor the theorem is named and also an author of [87]]
whose proof strategy we follow in the alternate proof of Theorem [I3] himself has not noticed the intimate
connection of the “Hoffman constant” (7 in Eq.(5.2)) to the positive and negative margin, as we elegantly
and surprisingly present in our theorems below.

5.4.1 Hoffman’s theorem for (D) when p, # 0

Theorem 13. Assume A € R™*™ is such that |p 4| > 0. For b € R™ define the “witness” set W = {x >
O0|Az = b}. If W () then for all x > 0,

Az —b
disty (z, W) < A0l (5.13)
n
where disty (z, W) is the distance from x to W measured by the {1 norm || - ||1.
Proof: Given x > 0 with Ax # b, consider a point
b— Ax
A Az — o]

Note that ||v|| = |p,| and crucially v € lin(A) (since b € lin(A) since W # ). Hence, by Theorem
there exists a distribution p such that v = Ap. Define

Az —b
PR | (5.15)
1pal
Then, by substitution for p and v one can see that
Az —b
Az = Az + o AT - Ay = (5.16)
I
Hence z € W, and disty (z, W) < ||z — 2|1 = “APJ
A

The following variation (using witnesses only in A) on the above theorem also holds, but we omit its
proof since it is similar to that of the above theorem.
Proposition 14. Assume A € R™*" is such that |p,| > 0. Define the set of witnesses W = {p €
A|Ap = 0}. Then at any p € A,

2|| A 2
sty (o117 < 21401 _ 2lpls -

= pal loal
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5.4.2 Hoffman’s theorem for (P) when p’ # 0

Theorem 15. Define S = {y|ATy > c}. Then, for all w € R?,

AT w — ][l

ph

dist(w, §) <

where dist(w, S) is the || - ||2-distance from w to S and (x~); = min{z;,0}.

Proof: Since pj > 0, there exists w € O4 with ATw > pjgl. Suppose, ATw # c1. Then we can add a
multiple of w to w as follows. Let a = [ATw — ¢]~ where (z7); = min{z;,0} = max{—z;,0}. Then
one can see that

AT<w+%w> > ATw + | max{c — ATw,0}[01 > ¢
Pa

lalloo

Hence, w + p%u’; € S whose distance from w is precisely e
A A

The interpretation of the preceding theorem is that the distance to feasibility for the problem (P) is
governed by the magnitude of the largest mistake and the positive affine-margin of the problem instance
A.

We also provide an alternative proof of the theorem above, since proving the same fact from com-
pletely different angles can often yield insights. We follow the techniques of [87]], though we significantly
simplify it. This is perhaps a more classical proof style, and possibly more amenable to other bounds not
involving the margin, and hence it is instructive for those unfamiliar with proving these sorts of bounds.

Proof: [Alternate Proof of Theorem [15]] For any given w, define a = —(ATw — ¢)~ = (—ATw + ¢)*
and hence note that a > —(ATw — ¢).

min ||w—ul = min |lw—ul] = min K|
ATu>c AT (u—w)>—ATw+c ATz>—ATw+ce
= sup ( min NTZ> (5.18)
lufl<1 \AT2=—ATwie
= sup sup  pl(=ATw+¢) (5.19)
lll<1 \p=0,Ap=p
= sup  p (—ATw +¢) (5.20)
Ipllc<1,p>0
< sup  pla < sup  Iplli]lallso (5.21)
[pla<1,p>0 Ipllc<1,p>0
lalloo
P

We used the self-duality of ||.|| in Eq.(5.18), LP duality for Eq.(5.19), ||Ap|| = ||p|l¢ by definition for

Eq.(5.20), and Holder’s inequality in Eq.(5.21). The last equality follows because p% = MaX|p|o=1,p>0 lp
+ >

since pj = infpzo,”p\\l:l Iplle-
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5.5 The Perceptron Algorithm : New Insights

This was introduced and analysed by [176], [152], [21] to solve the primal (P), with many variants in the
machine learning literature. The classical algorithm starts with wg := 0, and in iteration ¢ performs

(choose any mistake) a; : wp_qja; <0.

W < Wi—1 + a;.

A variant called Normalized Perceptron, which is a subgradient method, only updates on the worst mis-
take, and tracks a normalized w that which is a convex combination of a;’s.

(choose the worst mistake) a; = argmin{w! ja;}
a;
Wy (1 — %)wt,l + <%)ai.

The best known property of the unnormalized Perceptron or the Normalized Perceptron algorithm is
that when (P) is strictly feasible with margin pj, it finds such a solution w in 1/ ,o'*Af? iterations, as proved
by [21, [152]]. What is less obvious is that the Perceptron is actually primal-dual in nature, and we have
not found any published work with the following proposition.

Proposition 16. If (D) is feasible, the Perceptron algorithm (when normalized) yields an e-certificate oy
for (D) in 1/€? steps.

Proof: When normalized, it yields a sequence of iterates w; = Aay, «y € A with [Jw|| — 0. To see this,
observe that throughout the algorithm for ¢t > 1 the iterate w;, satisfies w; = Aoy with oy € A because of
way the sequence w; is constructed. Furthermore, observe that if min; a;frwt,l < 0 then

ltwe® = [[(t = Dwer |* + (¢ = Daf wey +1 < [[(E = Dwes | + 1.

Thus ||[fw]|? < t as long as the algorithm has not found a solution to (P). In particular, when (D) is feasible
(and hence (P) is infeasible) the iterates w; = Aay, oy € A satisty [|w|| = [|au]la < % and so we get

an e-certificate ay for (D) in 1/ €2 steps.

We prove one more nontrivial fact about the Normalized Perceptron that we have not found in the
published literature - not only does it produce a feasible w in O(1/ pf) steps, but on continuing to run
the algorithm, w; will approach the optimal w that maximizes margin, i.e. achieves margin pj". This
is actually not true with the classical Perceptron. The normalization in the following theorem is needed
because ||wy|| = ||oy||¢ # 1.

Theorem 17. Assume (P) is feasible. If wy = Acay is the sequence of NP iterates with margin p; =
infpen HO[O‘WTGp, and the optimal point v, 1= arg sup|4||,=1 nfpea o' Gp achieves the optimal margin
pjg = infpen al' Gp, then

at
vl

Qe

ph—pi < H . < 8/phvE.

Proof: For any «, let & := «/||a|. The first inequality follows because the function

p(@) = inf aTGp
pEAN
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is 1-Lipschitz with respect to the ||.||¢. We can then argue that

ar = phow + (ph — ledlle)as

Qly

el
G lolle

H HatHG G

1
< ——(llae = pfaulla + 0§ = lacllal)
fallc A &

1
< 5 (o = sl + 1% = lulal) (5.22)

where the first inequality follows by triangle inequality, and because || || = 1, and the second inequality
holds because p = inf,en ||p|l¢ and ay € A implies that

latlle > pfk. (5.23)

The rest of the proof hinges on the fact that NP can be interpreted as a subgradient algorithm for the
following problem:

: ‘_ T
éIElIIRI}IL(a) = gﬁmgx{ o’'Gp} + 3ol (5.24)
2 .
= min max{—w”a;} + L|w|? = min L(w).
min max{~w’ e} + Hlwl? = min L(w)

We reproduce a short argument from [158, [196] which shows that L(«) is minimized at pj;oz*. Let
argmin, L(a) = ta/ for some ||o/||¢ = 1 and some ¢ € R. Substituting this into Eq.(5.24)), we see that
in L _ . o+ 142 _ 1 42
min L(a) = min{—tp; + 3t"} = =50
achieved at ¢ = p} and o/ = .. Hence arg min, L(a) = pja*.
Note that NP is a (nonstochastic) subgradient method for L(«), which is 1-strongly convex with
respect to ||.||¢, and all its subgradients are bounded by 2 (since every iterate satisfies ||w|| < 1 and all

|lai|]] < 1). Hence, substituting c = A = 1 and G = 2 in Lemma 1 from [156], we can infer that the rate
of convergence of iterates a; towards the optimum pjgoz* is

lae = phoslla < 4/Vi
= llelle —ph < 4/VE (5.25)

This yields the required bound of 8/p A\f t when plugged into Eq.( -
Proposition 18. The Normalized Perceptron gives an e-approximation to the value of the positive margin
in 16/€? steps. Specifically,

|wig/e|l —€ < ph < |wig/e |

Proof: The proof follows from Eq.(5.25)) and Eq.(5.23)), which imply that w; satisfies
ph < llwell < pf+4/VE

whose rearrangement with ¢ = 16/¢2 completes the proof.

Interestingly, the question of finding elementary algorithms to estimate |p | is open, which is surpris-
ing since estimating the smallest non-negative singular value is not hard (and we have earlier noted the
similarity between the two).
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5.6 Discussion

Von-Neumann or Gilbert Algorithm for (D)

Von-Neumann described an iterative algorithm for solving dual (D) in a private communication with
Dantzig in 1948, which was subsequently analyzed by the latter, but only published in [45], and goes
by the name of Von-Neumann’s algorithm in optimization circles. Independently, Gilbert described an
essentially identical algorithm in [[76]], that goes by the name of Gilbert’s algorithm in the computational
geometry literature. We respect the independent findings in different literatures, and refer to it as the
Von-Neumann-Gilbert (VNG) algorithm. It starts from a point in conv(A), say w := a; and loops:

(choose furthest point) a; = argmax{||wi_1 — a;||}
a;

(line search, A € [0, 1]) wy < argmin [lwy|l; wy = Awi—1 + (1 — N)a;
wx

Dantzig’s paper showed that the Von-Neumann-Gilbert (VNG) algorithm can produce an e-approximate
solution (p such that || Ap|| < €) to (D) in 1/€? steps, establishing it as a dual algorithm as conjectured
by Von-Neumann. Though designed for (D), [64] proved that when (P) is feasible, VNG also produces a
feasible w in 1/ pjf steps and hence VNG is also primal-dual like the Perceptron (as proved in Proposition
[16). We can prove results analagous to Theorem[I7]and Proposition [I8|for VNG as well.

Nesterov was the first to point out in a private note to [65] that VNG is a Frank-Wolfe algorithm for

min || Apl| (5.26)
pEAN

Note that Eq.(5.24) is a relaxed version of Eq.(5.3), and also that Eq.(5.26) and Eq.(5.3) are Lagrangian
duals of each other as seen in Eq.(5.6). In this light, it is not surprising that NP and VNG algorithms have
such similar properties. Moreover, [[12] recently pointed out the strong connection via duality between
subgradient and Frank-Wolfe methods.

However, VNG possesses one additional property. Restating a result of [64] - if |[p,| > 0, then

VNG has linear convergence, finding an e-approximate solution to (D) in O<|pl|2 log (%) ) steps, and
this fact has a simple geometrical proof, summarised in Fig[5.4] in Appendix . Hence, VNG can
converge linearly with strict infeasibility of (P), but NP cannot. Nevertheless, NP and VNG can both be
seen geometrically as trying to represent the center of circumscribing or inscribing balls (in (P) or (D)) of

conv(A) as a convex combination of input points.

Summary

In this chapter, we advance and unify our understanding of margins through a slew of new results and
connections to old ones. First, we point out the correctness of using the affine margin, deriving its relation
to the smallest ball enclosing conv(A), and the largest ball within conv(A). We proved generalizations of
Gordan’s theorem, whose statements were conjectured using the preceding geometrical intuition. Using
these tools, we then derived interesting variants of Hoffman’s theorems that explicitly use affine margins.
We ended by proving that the Perceptron algorithm turns out to be primal-dual, its iterates are margin-
maximizers, and the norm of its iterates are margin-approximators.

Right from his seminal introductory paper in the 1950s, Hoffman-like theorems have been used to
prove convergence rates and stability of algorithms. Our theorems and also their proof strategies can be
very useful in this regard, since such Hoffman-like theorems can be very challenging to conjecture and
prove (see [100] for example). Similarly, Gordan’s theorem has been used in a wide array of settings in
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optimization, giving a precedent for the possible usefulness of our generalization. Lastly, large margin
classification is now such an integral machine learning topic, that it seems fundamental that we unify our
understanding of the geometrical, analytical and algorithmic ideas behind margins.

5.7 Figures

’ 4
a3

ay

Figure 5.1: Gordan’s Theorem: Either there is a w making an acute angle with all points, or the origin is
in their convex hull. (note ||a;|| = 1)

Figure 5.2: When restricted to lin(A), the margin is strictly negative. Otherwise, it would be possible to
choose w perpendicular to lin(A), leading to a zero margin.

Figure 5.3: Left: p, is the radius of the largest ball centered at origin, inside the relative interior of
conv(A). Right: p}; is the distance from origin to conv(A).
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Supporting Proofs

Proof of Proposition [I1]

Proof: We split the proof into two parts, one for each inequality.

(1) For inequality >. Choose any R such that A« € conv(A) for any ||«||¢ < R. Given an arbitrary
|l&/]lc =1, put & := —Ra/.

By our assumption on R, since ||&||¢ = R, we can infer that Aq € conv(A) implying there exists a
p € /A such that Ad = Ap. Also

O/TGﬁ = dTGa

— ~Rla'|% = - R
= inf «TGp < —R.
peEA
= sup inf o’Gp < —R,
laflg=1PEA
(in other words) P4l > R.

(2) For inequality <. It suffices to show |a|¢ < p, = Aa € conv(A4). We will prove the
contrapositive Aa ¢ conv(A) = |laf|g > |p,4|- Since conv(A) is closed and convex, if Aa ¢ conv(A),
then there exists a hyperplane, say (/3,b), with normal ||3||¢ = 1 (i.e. ||[AS|| € O) in lin(A4) and constant
b € R that separates A« and conv(A), i.e. forall p € A,

BTGa < band pT'Gp > b,

ie. fTGa < pigg srap

< sup inf fTGp= P4
18llc=1PEL

Since p; <0, |p4l < [87Gql
< lBlellalle = lale-

A

Proof of linear convergence of VNG (|p,| > 0)
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Figure 5.4: There is always a point a; such that cosa = HZ—Z‘ ~a; < pyorfcosal > |p,]. VNG sets

w1 to be the nearest point to the origin on the (hyphenated) line joining w; with a;. Consider w as the

nearest point to the origin on a (dotted) line parallel to a; through w;. Note (7/2 — 3) + o = 7 (internal

angles of parallel lines). Then, ||wii1] < ||@0] = |Jwe| cosB = ||we|sina = [Jwe]|vV1 — cos? a <
1

Jrwelly/1 = |03 7. Henee [lw| < ein O( L

log (1) > iterations.

82



Chapter 6

Margin-based classification : kernelized
smoothed primal-dual algorithms

We focus on the problem of finding a non-linear classification function that lies in a Reproducing Kernel
Hilbert Space (RKHS) both from the primal point of view (finding a perfect separator when one exists)
and the dual point of view (giving a certificate of non-existence), with special focus on generalizations of
two classical schemes - the Perceptron (primal) and Von-Neumann (dual) algorithms.

We cast our problem as one of maximizing the regularized normalized hard-margin (p) in an RKHS
and rephrase it in terms of a Mahalanobis dot-product/semi-norm associated with the kernel’s (normal-
ized and signed) Gram matrix. We derive an accelerated smoothed algorithm with a convergence rate of

Lopg" given n separable points, which is strikingly similar to the classical kernelized Perceptron algorithm

whose rate is % When no such classifier exists, we prove a version of Gordan’s separation theorem for

RKHSs, and give a reinterpretation of negative margins. This allows us to give guarantees for a primal-
Vo Vn

dual algorithm that halts in min{m, V== } iterations with a perfect separator in the RKHS if the primal is
feasible or a dual e-certificate of near-infeasibility.

6.1 Introduction

We are interested in the problem of finding a non-linear separator for a given set of n points z1, ..., z,, € R¢
with labels y1, ..., y, € {£1}. Finding a linear separator can be stated as the problem of finding a unit
vector w € R? (if one exists) such that for all i

yi(wTa:i) >0 ie. sign(wT:ci) = ;. 6.1

This is called the primal problem. In the more interesting non-linear setting, we will be searching for
functions f in a Reproducing Kernel Hilbert Space (RKHS) Fx associated with kernel K (to be defined
later) such that for all ¢

We say that problems (6.1), (6.2)) have an unnormalized margin p > 0, if there exists a unit vector w, such
that for all 7,

yi(w'a;) > p or yif(x) > p.

True to the chapter’s title, margins of non-linear separators in an RKHS will be a central concept, and we
will derive interesting smoothed accelerated variants of the Perceptron algorithm that have convergence
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rates (for the aforementioned primal and a dual problem introduced later) that are inversely proportional
to the RKHS-margin as opposed to inverse squared margin for the Perceptron.

The linear setting is well known by the name of linear feasibility problems - we are asking if there
exists any vector w which makes an acute angle with all the vectors y;z;, i.e.

(XY) w > 0,, (6.3)

where Y := diag(y), X := [z1,...,x,]. This can be seen as finding a vector w inside the dual cone of
cone{y;z;}.

When normalized, as we will see in the next section, the margin is a well-studied notion of condition-
ing for these problems. It can be thought of as the width of the feasibility cone as in [/3], a radius of
well-posedness as in [38]], and its inverse can be seen as a special case of a condition number defined by
[1'71] for these systems.

Related Work

In this chapter we focus on the famous Perceptron algorithm [176] and the less-famous Von-Neumann
algorithm [45]] that we introduce in later sections. As mentioned in [64], in a technical report by the same
name, Nesterov pointed out in a note to the authors that the latter is a special case of the now-popular
Frank-Wolfe algorithm.

Our work builds on [195} [196] from the field of optimization - we generalize the setting to learning
functions in RKHSs, extend the algorithms, simplify proofs, and simultaneously bring new perspectives
to it. There is extensive literature around the Perceptron algorithm in the learning community; we restrict
ourselves to discussing only a few directly related papers, in order to point out the several differences from
existing work.

We provide a general unified proof in the Appendix which borrows ideas from accelerated smooth-
ing methods developed by Nesterov [148] - while this algorithm and others by [145], [180] can achieve
similar rates for the same problem, those algorithms do not possess the simplicity of the Perceptron or
Von-Neumann algorithms and our variants, and also don’t look at the infeasible setting or primal-dual
algorithms.

Accelerated smoothing techniques have also been seen in the learning literature like in [215] and
many others. However, most of these deal with convex-concave problems where both sets involved are
the probability simplex (as in game theory, boosting, etc), while we deal with hard margins where one of
the sets is a unit /5 ball. Hence, their algorithms/results are not extendable to ours trivially. This work is
also connected to the idea of e-coresets [42], though we will not explore that angle.

A related algorithm is called the Winnow [128]] - this works on the /1 margin and is a saddle point prob-
lem over two simplices. One can ask whether such accelerated smoothed versions exist for the Winnow.
The answer is in the affirmative - however such algorithms look completely different from the Winnow,
while in our setting the new algorithms retain the simplicity of the Perceptron.

Chapter Outline

Section will introduce the Perceptron and Normalized Perceptron algorithm and their convergence
guarantees for linear separability, with specific emphasis on the unnormalized and normalized margins.
Section [6.3] will then introduce RKHSs and the Normalized Kernel Perceptron algorithm, which we in-
terpret as a subgradient algorithm for a regularized normalized hard-margin loss function. Section [6.4]
describes the Smoothed Normalized Kernel Perceptron algorithm that works with a smooth approxima-
tion to the original loss function, and outlines the argument for its faster convergence rate. Section
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discusses the non-separable case and the Von-Neumann algorithm, and we prove a version of Gordan’s
theorem in RKHSs. We finally give an algorithm in Section [6.6] which terminates with a separator if
one exists, and with a dual certificate of near-infeasibility otherwise, in time inversely proportional to the
margin. We end with a discussion and some open problems.

6.2 Linear Feasibility Problems

6.2.1 Perceptron

The classical perceptron algorithm can be stated in many ways, one is in the following form

Algorithm 4 Perceptron
Initialize wg = 0
for k=0,1,2,3,...do
if sign(w, ;) # y; for some i then
Wgt1 = Wk + YiT;
else
Halt: Return w;, as solution
end if
end for

It comes with the following classic guarantee as proved by [21]] and [[152]): If there exists a unit vector

max; ||z;|3

u € R such thatY X "u > p > 0, then a perfect separator will be found in —a iterations/mistakes.
The algorithm works when updated with any arbitrary point (x;,y;) that is misclassified; it has the
same guarantees when w is updated with the point that is misclassified by the largest amount, arg min; y;w ' ;.

Alternately, one can define the probability distribution over examples

p(w) = arg min (Y X "w, p), (6.4)
PEA,

where A,, is the n-dimensional probability simplex.
Intuitively, p picks the examples that have the lowest margin when classified by w. One can also

normalize the updates so that we can maintain a probability distribution over examples used for updates
from the start, as seen below:

Algorithm 5 Normalized Perceptron
Initialize wg = 0,pg = 0
for k=0,1,2,3,...do
if Y X Twy, > 0 then
Exit, with wy, as solution
else
0 =
Wp41 -
end if
end for

Eal
i 7

1
(1 — 0wy + 0, XY p(wy,)

&5



Remark. Normalized Perceptron has the same guarantees as perceptron - the Perceptron can perform its
update online on any misclassified point, while the Normalized Perceptron performs updates on the most
misclassified point(s), and yet there does not seem to be any change in performance. However, we will
soon see that the ability to see all the examples at once gives us much more power.

6.2.2 Normalized Margins

If we normalize the data points by the /2 norm, the resulting mistake bound of the perceptron algorithm
is slightly different. Let X represent the matrix with columns z;/||z;||2. Define the unnormalized and
normalized margins as

. T
p = sup inf (YX w,p),
lwl|2=1PEAn
pa = sup inf (YX, w,p).
lwllz=1PEAn

Remark. Note that we have sup),,,—; in the definition, this is equivalent to supj,,<1 iff p2 > 0.
Normalized Perceptron has the following guarantee on Xs: If po > 0, then it finds a perfect separator

in % iterations.
P3

Remark. Consider the max-margin separator v* for X (which is also a valid perfect separator for X5).

Then
T T
I Y (L L I
maxi [[eil2 i \max; ||z i\ lzill2
s
< sup min (y,xl u) = po.
ufa=1 &\ llzill2

Hence, it is always better to normalize the data as pointed out in [80]. This idea extends to RKHSs,
motivating the normalized Gram matrix considered later.

Example Consider a simple example in Ri. Assume that 4 points are located along the line 6x5 =
81, and the — points along 8z2 = 6z, for 1/r < ||z||2 < r, where r > 1. The max-margin linear
separator will be 1 = xo. If all the data were normalized to have unit Euclidean norm, then all the
+ points would all be at (0.6,0.8) and all the — points at (0.8,0.6), giving us a normalized margin of
p2 =~ 0.14. Unnormalized, the margin is p ~ 0.14/r and max; ||z;||2 = r. Hence, in terms of bounds, we
get a discrepancy of 4, which can be arbitrarily large.

Winnow The question arises as to which norm we should normalize by. There is a now classic
algorithm in machine learning, called Winnow [128]] or Multiplicate Weights. It works on a slight trans-
formation of the problem where we only need to search for u € ]R‘i. It comes with some very well-known
guarantees - If there exists a u € Ri such that YX "u > p > 0, then feasibility is guaranteed in
|u||? max; ||a;||%, log n/p? iterations. The appropriate notion of normalized margin here is

. T
1:= max min(YX_ _w
p wEAdPGAn< e ,p>’

where X is a matrix with columns x;/||z;||o. Then, the appropriate iteration bound is logn/p?. We
will return to this ¢;-margin in the discussion section. In the next section, we will normalize by using the
kernel appropriately.
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6.3 Kernels and RKHSs

The theory of Reproducing Kernel Hilbert Spaces (RKHSs) has a rich history, and for a detailed intro-

duction, refer to [184]. Let K : R? x R? — R be a symmetric positive definite kernel, giving rise to a

Reproducing Kernel Hilbert Space Fx with an associated feature mapping at each point € R¢ called

¢r : RY — Fi where ¢.(.) = K(z,.)ie. ¢.(y) = K(z,y). Fx has an associated inner product
<¢u7 ¢U>K = K(U,’U). For any f € ]:K’ we have f(l') = <f7 ¢€E>K

Define the normalized feature map
Gy = P2
K(z,z)

For any function f € Fg, we use the following notation

€ Fx and ¢x :=[da,]}.

YH(X) = (£,Yox)x = [yilf, do) k] = [M]n

K((Ez,l'l) 1

We analogously define the normalized margin here to be

;= sup inf <Yf(X),p>. (6.5)

£l x=1PEAR

Consider the following regularized empirical loss function

L(f) = { sup <—Yf(X),p>} + 3 fl%- (6.6)
PEA,
Denoting ¢ := || f||x > 0 and writing f =t (W) = tf, let us calculate the minimum value of this
function
inf L = inf inf su ti,Y~ , +
ot (f) f Anf 1]DEAP (—(tf,Yox)r,p) + 5
_ _ 1,2
= ol {—ter+ 5t
= —%p%( whent = px > 0. 6.7)

Since maxpea,, <—Y f(X), p> is some empirical loss function on the data and || f||% is an increasing

function of || f| k. the Representer Theorem [185] implies that the minimizer of the above function lies in
the span of ¢, s (also the span of the y;¢,,s). Explicitly,

L(f iYidz;, = (Y ox, 6.8
arg min L Zaysbz (Yx,a). (6.8)

Substituting this back into Eq.(6.6), we can define
Lia) = {sup <—a,p>G} + 3l (6.9)
PEAR

where G is a normalized signed Gram matrix with G;; = 1,

v iy K)o T 7
Gﬂ = Gz] = K @e) K@ a) <yz¢x¢>yy¢acj>l(

and (p, @) = p'Ga, ||allg := Va Ga. One can verify that G is a PSD matrix and the G-norm ||.|| ¢ is
a semi-norm, whose properties are of great importance to us.
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6.3.1 Some Interesting and Useful Lemmas

The first lemma justifies our algorithms’ exit condition.
Lemma 17. L(«) < 0 implies Ga > 0 and there exists a perfect classifier iff Ga. > 0.

Proof: L(a) < 0 = supyep, (—Ga,p) <0 Ga>0.Ga>0= f, = (a, Y ¢x) is perfect since

yjfoz(-rj) . Z yly] xz,i‘j)
K(zj,z ) \/K (@i, 2i) K (xj, x5)
= Gjoz > 0.

If a perfect classifier exists, then px > 0 by definition and
L(f*) = L(a™) = —%p%( <0 = Ga>0,

where f*, a* are the optimizers of L(f), L(«).
The second lemma bounds the G-norm of vectors.

< vnllalz

Proof: Using the triangle inequality of norms, we get

vValGa = \/<<a,Y<13X>,(a,Y$X)>K
| Zaiymgccillf( < Z llviyiba, ||

>l =" o,

[ K 7

y G,
7
K(l‘i, .’L‘Z)

IN

where we used (¢z,, Oz, ) Kk = K (zi, x;).
The third lemma gives a new perspective on the margin.
Lemma 19. When px > 0, f maximizes the margin iff px f optimizes L(f). Hence, the margin is
equivalently
px = sup inf (a,p), <|pll¢ forallp € A,.
laf|g=1PEAR
Proof: Let f, be any function with || f,||x = 1 that achieves the max-margin px > 0. Then, it is easy to

plug pk f, into Eq. and verify that L(px f,) = —%p%{ and hence px f, minimizes L( f).
Similarly, let f7, be any function that minimizes L(f), i.e. achieves the value L( fL) = —1p%.
Defining ¢ := || 1|, and examining Eq. (6.7), we see that L( f1) cannot achieve the value —3 p% unless

t = px and sup,en, <—Y fr(X), p> = —p?%- which means that f,/p must achieve the max-margin.
Hence considering only f =), aiyigz;xi is acceptable for both. Plugging this into Eq. li gives the
equality and

pk = inf sup (a,p), < sup (a,p)
PEAN laf|g=1 lalg=1  ©
< |lpll¢ by applying Cauchy-Schwartz

(can also be seen by going back to function space).
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6.4 Smoothed Normalized Kernel Perceptron

Define the distribution over the worst-classified points

p(f) = arg min (YF(X).p)

PEAR

or pla) := argprglAI}L(a,mG. (6.10)

Algorithm 6 Normalized Kernel Perceptron (NKP)
Set ap : =0
for k=0,1,2,3,...do
if Gag, > 0, then
Exit, with oy, as solution
else
0 =
(€7 N8 I
end if
end for

=

+

Iz

1
(1 = Op)ag, + Opp(ay)

Implicitty  fry1 = (1= 60k)fx + 0k (Y bx, p(fr))
= fr—b6k <fk - <Y€5X,P(fk)>)
Jr — 0LOL( fx)

and hence the Normalized Kernel Perceptron (NKP) is a subgradient algorithm to minimize L(f) from
Eq. (6.6).

Remark. Lemma [19] yields deep insights. Since NKP can get arbitrarily close to the minimizer
of strongly convex L(f), it also gets arbitrarily close to a margin maximizer. It is known that it finds
a perfect classifier in 1/ p%{ iterations - we now additionally infer that it will continue to improve to
find an approximate max-margin classifier. While both classical and normalized Perceptrons find perfect
classifiers in the same time, the latter is guaranteed to improve.

Remark. oy 1 is always a probability distribution. Curiously, a guarantee that the solution will lie in
A, is not made by the Representer Theorem in Eq. -any a € R" could satisfy Lemma([I7] However,
since NKP is a subgradient method for minimizing Eq. (6.6), we know that we will approach the optimum
while only choosing o € A,,.

Define the smooth minimizer analogous to Eq. as

pula) = argprglAI}l {(a,p)G + ,ud(p)} (6.11)
eiGO‘/M
o flemGedny
where d(p) = Zpi log p; + logn (6.12)

7

is 1-strongly convex with respect to the ¢1-norm [[148]]. Define a smoothened loss function as in Eq.
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Algorithm 7 Smoothed Normalized Kernel Perceptron
Set ag = 1,,/n, o 1= 2, Po := Puy (o)
fork=0,1,2,3,...do

if Gay, > 0,, then
Halt: oy, is solution to Eq. (6.8))

else
O = 113
Ot (1 — Qk)(ak + Qkpk) + lepuk (ak)
fir = (1= Op) o
Pk+1 = (1 - Qk)pk + ekpltk-H (akJrl)

end if

end for

N
I ‘w

Lufe) = sup { g, ud(p)} IEVINES

Note that the maximizer above is precisely p,, ().
Lemma 20 (Lower Bound). Af any step k, we have

L, (ar) > L(oy) — px log n.
Proof: First note that sup,,c,, d(p) = logn. Also,
sup { — (@, p), — pd(p)}

pPEAL
> sup { — (a,p),} — sup {ud(p)}.
pEAn pEAn

Combining these two facts gives us the result.
Lemma 21 (Upper Bound). In any round k, SNKP satisfies

Ly () < —5llpellZ.

Proof: We provide a concise, self-contained and unified proof by induction in the Appendix for Lemma
and Lemma[24] borrowing ideas from Nesterov’s excessive gap technique [148] for smooth minimization
of structured non-smooth functions.

Finally, we combine the above lemmas to get the following theorem about the performance of SNKP.

Theorem 19. The SNKP algorithm finds a perfect classifier f € Fx when one exists in O <7vl°g">

PK
iterations.

Proof: Lemma[20| gives us for any round F,
Ly (o) = L) — pu logn.

From Lemmas [I9] 21| we get

Luk(ak) < —%pZka < —%p%(-

Combining the two equations, we get that

L(og) < pxlogn — 3p5-

Noting that p; = (k+1f4(k+2) < (kfI)Q, we see that L(cy) < 0 (and hence we solve the problem by
Lemma|17) after at most k = 2y/2logn/p steps.
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6.5 Infeasible Problems

What happens when the points are not separable by any function f € Fg? We would like an algorithm
that terminates with a solution when there is one, and terminates with a certificate of non-separability if
there isn’t one. The idea is based on theorems of the alternative like Farkas’ Lemma, specifically a version
of Gordan’s theorem [39]:
Lemma 22 (Gordan’s Thm). Exactly one of the following two statements can be true

1. Either there exists a w € R% such that for all 1,

yi(wai) > 0,
2. Or, there exists ap € A, such that
[ XYpll2 =0, (6.13)

or equivalently ), p;y;x; = 0.

As mentioned in the introduction, the primal problem can be interpreted as finding a vector in the
interior of the dual cone of cone{y;x;}, which is infeasible the dual cone is flat i.e. if cone{y;z;} is not
pointed, which happens when the origin is in the convex combination of y;x;s.

We will generalize the following algorithm for linear feasibility problems, that can be dated back to
Von-Neumann, who mentioned it in a private communication with Dantzig, who later studied it himself
[45]].

Algorithm 8 Normalized Von-Neumann (NVN)
Initialize pg = 1, /n,wp = XYpo
for k=0,1,2,3,...do
if HXkaHQ <e then
Exit and return py as an e-solution to (6.13))
else
j = argmin; yix;rwk
Or := argminyepo 1) [[(1 — Awy + Ay;z;]l2
Pry1 = (1 — Op)pr + Ore;
Wiy1 = XY pry1 = (1 — Op)wy + Ory;v;
end if
end for

This algorithm comes with a guarantee: If the problem (6.3) is infeasible, then the above algorithm
will terminate with an e-approximate solution to in 1/€? iterations.
[64] proved an incomparable bound - Normalized Von-Neumann (NVN) can compute an e-solution

to (6.13) in O (p% log (%)) and can also find a solution to the primal (using wy) in O (p%) when it is
2 2

feasible.
We derive a smoothed variant of NVN in the next section, after we prove some crucial lemmas in
RKHSs.

6.5.1 A Separation Theorem for RKHSs

While finite dimensional Euclidean spaces come with strong separation guarantees that come under vari-
ous names like the separating hyperplane theorem, Gordan’s theorem, Farkas’ lemma, etc, the story isn’t

91



always the same for infinite dimensional function spaces which can often be tricky to deal with. We will
prove an appropriate version of such a theorem that will be useful in our setting.

What follows is an interesting version of the Hahn-Banach separation theorem, which looks a lot like
Gordan’s theorem in finite dimensional spaces. The conditions to note here are that either G > 0 or
Ipllc = 0.

Theorem 20. Exactly one of the following has a solution:

1. Either Af € Fx such that for all 1,

yif (z:) - .
———— = (f,yibz,)k >0 ie Ga>0,
K (@5, 73) (fsvidz) K
2. Ordp € A, such that
E piyi¢$i =0¢€ Fx le HpHG = 0. (6.14)

Proof: Consider the following set

Q = {(f:t) = (Zpiyiémmzpz) 1pE An}
= conv [(qugml, 1), oo, (Ynba, » 1)}

- JTKXR.

If (2) does not hold, then it implies that (0,1) ¢ . Since @ is closed and convex, we can find a
separating hyperplane between ) and (0, 1), or in other words there exists (f,t) € Fx x R such that

((£.0.(9.5)) = 0¥(g,5)€Q
and<(f,t),(0,1)> < 0.

The second condition immediately yields ¢ < 0. The first condition, when applied to (g, s) = (yi¢s,,1) €
Q yields

<fayiq~5xi>K+t > 0
yif(zi)
K(a:“ajz)

> 0

since t < 0, which shows that (1) holds.

It is also immediate that if (2) holds, then (1) cannot.

Note that G is positive semi-definite - infeasibility requires both that it is not positive definite, and also
that the witness to p' Gp = 0 must be a probability vector. Similarly, while it suffices that Gaw > 0 for
some a € R"™, but coincidentally in our case o will also lie in the probability simplex.

6.5.2 The infeasible margin py

Note that constraining || f||x = 1 (or ||af¢ = 1) in Eq. (6.5) and Lemma [19 allows px to be negative
in the infeasible case. If it was <, then px would have been non-negative because f = 0 (ie a = 0) is
always allowed.
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So what is px when the problem is infeasible? Let

conv(Yoy) = { szyﬂ;x Ip € An} C Fk

be the convex hull of the y; QNSIZ.S.
Theorem 21. When the primal is infeasible, the margirﬂ is

|pK| = Omax := sup {5 ‘ Ifllxk <o0=fe conv(YqBX)}

Proof: (1) For inequality >. Choose any d such that f € conv(Y ¢x) for any || f||x < . Given an
arbitrary f’ € Fg with || f'||x = 1, put f := —df".

By our assumption on §, we have fe conv(YgZN) x ) implying there exists a p € A,, such that f=
(Yox,p) . Also

(rwoxm), = (e
= oISl = o

Since this holds for a particular p, we can infer

inf (f.(Yéx.p)) <.

PEAR

Since this holds for any f’ with || f’||¢ = 1, we have

sup inf (f',(Yox,p)) <=6 ie |px|> 3.
1]l =1PEAn < >K

(2) For inequality <. It suffices to show || f||x < |px| = f € conv(Ydx). We will prove the
contrapositive f ¢ conv(Yox) = ||flx > o]

Since A,, is compact and convex, conv(Yg?)X) C Fk is closed and convex. Therefore if f ¢
conv(Y ¢x), then there exists g € Fg with ||g||x = 1 that separates f and conv(Y ¢yx), i.e. for all
p €A,

Oand (g, (Y x,p)) i > 0
PEA,

< sup inf (f,(Yox,p))k = pK.
||f||K:1p€A”

<gaf>K

o
)
=
=
A A

Since px <0 |px| < [(f,9)k]
< flixlglx = 1%
'We thank a reviewer for pointing out that by this definition, px might always be 0 for infinite dimensional RKHSs because

there are always directions perpendicular to the finite-dimensional hull - we conjecture the definition can be altered to restrict
attention to the relative interior of the hull, making it non-zero.
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6.6 Kernelized Primal-Dual Algorithms

The preceding theorems allow us to write a variant of the Normalized VonNeumann algorithm from the
previous section that is smoothed and works for RKHSs. Define

D> piide, = 0} ={pe An)npug _ o}

as the set of witnesses to the infeasibility of the primal. The following lemma bounds the distance of any
point in the simplex from the witness set by its ||.||¢ norm.
Lemma 23. For all ¢ € A, the distance to the witness set

W::{pEAn

2
dist(g, W) := min [lg — w|2 < min {\@, W} .

pllea=0ifpeW.
Proof: This is trivial for p € W. For arbitrary p € A,\W, let p := _lexlp 4 that (Y dx, D)k =

B pllc
1Bl < lpxl.
Hence by Theorem [21] there exists o € A,, such that

<Y§Z)X,Oé> = <Y§Z3X,]5>
Let 5 = Aa+ (1 — \)p where A = M& Then

Asa consequence,

a+lpkl”
_ 1 -
(Vox.8) = —————(Yx.lploa+lpxlp)
Iplle + K]
1 ~
= ———(Yox, |plleh + lpx|p)
Iplle + |pk]

= 0,

so 8 € W (by definition of what it means to be in W) and

: V2
lp—Bll2=Alp—all < A2 < mm{\/i V2llglle |

129

We take min with v/2 because px might be 0.

Hence for the primal or dual problem, points with small G-norm are revealing - either Lemma [T9]
shows that the margin px < ||p||¢ will be small, or if it is infeasible then the above lemma shows that it
is close to the witness set.

We need a small alteration to the smoothing entropy prox-function that we used earlier. We will now
use

dy(p) = Sllp — a3
for some given ¢ € A,,, which is strongly convex with respect to the ¢ norm. This allows us to define

: u
plla) = argprglAlgl<Ga,p>+§Hp—QH§,
L) = wp{—wmm—u%@}+am%,

PEA,

which can easily be found by sorting the entries of ¢ — &2,

When the primal is feasible, SNKPVN is similar to SNKP.
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Algorithm 9 Smoothed Normalized Kernel Perceptron-VonNeumann (SN K PV N (g, 9))
INPUT: ¢ € A,,, accuracy § > 0
Set g = ¢q, po := 2n, po = ply (o)
for k=0,1,2,3,...do
if Gag > 0,, then
Halt: «y, is solution to Eq.
else if [|p; || < 0 then
Return py,
else
O = i3
apr1 = (1= k) (o + Okpr) + 07 Pl (k)
fe1 = (1 = Op) sk
Prr1 = (1 — 0k)pk + Ok pfsy (Qky1)
end if
end for

e
I ‘w

Lemma 24 (When pr > 0and § < pg). Forany q € Ay,
—slpelle = L, (ar) = L(caw) = s
Hence SNKPVN finds a separator f in O (p—\/j) iterations.
Proof: We give a unified proof for the first inequality and Lemma [21] in the Appendix. The second
inequality mimics Lemma[20} The final statement mimics Theorem |19}
The following lemma captures the near-infeasible case.
Lemma 25 (When px < 0or d > pg). Forany q € Ay,

—3lpelle > LY (k) > — Sudist(q, W)?.

Hence SNKPVN finds a 0-solution in at most O (min {@, \ﬁﬂf{“‘c }) iterations.

Proof: The first inequality is the same as in the above Lemma [24] and is proved in the Appendix.

Lo () = wp{—@@a—w%@}+ﬂ®%
PEA,
st{—wmm—w%@}
peW
_ wp{—;%M—qﬁ}
peW

= —gupdist(q, W)?

2
>  —pmin {2, ”qu‘% } using Lemma 23]

- _ 4 4
Since pp = (k+1)7(Lk+2) < (k+”1)2 we get

2w {5 lal
< —— 2, —— .
Il < (L min { v, 120

Hence ||p||¢ < ¢ after % min {\@, %} steps.
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Algorithm 10 Iterated Smoothed Normalized Kernel Perceptron-VonNeumann (/SN K PV N (7, €))
INPUT: Constant v > 1, accuracy € > 0

Set qp :=1,,/n
fort=0,1,2,3,...do
ot = llaella/y

qt+1 ‘= SNKPVN(qt, 515)
if 0; < € then
Halt; ¢; 1 is a solution to Eq.
end if
end for

Using SNKPVN as a subroutine gives our final algorithm.
Theorem 22. Algorithm ISNKPVN satisfies

1. Ifthe primal is feasible and € < pg, then each call to SNKPVN halts in at most 2{)‘/—? iterations.

Algorithm ISNKPVN finds a solution in at most % outer loops, bounding the total iterations
by

(= (o))

2. Ifthe dual (6.14)) is feasible or € > pg, then each call to SNKPVN halts in at most O (min { Vi vn })

e pK]
steps. Algorithm ISNKPVN finds an e-solution in at most lcl)fé% §) outer loops, bounding the total
iterations by

ofom {2 ()

Proof: First note that if ISNKPVN has not halted, then we know that after ¢ outer iterations, g¢41 has
small G-norm:

lqollc
lgt+1lle < 6 < L (6.15)

The first inequality holds because of the inner loop return condition, the second because of the update for

Ot
1. Lemma |19[shows that for all p we have px < ||p||c, so the inner loop will halt with a solution to
the primal as soon as §; < px (so that ||p||¢ < & < px cannot be satisfied for the inner loop to

return). From Eq. (6.15), this will definitely happen when ”3,?% < pk,ie within T = %

iterations. By LemmaH each iteration runs for at most 2p—VK2" steps.

2. We halt with an e-solution when J§; < €, which definitely happens when loolle - €, ie within

AT
T = % iterations. Since % = 7y, by Lemma each iteration runs for at most

0] (min { Vn ﬂ}) steps.

e [pK]

6.7 Discussion
The SNK-Perceptron algorithm presented in this chapter has a convergence rate of 7?5” and the Iterated

SNK-Perceptron-Von-Neumann algorithm has a min {@, \T\/EI} dependence on the number of points.
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Note that both of these are independent of the underlying dimensionality of the problem. We conjecture
that it is possible to reduce this dependence to +/log n for the primal-dual algorithm also, without paying
a price in terms of the dependence on margin 1/p (or the dependence on €).

It is possible that tighter dependence on 7 is possible if we try other smoothing functions instead of
the /5 norm used in the last section. Specifically, it might be tempting to smooth with the ||.||¢ semi-norm
and define:

ph(e) = arg min (@, p)e + Sl =l

One can actually see that the proofs in the Appendix go through with no dimension dependence on n at
all! However, it is not possible to solve this in closed form - taking o = ¢ and p = 1 reduces the problem
to asking

p*(q) = arg min HpllE

which is an oracle for our problem as seen by equation (6.14) - the solution’s G-norm is 0 iff the problem
is infeasible.

In the bigger picture, there are several interesting open questions. The ellipsoid algorithm for solving
linear feasibility problems has a logarithmic dependence on 1/¢, and a polynomial dependence on dimen-
sion. Recent algorithms involving repeated rescaling of the space like [38] have logarithmic dependence
on 1/p and polynomial in dimension. While both these algorithms are poly-time under the real number
model of computation of [22]], it is unknown whether there is any algorithm that can achieve a polylog-
arithmic dependence on the margin/accuracy, and a polylogarithmic dependence on dimension. This is
strongly related to the open question of whether it is possible to learn a decision list polynomially in its
binary description length.

One can nevertheless ask whether rescaled smoothed perceptron methods like [S8]] can be lifted to
RKHSs, and whether using an iterated smoothed kernel perceptron would yield faster rates. The recent
work [197] is a challenge to generalize - the proofs relying on geometry involve arguing about volumes of
balls of functions in an RKHS - we conjecture that it is possible to do, but we leave it for a later work.
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Chapter 7

Linear Regression : Randomized
algorithms for ordinary least-squares

The Kaczmarz and Gauss-Seidel methods both solve a linear system X 3 = y by iteratively refining the
solution estimate. Recent interest in these methods has been sparked by a proof of Strohmer and Ver-
shynin which shows the randomized Kaczmarz method converges linearly in expectation to the solution.
Lewis and Leventhal then proved a similar result for the randomized Gauss-Seidel algorithm. However,
the behavior of both methods depends heavily on whether the system is under or overdetermined, and
whether it is consistent or not. Here we provide a unified theory of both methods, their variants for these
different settings, and draw connections between both approaches. In doing so, we also provide a proof
that an extended version of randomized Gauss-Seidel converges linearly to the least norm solution in the
underdetermined case (where the usual randomized Gauss Seidel fails to converge). We detail analytically
and empirically the convergence properties of both methods and their extended variants in all possible
system settings. With this result, a complete and rigorous theory of both methods is furnished.

7.1 Introduction

We consider solving a linear system of equations

for a (real or complex) m X n matrix X, in various problem settings. Recent interest in the topic was
reignited when Strohmer and Vershynin [206] proved the linealﬂ convergence rate of the Randomized
Kaczmarz (RK) algorithm that works on the rows of X (data points). Following that, Leventhal and Lewis
[126] proved the linear convergence of a Randomized Gauss-Seidel (RGS), i.e. Randomized Coordinate
Descent, algorithm that works on the columns of X (features).

When the system of equations is inconsistent, as is typically the case when m > n in real-world
overconstrained systems, RK is known to not converge to the ordinary least squares solution

BLs = argrrgn%Hy—XﬁHg (7.2)

as studied by Needell [141]. Zouzias and Freris [235] extended the RK method with the modified Ran-
domized Extended Kaczmarz (REK) algorithm, which linearly converges to Brg. Interestingly, in this
setting, we will argue in Section that RGS does converge to Brs without any special extensions.

"Mathematicians often refer to linear convergence as exponential convergence.

99



Motivation and contribution

The above introduction represents only half the story. When m < n, there are fewer constraints than
variables, and the system has infinitely many solutions. In this case, especially if we have no prior reason to
believe any additional sparsity in the signal structure, we are often interested in finding the least Euclidean
norm solution:

BLN = afgmﬁiﬂ 18]]2 st. y=Xp. (7.3)

While RGS converges to Brs in the overcomplete setting, we shall argue in Section that in the
undercomplete setting it does not converge to Brn. We will also argue that RK does converge to B n
without any extensions in this setting.

The main contribution of this chapter is to provide a unified theory of these related iterative methods.
We will also construct an extension to RGS, paralleling REK, which does converge to Brn (like REK
converges to Brs). Some desired properties for this algorithm include that it should also converge linearly,
not require much extra computation, and work well in simulations. We shall see that our Randomized
Extended Gauss-Seidel (REGS) method does indeed possess these desired properties. A summary of this
unified theory is provided in Table

Overconstrained, Overconstrained, .
. . . Underconstrained :

Method consistent : inconsistent : convergence to B

convergence to 3*? | convergence to Br,5? £ LN
RK Yes [2006]] No [141]] Yes (see Sec.[7.3.3
REK Yes [1235] Yes [1235] Yes (see Sec.[7.3.3
RGS Yes [[126] Yes [[126] No (see Sec. |7.3.3|)
REGS Yes (this chapter) Yes (this chapter) Yes (this chapter)

Table 7.1: Summary of convergence properties for the overdetermined and consistent setting, overdeter-
mined and inconsistent setting, and underdetermined settings. We write 3* to denote the solution to (7.1))
in the overdetermined consistent setting, with 3r¢ and B n being defined in (7.2)) and (7.3) for the other
two settings.

Chapter Outline

In Section we recap the three main existing algorithms mentioned in the introduction (RK, RGS,
REK). We discuss the performance of these algorithms in the three natural settings described in Table
in Section Section introduces our proposed algorithm (REGS) and proves its linear convergence
to the least norm solution, completing the theoretical framework. Lastly, we end with some simulation
experiments in Section to demonstrate the tightness and usefulness of our theory, and conclude in
Section

7.2 Existing Algorithms and Related Work

In this section, we will summarize the algorithms mentioned in the introduction, i.e. RK, RGS and REK.
We will describe their iterative update rules and mention their convergence guarantees, leaving the details
of convergence to the next section. Throughout the chapter we will use the notation X to represent the
ith row of X (or ith entry in the case of a vector) and X ;) to denote the jth column of a matrix X. We
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will write the estimation 3 as a column vector. We write vectors and matrices in boldface, and constants
in standard font.

7.2.1 Randomized Kaczmarz (RK)

The Kaczmarz method was first introduced in the notable work of Kaczmarz [111]]. It has gained recent
interest in tomography research where it is known as the Algebraic Reconstruction Technique (ART) [29,
79,197,1140]. Although in its original form the method selects rows in a deterministic fashion (often simply
cyclically), it has been well observed that a random selection scheme reduces the possibility of a poor
choice of row ordering [90, 98]. Earlier convergence analysis of the randomized variant were obtained
(e.g. [232]), but yielded bounds with expressions that were difficult to evaluate. Strohmer and Vershynin
[206] showed that the RK method described above has an expected linear convergence rate to the solution
B* of (7.1), and are the first to provide an explicit convergence rate in expectation which depends only on
the geometric properties of the system. This work was extended by Needell [141] to the inconsistent case,
analyzed almost surely by Chen and Powell [37]], accelerated in several ways [62, 63} 142|143\ |[154], and
extended to more general settings [126, (144, [172]].

We describe here the randomized variant of the Kaczmarz method put forth by Strohmer and Vershynin
[206]]. Taking X,y as input and starting from an arbitrary initial estimate for 3 (for example 3, = 0),
RK repeats the following in each iteration. First, a random row ¢ € {1, ..., m} is selected with probability
proportional to its Euclidean norm, i.e.

173

Pr(row =i) = X2

where || X || 7 denotes the Frobenius norm of X. Then, project the current iterate onto that row, i.e.

(yi - Xzﬂt)

: X, (7.4)
1 X3 )

By =B +

where here and throughout X ™* denotes the (conjugate) transpose of X .
Intuitively, this update can be seen as greedily satisfying the ith equation in the linear system. Indeed,
it is easy to see that after the update,

X'Bi1 =" (71.5)
Referring to (7.2) and defining

L(B) =Lly-XBI*=3> (' — X'B)
=1

we can alternatively interpret this update as stochastic gradient descent (choosing a random data-point on
which to update), where the stepsize is the inverse Lipschitz constant of the stochastic gradient

Vi - X'B) = || X713,
7.2.2 Randomized Extended Kaczmarz (REK)

For inconsistent systems, the RK method does not converge to the least-squares solution as one might
desire. This fact is clear since the method at each iteration projects completely onto a selected solution
space, being unable to break the so-called convergence horizon. One approach to overcome this is to use
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relaxation parameters, so that the estimates are not projected completely onto the subspace at each iteration
[350191, 1209, 231]]. Recently, Zouzias and Freris [235] proposed a variant of the RK method motivated by
the work of Popa [[153]] which instead includes a random projection to iteratively reduce the component of
y which is orthogonal to the range of X. This method, named Randomized Extended Kaczmarz (REK)
can be described by the following iteration updates, which can be initialized with 3, = 0 and z¢ = y:

(Z’Ji - Z; - Xi/Bt)
X3

. (X (), 2t)
(X", zip1 =2z — X2 X () (7.6)

ﬂt+1 =B+

Here, a column j € {1,...,n} is also selected at random with probability proportional to its Euclidean

norm:

1X 513
IX1%

and again X ;) denotes the jth column of X. Here, z; approximates the component of y which is

orthogonal to the range of X, allowing for the iterates 3, to converge to the true least-squares solution

of the system. Zouzias and Freris [235] prove that REK converges linearly in expectation to this solution

BLrs.

Pr(column = j) = (7.7)

7.2.3 Randomized Gauss-Seidel (RGS)

Again taking X,y as input and starting from an arbitrary 3, the Randomized Gauss-Seidel (RGS)
method (or the Randomized Coordinate Descent method) repeats the following in each iteration. First,
a random column j € {1,...,n} is selected as in (7.7). We then minimize the objective L(8) =
lly — X 8|13 with respect to this coordinate to get

X7y — XBy)
e .
XoB Y
()12

Biy1:= B¢+ (7.8)
where e(;y is the jth coordinate basis column vector (all zeros with a 1 in the jth position). It can be
seen as greedily minimizing the objective with respect to the jth coordinate. Indeed, letting X (_ ), B~
represent X without its jth column and 3 without its jth coordinate,

oL . |
95 =~ X0W—XB) = -X{)(y - X7 - Xyp). (7.9)

Setting this equal to zero for the coordinate-wise minimization, we get the aforementioned update
for 37. Alternatively, since [VL(8)) = —X (7»(y — X B), the above update can intuitively be seen as a
univariate descent step where the stepsize is the inverse Lipschitz constant of the gradient along the jth
coordinate, since the (7, j) entry of the Hessian is

[VZL(B))j; = (X*X);5 =X 5 l3-

Leventhal and Lewis [[126] showed that this algorithm has an expected linear convergence rate. We
will detail the convergence properties of this algorithm and the others in the next section.

7.3 Problem Variations

We first examine the differences in behavior of the two algorithms RGS and RK in three distinct but related
settings. This will highlight the opposite behaviors of these two similar algorithms.
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When the system of equations (7.1)) has a unique solution, we represent this by 3*. This happens
when m > n, and the system is consistent. Assuming that X has full column rank,

B* = (X*X) X"y, (7.10)

and then X 3* = y.

When does not have any consistent solution, we refer to the least-squares solution of as
Brs. This could happen in the overconstrained case, when m > n. Again, assuming that X has full
column rank, we have

Brs = (X*X) 1 X*y, (7.11)

and we can write  := y — X 315 as the residual vector.

When has infinitely many solutions, we call the minimum Euclidean norm solution given by
(7.3), Br~- This could happen in the underconstrained case, when m < n. Assuming that X has full
row rank, we have

Brn = X*(XX*) 1y, (7.12)

In the above notation,

the LS stands for Least Squares and LN for Least Norm. We shall return to each of these three
situations in that order in future sections.

One of our main contributions is to achieve a unified understanding of the behavior of RK and RGS
in these different situations. The literature for RK deals mainly with the first two settings only (see [206],
[141], [235]). In the third setting, one readily obtains convergence to an arbitrary solution (see e.g. (3)
of [129]]), but the convergence to the least norm solution is not often studied (likely for practical reasons).
The literature for RGS typically focuses on more general setups than our specific quadratic least squares
loss function L(/3) (see Nesterov [147] or Richtdrik and Taka¢ [172]). However, for both the purposes of
completeness, and for a more thorough understanding of the relationship between RK and RGS, it turns
out to be crucial to analyze all three settings (for equations (7.1)-(7.3)).

1. When 3* is a unique consistent solution, we present proofs of the linear convergence of both al-
gorithms - the results are known from papers by [206] and [[126] but are presented here in a novel
manner so that their relationship becomes clearer and direct comparison is easily possible.

2. When 3¢ is the (inconsistent) least squares solution, we show why RGS iterates converge linearly
to Br s, but RK iterates do not - making RGS preferable. These facts are not hard to see, but we
make it more intuitively and mathematically clear why this should be the case.

3. When 3z is the minimum norm consistent solution, we explain why RK converges linearly to it,
but RGS iterates do not (both so far seemingly undocumented observations) - making RK preferable.

Together, the above three points complete the picture (with solid accompanying intuition) of the op-
posing behavior of RK and RGS. Later, we will present our variant of the RGS method, the Randomized
Extended Gauss-Seidel (REGS), and compare with the corresponding variant of RK (REK). This new
analysis will complete the unified framework for these methods.

7.3.1 Overconstrained System, Consistent

Here we will assume that m > n, X has full column rank, and the system is consistent, so y = X 3*.
First, let us write the updates used by both algorithms in a revealing fashion. If RK and RGS select row ¢
and column j at step ¢ + 1, and e’ (resp. €(;)) is the ith coordinate basis row (resp. column) vector, then
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the updates can be rewritten as:

e'r -
(RK) Biyr =B+ ——5 (X' (7.13)
X112
(RGS) B = By 4 (7.14)
5 € .
TP X B
where r; = y— X 3, = X 8* — X 3, is the residual vector at iteration ¢. Then multiplying both equations
by X gives
Xi *x )
(RK) X By = XB, + WX (X7)" (7.15)
2
(HX(B* = By)
(RGS) XBi 1= XB + 5 X;. (7.16)
1 X (5 Il
We now come to an important difference, which is the key update equation for RK and RGS.
First, from the update li for RK, we have that 3, — 3, is parallel to X ¢, Also, B3, L1 — PBris
orthogonal to X* (since X*(B,,1 — 3*) = y* — y* = 0). Then by the Pythagorean theorem,
1Bes1 = B*13 = 118, — B*115 — 18111 — Bu13. (7.17)

Note that from the update (7.16), we have that X 3, | — X 3, is parallel to X (;). Also, X8, — X B* is
orthogonal to X (;) (since X (XBtH X3*) = X{;)(XB11 — y) = 0 by the optimality condition
OL/0B = 0). Then again by the Pythagorean theorem,

1XBei1 — XB*|3 = 1XB; — XB*II5 — | X Besr — XBylI5. (7.18)
The rest of the proof follows by simply substituting for the last term in the above two equations, and is
presented in the following table for easy comparison. Note 3 = X * X is the full-rank covariance matrix
and we first take expectations with respect to the randomness at the (¢ + 1)st step, conditioning on all

randomness up to the tth step. We later iterate this expectation.

Randomized Kaczmarz: Randomized Gauss-Seidel:
Et|Biia —25*”% , Et|| X Bisq —Xf*H% ,
= Hﬁt - /6*”2 - EHBH—I - 51&“2 = HXIBt - XB*HQ - EHXIBtH - Xﬁtuz
= 18; — B*|3 = || X B, —XB*H%
X12(X(B, — B2, s X (X (B, —B8Y))?
X107 (1x7)13)? HXHF (HXu)Hz)
X (B, — B)II3 IX*X (3, — 8|2
— I8 —B*|!2 (1- ixa - xge (1 = B3
' 2 I X208 — 8113 1X8, - X672 (1 IX[21X8, — X3*|3
Amin(z) )\ i
< — 3*2 - mm(z)
< 18: — Bl (1 Tr(s) > <|XxB, - X33 (1_T7~(2)

Here, A\min(2)]|8;

- B3 < 1X (B
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value of X). It follows that

* 12 )‘min(z) ! * (2

(RK) E||B, — 8%z < (1 - Tr(E)) 180 — B*I3 (7.19)
* (|2 )‘min(2> ! * (12

(RGS) El|B, — B8*|ls < (1 - Tr(E)) 180 — B |5, (7.20)

where ||w]|% = w*Ew = || X w||3 is the norm induced by X. Since X is invertible when m > n and X
has full column rank, the last equation also implies linear convergence of E||3, — 8*||?. The final results
exist in Leventhal and Lewis [126], Strohmer and Vershynin [206] but there is utility in seeing the two
proofs in a form that differs from their original presentation, side by side. In this setting, both RK and
RGS are essentially equivalent (without computational considerations).

7.3.2 Overconstrained System, Inconsistent

Here, we will assume that m > n, X is full column rank, and the system is inconsistent, so y = X8rs +
7, where r is such that X *r = 0. It is easy to see this condition, because as mentioned earlier,

Brs = (X*X) ' X*y,

implying that X* X 3¢ = X ™y. Substituting y = X Brs + r gives that X *r = 0.

In this setting, RK is known to not converge to the least squares solution, as is easily verified exper-
imentally and geometrically. The tightest convergence upper bounds known are by [141]] and [235] who
show that

9 )\min(E) t 2 HTH%
E19, — Pusl < (1- 22200 18, - pusi + 1L
_(_ mmnX)Y o rl3
- (1 — HXH%> 180 — Brsll5 + Tmin(X)2’

where we write opmin(X) to denote the smallest (non-zero) singular value of X and again || X || its
Frobenius norm. Attempting the previous proof, no longer holds — the Pythagorean theorem fails
because B,,1 — Brs is no longer orthogonal to X* since X*(8,,, — Brs) = y' — X'BLs # 0.
Intuitively, the reason RK does not converge is that every update of RK (say of row %) is a projection onto
the “wrong” hyperplane that has constant 3/* (where the “right” hyperplane would involve projecting onto
a parallel hyperplane with constant yy* — 1 where r was defined above). An alternative intuition is that all
RK updates are in the span of the rows, but 31,5 is not in the row span. These intuitive explanations are
easily confirmed by experiments seen in [[14 1} 235]]. Zouzias and Freris [235]] alleviate this issue with the
REK algorithm, whose convergence obeys

2 (x)\ /2 2 (x
B8, - Brsll} < (1 - U|I|HX(”)) (1 i z";m((X))nﬁLs@) | 721)
F max

However, the fate of RK doesn’t hold for RGS. Almost magically, in the previous proof, the Pythagorean
theorem still holds in Eq.(7.18)) because

z(j)(XBH»l — XBLs) = X?j)(XBtH -y + X?j)(y — XBrs) = 0.
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The first term is O by the optimality condition for 8, i.e. X, (XB;1 —y) = OL/0B = 0. The
second term is zero by the global optimality of Brg, i.e. X*(y — XBrs) = VL = 0. Also, X is full
rank as before. Indeed, RGS works in the space of fitted values X 3 and not the iterates 3.

In summary, RK does not converge to the LS solution, but RGS does at the same linear rate. This is
what motivated the development of Randomized Extended Kaczmarz (REK) by Zouzias and Freris [235]]
which, as discussed earlier, is a modification of RK designed to converge to Brs by randomly projecting
out . An independent paper by Dumitrescu [57] argues however that in this setting RGS is preferable to
REK in terms of computational convergence.

7.3.3 Underconstrained System, Infinite Solutions

Here, we will assume that m < n, X is full row rank and the system is consistent with infinitely many
solutions. As mentioned earlier, it is easy to show that

BN = X" (XX")ly
(which clearly satisfies X 31, n = y). Every other consistent solution can be expressed as
B=pBLN+ 2z where Xz =0.

Clearly any such 3 would also satisfy X3 = X@Brn = 0. Since Xz = 0, z L Brn implying
181> = |BL~||? + ||z]|?, showing that By is indeed the minimum norm solution as claimed.

In this case, RK has good behavior, and starting from 3, = 0, it does converge linearly to Bz .
Intuitively, BNy = X *a (for a = (X X*)~'y) and hence is in the row span of X . Starting from 3, = 0,
RK only adds multiples of rows to its iterates, and hence will never have any component orthogonal to
the row span of X. There is exactly one solution with no component orthogonal to the row span of X,
and that is 31, v, and hence RK converges linearly to the required point, where the rate can be bounded
in exactly the same way as (7.20). It is important not to start from an arbitrary 3, since the RK updates
can never eliminate any component of 3 that is perpendicular to the row span of X. Of course, the same
properties are shared by REK for this case as well.

Mathematically, the previous earlier proof works because the Pythagorean theorem holds since it is
a consistent system. Now, X is not full rank but note that since both Bz, and 3, are in the row span,
B; — BrN has no component orthogonal to X (unless it equals zero in which case the algorithm has
already converged). Hence A\uin (2)]|3; — B || < || X (8, — Brn)||? holds, where Apin (%) is now
understood to be the smallest positive eigenvalue of 3.

RGS unfortunately suffers the opposite fate. The iterates do not converge to 3z, even though X 3,
does converge to X 3rn. Mathematically, the convergence proof still carries forward as before until
(7.20)), but in the last step when X *X cannot be inverted because it is not full rank. Hence we get
convergence of the residual to zero, without getting convergence of the iterates to the least norm solution.

Unfortunately, when each update is cheaper for RK than RGS (due to matrix size), RGS is preferred
for reasons of convergence and when it is cheaper for RGS than RK, RK is preferred.

74 REGS

We next introduce an extension of RGS, analogous to the extension REK of RK. The purpose of extending
RK was to allow for convergence to the least squares solution. Now, the purpose of extending RGS is to
allow for convergence to the least norm solution. We view this method as a completion to the unified
analysis of these approaches, and it may also possess advantages in its own right.
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The algorithm

Consider the linear system with m < n. Let BN denote the least norm solution of the underde-
termined system as described in (7.3). The REGS algorithm is described by the following pseudo-code.
Analogous to the role z plays in REK, z iteratively approximates the component in 3 orthogonal to the
row-span of X . By iteratively removing this component, we converge to the least norm solution.

Algorithm 11 Randomized Extended Gauss-Seidel (REGS)
1: procedure (X, y, maxlIter) >m X n matrix X, y € C™, maximum iterations 7T’
2: Initialize By = 0, 29 = 0
3: fort=1,2,...,7T do

2
4: Choose column X ;) with probability ”ﬁgﬁg 2
. 1|12
5: Choose row X* with probability ‘I‘I“)’(CH”QQ
F
Xy (XBu—1y—veg
_ 2@\ Pe-y ©)
6: Set~, = X2
7: SetB; =By 1+
8 Set P; = Id,, — % > Id,, denotes the n X n identity matrix
2
9: Update z; = Pi(thl + ")’t)
10: Update BLY = 3, — 2,
11: end for

122 Output 3-V
13: end procedure

Main result
Our main result for the REGS method shows linear convergence to the least norm solution.

Theorem 23. The REGS algorithm outputs an estimate B%N such that

B
E|BEY — Brnlf3 < o7 |B5N |3 + 2ol T/ —— (7.22)
1 -«

_ 1IXBrnl3 _ ( _ O—'?nin(X)>
where B = X2 and o = (1 Xz )

Proof: We devote the remainder of this section to the proof of Theorem

Let E;_; denote the expected value conditional on the first ¢ — 1 iterations, and instate the notation
of the theorem. That is, B;_1[-] = E[- | i1, j1, 2, j2, ...i¢_1, jt_1] Where iz is the t*** row chosen and
Jt 18 the t*t" column chosen. We denote conditional expectation with respect to the choice of column
asE]_ [ = E[ | 41,41, -.5—1, ji—1, i¢]. Similarly, we denote conditional expectation with respect to the
choice of row as E!_;[-] = E[- | 41, ji1, ---it—1, jt—1, jt). Then note by the law of total expectation we have
that B, 1[-] = E_, [E{fl [-]]. We will use the following elementary facts and lemmas.
Fact 1. (/233 Fact 3]) For any P; as in the algorithm, E||P;w||3 < o||w||3 for any w.
Lemma 26. (/l/26, Thm. 3.6]) We have that

Ei1| X8, — XBrn|3 < ol X8, 1 — XBLn]3

and that
E|XB; — XBLn|5 < o' | XBy — XBLnll3-
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Now we first consider ||35Y — Brn||3:

18:Y — Brwll3 = 118, — 2 — Bl
=B, — Pi(zi-1 +7,) — PiBrn — (Id,, — P)BrN|3
= 8; — Pi(ze-1 + B; — B_1) — PiBLn — (Id, — P;)BLn |l
= [|(Idn — Pi)B, + Pi(By_1 — z:1) — PiBin — (Idn — P;)BLn 3
= [|(Idy — P)B; + PN — PiBn — (Id, — P;)BLn |3
= [|Pi(B{ — BLn) + (Id, — Pi)(B, — BLn) I3
= |P:(B:Y — Bl + | (Idn — Pi)(B, — B3 (7.23)

So far, we have only used substitution of variables as defined for the algorithm and that 37, n = P;BLN +
(Id, — P;)BLn is an orthogonal decomposition. We first focus on the expected value of the second term.

Lemma 27. We also have that

o X (8;_1 — B3

‘ B 2
Eq[|(Idn — Pi)(B; — Bon)|2 < X112

Proof:

[\

Ei1|(Idy — P:)(B: — BLn)ll2

:mlﬁ—mm%ﬁzg)@—mm]
. [rX%ﬁt —ﬂm)rré]
X712
g |m X8 —ﬂmn%]
1X713

g[S IXB Bl X
e XX
L i=1 H H2 F

| IX B = Bun)I3
SHIXIE

_ ol X8~ Bl

- 1X1%

The first line follows by expanding the norm, the second line since (Id,, — P;) is a projection matrix,
the third line from the definition of P;, the fourth line is computation, the fifth line follows from the law
of total expectation, the next two lines are computation, and finally the last line follows by Lemma 26
Notice that in the seventh line, E]_; = E,_; because the random variable 3, only depends on the choice
of columns.
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We want to control the term 1, = E|/(Id,, — P;)(8; — BLn)||3 by bounding it by some o and B such
that r, < a!B. We calculate this here:

E|(Id, — P;)(B; — BLN)|3 = E[Ei_1|(Idy — P;)(B; — BLN)|I3)
oF|| X (8;_1 — Bn)|l3
- 1 X%

atHX/BO — XBrn|3
- 1 X 1%

The first line follows by definition, the second is by Lemma[27] and the third by Lemma [26]
Finally, we take the expected value of [|3-" — Brn||3. From equation (7.23) and using Fact |1/ we
obtain:

E|B{Y — Brn |3 = Bl P:(B{ — Buw)|3 + E|(Id, — Pi)(8; — Ben)|3
< aE|[(B1 — B3 + Ell(Id, — Pi)(8, — BLn) 13-

We complete the proof using the following lemma from [235]]:
Lemma 28. (/235 Thm. 8]) Suppose that for some o, & < 1, the following bounds hold for all t* > 0:

E|BLYN — B3 < oE||BEN, — BLN|3 + r- and r- < a¥ B.

Then for any T > 0,

_ B
EIBFY ~ B3 < o185 — B3 + (a2 4 alT/2) =

Letting « = @ = «, rf = E|(Id, — P;)(B, — BLN)||3, B = W, and noting that
F
ﬁOLN = B, = 0, we complete the proof of Theorem

Comparison

Theorem 23] shows that, like the RK and REK methods, REGS converges linearly to the least-norm
solution in the underdetermined case. We believe it serves to complement existing analysis and com-
pletes the theory of these iterative methods in all three cases of interest. For that reason, we compare
the three approaches for that setting here. For ease of comparison, set « as in Theorem [23] and write
K = 0max(X)/0min(X) for the condition number of X . From the convergence rate bounds for RK [206]
and REK [233] given in Section and after applying elementary bounds to of Theorem 23] we
have:

(RK) E|B, - Brnl3 < oBrnl3 (7.24)
(REK) EBy —Binll3 < of(1+26%) B3 (7.25)
(REGS) El|By — Bonl3 < o (1+26%)]BLnlf3- (7.26)

Thus, up to constant terms (which are likely artifacts of the proofs), the bounds provide the same
convergence rate «, which is not surprising in light of the connections between the methods. We compare
these approaches experimentally in the next section.
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7.5 Empirical Results

In this section we present our experimental results. The code used to run these experiments can be found
at [[7]. For each experiment, we initialize a matrix X and vector 3 with independent standard normal
entries and run 50 trials. The right hand side y is taken to be X 3. At each iteration ¢, we keep track of
the ly-error ||BEY — Brn||3 and fix the stopping criterion to be ||BFY — Brn||3 < 107 (of course in
practice one chooses a more practical criterion). In each plot, the solid blue line represents the median
£o-error at iteration k, the light blue shaded region captures the range of error across trials, and the red line
represents the theoretical upper bound at each iteration. In Figure we show the convergence of ﬁfN
for varying sized underdetermined linear systems. In Figure we show the convergence of a matrix X
of size 700x1000 and its theoretical upper bound. As it turns out, the REGS algorithm often converges
much faster than the theoretical worst-case bound.

Convergence of X:150x500 Convergence of X:mx500
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[3=] 1]
o median convergence o
(=) - ) (=)
10710 theor@Tnoa\ . . . 10710 . . . .
0 2000 4000 6000 3000 0 2000 4000 G000 3000

Iteration Iteration

Figure 7.1: Left: £5-error of REGS on a 150 x 500 matrix and its the theoretical bound. Right: Comparison
of /5-error of REGS for m x 500 sized matricies with m = 50, 100, 150.

We also tested REGS on tomography problems using the Regularization toolbox by Hansen [93]
(http://www.imm.dtu.dk/~pcha/Regutools/). For the 2D tomography problem X3 = y
with X an m x n matrix where n = dN? and m = N2, we use N = 20 and d = 3 for our experiments.
Here, X consists of samples of absorption along a random line on an N x N grid and d is the oversampling
factor. The results from this experiment are shown in Figure

We also compare the performance of all four algorithms (RK, REK, RGS, REGS) under the different
settings discussed in this chapter. Each line in each plot represents the median /»-error at that iteration or
CPU time over 50 trials using a stopping criterion of 10~6. For the underdetermined case, X is a 50 x 500
Gaussian matrix and a 500 x 50 Gaussian matrix for the overdetermined cases. In the overdetermined,
inconsistent case, we set y = X3 + r where r € null(X*) (computed in Matlab using the null ()
function). Figure Figure and Figure show the empirical results for the underdetermined,
overdetermined inconsistent, and overdetermined consistent cases respectively. Note we only plot the
methods which actually converge to the desired solution in each case. Looking at iterations to convergence,
it seems that RK and RGS converge faster than their extended counterparts while REGS and REK converge
to the desired solution at about the same rate.
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Figure 7.2: Left: ¢2-error of REGS on a 700 x 1000 matrix and its the theoretical bound. Right: ¢/-error
of REGS on the tomography problem with a 400 x 1200 matrix.

Underdetermined X:50x500 . Underdetermined X:50x500
10 &

g — Rk g — RK
= —REK e —  REK
= = 0
o REGS o 10 REGS
£ £
=] =]
= =
- o
2 g 10
@ @
2 2
3 8 5
= = 10
£ £
R 3]
Qo o

B -B

10 . . . . . . 10 . . . .
o] 200 400 800 300 1000 1200 o] 5 10 15 20
Iteration CPU time

Figure 7.3: Comparison of median ¢2-error of RK, REK, and REGS for an underdetermined system.

Conclusion

The Kaczmarz and Gauss-Seidel methods operate in two different spaces (ie. row versus column space),
but share many parallels. In this chapter we drew connections between these two methods, highlighting
the similarities and differences in convergence analysis. The approaches possess conflicting convergence
properties; RK converges to the desired solution in the underdetermined case but not the inconsistent
overdetermined setting, while RGS does the exact opposite. The extended method REK in the Kaczmarz
framework fixes this issue, converging to the solution in both scenarios. Here, we present the REGS
method, a natural extension of RGS, which completes the overall picture. With these results, we present a
unified analysis of all four methods which we hope will assist researchers working with these approaches.
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Figure 7.4: Comparison of median /2-error of RGS, REK, and REGS for an overdetermined, inconsistent
system.
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Figure 7.5: Comparison of median ¢s-error of RK, RGS, REK, and REGS for an overdetermined, consis-
tent system
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Chapter 8

Ridge Regression : Randomized algorithms
for Tikhonov regularization

The Kaczmarz and Gauss-Seidel methods aim to solve a linear m x n system X 3 = y by iteratively re-
fining the solution estimate; the former uses random rows of X and the latter uses random columns of X.
Interest in these methods was recently revitalized by a proof of Strohmer and Vershynin showing linear
convergence in expectation for a randomized Kaczmarz method variant (RK), and a similar result for the
randomized Gauss-Seidel algorithm (RGS) was later proved by Lewis and Leventhal. Recent work unified
the analysis of these algorithms for the overcomplete and undercomplete systems, converging to the ordi-
nary least squares (OLS) solution and the minimum Euclidean norm solution respectively. This paper con-
siders the natural follow-up to the OLS problem, ridge regression, which solves (X*X + A\I)8 = X*y.
We present particular variants of RK and RGS for solving this system and derive their convergence rates.
We argue that a recent proposal by Ivanov and Zhdanov to solve this system, that can be interpreted as
randomly sampling both rows and columns, is suboptimal. Instead, we claim that one should always use
RGS (columns) when m > n and RK (rows) when m < n. This difference in behavior is simply related
to the minimum eigenvalue of two related positive semidefinite matrices, X * X + \I, and X X* + \I,,
when m > norm <n.

8.1 Introduction

We consider solving the linear system of equations given by Tikhonov-regularized regression or ridge
regression,

(X*X + \)B = X*y, (8.1)

for a (real or complex) m xn matrix X, in two settings — when m < n and when m > n, using randomized
iterative algorithms. Recently, the work of Strohmer and Vershynin [206]] sparked a revival of interest in
using the Kaczmarz method for solving linear systems of the form X3 = y. They proved a linealﬂ
convergence rate of the Randomized Kaczmarz (RK) algorithm that works on the rows of X (data points).
Leventhal and Lewis [126]] after proved linear convergence of Randomized Gauss-Seidel (RGS), (also
known as Randomized Coordinate Descent, which we will use interchangeably), which instead operates
on the columns of X (features). Recently, Ma* et al. [[134]] provided a unifying analysis of RK and RGS
in a variety of settings.

"Mathematicians often refer to linear convergence as exponential convergence.
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Solving linear systems of equations X3 = y, also sometimes called ordinary least squares (OLS)
regression, dates back to the times of Gauss, who introduced what we now know as Gaussian elimination.
A dominant iterative approach to solving linear systems is the conjugate gradient method; it can also be
seen as solving a convex optimization problem ming ||y — X 33.

For statistical as well as computational reasons, one often prefers not just to solve for the OLS solution,
but instead what is called ridge regression or Tikhonov-regularized least squares regression. This corre-
sponds to solving the convex optimization problem ming ||y — X 3||3 + A||3]|? for a given regularization
level A.

There exist a large number of algorithms, iterative and not, randomized and not, for this problem. In
this work, we will only be concerned with a particular subclass of algorithms. Specifically, we present an
approach for this problem which is motivated by recent work on the randomized Kaczmarz and Gauss-
Seidel methods. We analyze the convergence rates of our two proposed methods (variants of RK and
RGS), showing again linear convergence in expectation, but the emphasis will be on the effective condition
number that comes to play for our algorithms when m > n and m < n. We contrast this with a previous
approach, showing both analytically and empirically the drawbacks of the prior method. Our contribution
thus extends the unifying framework of these iterative approaches (as done by Ma* et al. [134] for OLS)
to the setting of ridge regression, while also providing methods with improved performance.

8.1.1 Paper Outline

We first introduce the two most relevant algorithms for our paper, Randomized Kaczmarz (RK) and Ran-
domized Gauss-Seidel (RGS), for solving the ordinary least squares problem in Section[8.2] In Section
we describe what happens when RK or RGS is naively applied to the ridge regression problem, and
discuss a recent proposal to tackle this issue (which can coincidentally be viewed as a combination of an
RK-like and RGS-like update), and present its drawbacks. Then, in Section 8.4|we describe our proposed
algorithms, that overcomes these drawbacks, and provide a simple unified analysis in various settings. We
conclude with detailed experiments that agree with the theory in Section [8.5]

8.2 Randomized Algorithms for OLS

We begin by briefly describing the randomized Kaczmarz and Gauss-Siedel methods, which serve as the
foundation to our approach for ridge regression. Throughout the paper we will consider an m X n (real
or complex) matrix X and write X" to represent the ith row of X (or ith entry of a vector) and X () to
denote the jth column. We will write solution estimations 3 as column vectors. We write vectors and
matrices in boldface, and constants in standard font. The singular values of a matrix X are written as
o(X) or just o, with subscripts min, max or integer values corresponding to the smallest, largest, and
numerically ordered values. We denote the identity matrix by I, with a subscript denoting the dimension
when needed. We use the norm notation | z|/%. , to mean (z, A*Az) = ||Az|*. Unless otherwise
specified, the norm || - | denotes the standard Euclidean (or spectral) norm.

8.2.1 Randomized Kaczmarz (RK) for X3 =y

The Kaczmarz method [111] is also known in the tomography setting as the Algebraic Reconstruction
Technique (ART) [29,(79,197,[140]. It has long been observed that selecting the rows ¢ in a random fashion
improves the algorithm’s performance, reducing the possibility of slow convergence due to adversarial or
unfortunate row ordering [90, |98]]. Recently, Strohmer and Vershynin [206] showed that the RK method
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converges linearly to the solution 3* of X 3 = vy in expectation, with a rate that depends on natural geo-
metric properties of the system, improving upon previous convergence analysis (e.g. [232]). In particular,
they propose the variant of the Kaczmarz update with the following selection strategy:

v Xz )
W(Xl)*, where  Pr(row =1i) = 5 (8.2)
XI5 1 X117
where the first estimation 3 is chosen arbitrarily and || X || » denotes the Frobenius norm of X.
Strohmer and Vershynin [206] then prove that the iterates 3, of this method satisfy the following,

By =B + HXZH%
+1 =

2 X t
I~ 81 < (1- Zoel3) o, - o 53

This result was extended to the inconsistent case [[141], derived probabilistically [37], accelerated in
multiple ways [[62} 163 142, 143]|154], and generalized to other settings [126} [144172].

8.2.2 Randomized Gauss-Seidel (RGS) for X3 =y

The Randomized Gauss-Seidel (RGS) method (or the Randomized Coordinate Descent (RCD) method)
selects columns rather than rows in each iteration. For a selected coordinate j, RGS attempts to minimize
the objective function L(3) = %Hy — X 3||% with respect to coordinate j in that iteration. It can thus

similarly be defined by the following update rule:
X ?j) (y— XBy)

By =0 + e (8.4)
TR XY
where e;) is the jth coordinate basis column vector (all zeros with a 1 in the jth position).
Leventhal and Lewis [126] showed that the residuals of RGS converge again at a linear rate,
o2 (X)\'
X, - xpv1 < (1- Tl ) 1x8, - X1 5)
F

Of course when m > n and the system is full-rank, this convergence also implies convergence of the
iterates (3, to the solution 3*. Connections between the analysis and performance of RK and RGS were
recently studied in [[134], which also analyzed extended variants to the Kacmarz [235] and Gauss-Siedel
method [[134] which always converge to the least-squares solution in both the under and overdetermined
cases. Analysis of RGS usually applies more generally than our OLS problem, see e.g. Nesterov [147] or
Richtérik and Takac [[172]] for further details. Also, see [[134]] for a unified viewpoint and analysis of RK
and RGS.

8.3 Suboptimal RK/RGS Algorithms for Ridge Regression

It is well known that the solution to

I(grel]iRI}lIIy—XﬂHQJrMIﬁH2 (8.6)
can be given in two equivalent forms (using the covariance and gram matrices) as
Brr = (X*X+AI,) 'X*y (8.7)
(and also) = X*aggp (8.8)
where apr = (XX*+ )\Im)_ly. (8.9
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The presented algorithms are of computational interest because they completely avoid inverting, stor-
ing or even forming X X* and X*X. One can view Brp and agp simply as solutions to two the two
linear systems

(X*X +\,,)8=X"y

and
(XX*+ M )a=1y.

If we naively use RK or RGS on either of these systems (treating them as solving Ax = b for some given
A and b), then we may apply the bounds and to the matrix X*X + A\, or X X* 4+ \I,,.
This, however, yields a bound on the convergence rate which depends on the squared scaled condition
number of X*X + AI, which is approximately the fourth power of the scaled condition number of
X. This dependence is suboptimal, so much so that it becomes highly impractical to solve large scale
problems using these methods. This is of course not surprising since this naive solution does not utilize
any structure of the ridge regression problem. One thus searches for more tailored approaches. Later,
we will propose updates whose computation is still only O(n) or O(m) and yield linear convergence
with desired properties; specifically they depend only on the scaled condition number of X* X + AT, or
X X* 4+ M ,,, and not their square.

The aforementioned updates and their convergence rates are motivated by a clear understanding of
how RK and RGS methods relate to each other as in [134] and jointly to positive semi-definite systems of
equations.

8.3.1 Ivanov and Zhdanov’s Approach

We first consider the regularized normal equations of the system (8.1)), as demonstrated in [108] 234].
Here, the authors recognize that the solution to the system (8.1)) can be given by

VI, X o\ Y
X* =V, B ) \On)’
Here we use o' to differentiate this variable from ¢, which is traditionally defined as the variable involved
in the “dual” system (K + A ,,)a = y (though o’ and « are related by a constant factor v/\). The
authors propose to solve the system (8.1) by applying the Kaczmarz algorithm (and in the experiments,

RK) to the aforementioned system. As they mention, the advantage of rewriting it in this fashion is that
the condition number of the (m + n) x (m + n) matrix

A= ( \/)XcIm —j{XIn )

is the square-root of the condition number of the n x n matrix X*X + AI,. Hence, the RK algorithm
on the aforementioned system converges an order of magnitude faster than running RK on (8.1)) using the
matrix X*X + \I,,.

Let us look at what the algorithm does in more detail. The two sets of equations are:

Viad'+ XB=y and X*a' =V)g. (8.10)

First note that the first m rows of A correspond to rows of X and have a norm || X |2 4+ \ and the next n
rows of A correspond to columns of X and have a norm || X ;|| + A. Hence, || A||7, = 2|| X% + (m +
n)A. Hence, one can think of picking a random row of the (m + n) x (m + n) matrix A (with probability
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proportional to its row norm, as done by RK) as a two step process. We first choose between doing “row
X [[3:+mA

2[| X 17+ (m—+n)A

a column update otherwise). If we had chosen to do row updates, we then choose a random row of X

X2+

[ X[[H+mA

updates” or “column updates” using X (choosing to do a row update with probability and

(with probability proportional to as done by RK). If we had chosen to do column updates, we

X () 12+
[ X[ 4nA

If one selects a random row ¢ < m with probability proportional to || X"
greedily satisfy is

then choose a random column of X (with probability proportional to as done by RGS).

|2 4+ A, the equation we

\F)\ez“i)a’ +X'B=1y
using the update

Y —Veal — X',
IX72 + A

(a;—i-lngt—&—l) = (a;nBt) + (\/Xe(z)a XZ)? (8.11)

which can be computed in O(m+n) time. Similarly, if arandom column j < n is selected with probability
proportional to || X (;)||* + A, the equation we greedily satisfy is

* r_ *
with the update in O(m + n) time of

Vet .8, — X:. o
Ot~ )Y s
BN (X{j), —VAe)- (8.12)

(a1, Biy1) = (g, By) +

Next, we further study the behavior of this method, which the authors called the augmented projection
method.

8.3.2 The behavior of the augmented projection Approach

Ivanov and Zhandov’s approach attempts to find &’ and 3 that satisfy conditions (8.10). It is insightful to
examine the behavior of that approach when one of these conditions is already satisfied.

Claim 1. Assume o, and B are initialized such that

* U/
X

160: \/X

(for example, all zeros). Then:
1. The update equation (8.11)) is an RK-style update on c.
2. The condition 3, = X o s automatically maintained for all t.
3. Update equation has absolutely no effect.

* !
Proof: Suppose at some iteration 3, = X \//i\x t holds. Then assuming we do a row update, substituting this

into (8.11)) gives, for the ith variable being updated,

yi\/X_ )\O[Ei) XX *ao! B HXzHQ 1) yiﬁ— X X*o

(@)
(6 - = - (6 -
X% + A 172+ X% + A

T a::(l) +

)
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which (as we will later see in more detail) can be viewed as an RK-style update on «x. The parallel update
to B can then be rewritten as

7 7
Qi1 — O

VA

satisfied! Since this condition is already satisfied, if we

Bii1 =B+ X

X*a!

which automatically keeps condition 3 =
then run any column update from (8.12)) we get

(aé—f—la ﬂt—o—l) = (Oé;, /Bt)

Claim 2. Assume o, and B are initialized such that

o — y — X By
0 \/X
(for example, B, is zero, oy = y/\/\). Then:
1. The update equation (8.12)) is an RGS-style update on (.

2. The condition o, = y—fxﬁ L is automatically maintained for all t.

3. Update equation (8.11)) has absolutely no effect.

Proof: Suppose at some iteration o} = y_i)iﬁt holds. Then assuming we do a column update, substituting
this in (8.12) gives, for the jth variable being updated

X7 (y— XB,) — A3
IXpE+x

By = B +

which (as we will later see in more detail) is an RGS-style update. The parallel update on o’ can then be
rewritten as
J J
/ N t+1 ﬁt *
Q] = O — T ()’

which automatically keeps the condition o’ = y=XpB

we then run any row update from (8.11)) we get

satisfied! Since this condition is already satisfied, if

(a§e+1u@t+1) = (a;a/@t)-

]
In summary, Ivanov and Zhandov’s approach effectively executes RK-style updates as well as RGS
updates. We can think of update (resp. (8.12)) as attempting to satisfy the first (resp. second)
condition of (8.10) while maintaining the status of the other condition. If one of the two conditions is
already satisfied at the start of the algorithm, then the corresponding update will have no effect. This
implies that under typical initial conditions (e.g. o’ = 0,3 = 0), this approach is prone to executing
many iterations that make absolutely no progress towards convergence! We will see later in Section [8.5]
how this behavior affects empirical convergence as well.
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8.4 Our Proposed Approach

Both RK and RGS can be viewed in the following fashion. Suppose we have a positive definite matrix
A, and we want to solve Ax = b. Instead of casting it as ming || Az — b||?> which involves AT A and
squares its condition number, we can alternatively pose the different problem ming %w*Aac — b*x. Then
one could use the update

bz‘ — Ai:ct

T4, o

where b; — A'x; is basically the i-th coordinate of the gradient, and A;; is the Lipschitz constant of the i-th
coordinate of the gradient (see related works e.g. Leventhal and Lewis [126]], Nesterov [149], Richtérik
and Takac [172], Lee and Sidford [123]]).

In this light, the original RK update in (8.2) can be seen as the randomized coordinate descent rule
for the positive semidefinite system X X "« = y (substituting 3 = X *«) and treating A = X X* and
b = y. Similarly, the RGS update in (8.4) can be seen as the randomized coordinate descent rule for the
positive semidefinite system X* X 3 = X"y and treating A = X* X and b = X "y.

Using this connection, we propose the following update rule:

y' = BIX' — Aaj

Tyl = Tt +

5 : (8.13)
t PEES)
ajy = aj+ 6 (8.14)
Bi1 = By +&X, (8.15)

where the ith row is selected with probability proportional to || X ?||? + A. If all rows are normalized, this
is a uniform distribution. However, it is more typical to normalize the columns in statistics, and hence one
pass over the data must be made to calculate row norms (see e.g. [144] for other alternatives in the general

setting). The update for a can be rewritten in the form

- Ki Y-, Kijol
7 v ) J
= 8.16
s K+ A * Kii + A (8.10)
. 7.
= S al + — > (8.17)
en ( e

where K = X X%, S,(z) = 1ia and r; = y; — Zj Kijoz{ is the ith residual and row i is picked
proportional to K;; + .

Let us contrast this with the randomized coordinate descent update rule for the loss function min, % B (X* X+
M ,,)B — y* X3, ie. the system (X*X + AI,)8 = X™y. In this case we instead have, calling

rs =Y — X/Bt
* * J
Xy — X X8 — A5

i i
IXHIP Xt
_ 8.19
1 X (5 II7 +Aﬁt " X )l% 4+ A 8.19)
. X* Tt
- S Jp ) 8.20
T <ﬁt Xg? (®20

Next, we analyze the behavior of these approaches, the first one being referred to as RK updates and
the second being referred to as RGS updates.
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8.4.1 Computation and Convergence

The RGS updates in (8.18)-(8.20) take O(m) time, since each column (feature) is of size m. In contrast,
the proposed RK updates in (8.13)-(8.15)) take O(n) time since that is the length of a data point.

While the RK and RGS algorithms are similar and related, one should not be tempted into thinking
their convergence rates are the same. Indeed, with no normalization assumption, using a similar style
proof as presented in [[134]], one can analyze the convergence rates in parallel as follows. Let us denote

Y= X*X+ I,

and

K = XX*+\,,

for brevity, and let 01, 09, ... be the singular values of X in increasing order.

RK: E[ay41 — o*[[%, RGS: E[B,,; — B]% 1
7
=E (lov — o[ — [l —aullfe) =E (18, - Bllsy — 18 — Billsy)
_ 2 Kyt+x Yy~ Kijal-Xap | 2 X () 124X (X (5 (y—XB,)—25])?
= llew — a5 = 22 @y rmn o | =B =By — X X[oimn X P
(K’ 2 X y— (2 2
= lloy — |2, — HyTT((K))J:xr;)AH =18, — 8% — ! H;J(”é+7)l§t“
K’ *__ 2 >/ *_ 2
= Jlow — " [ — L=l — 18, - B - [o)e 2T
omin(K')|la* —ax ”2 omin(E")[|B* -8 H2
< flo — a3, — T e <18 - Blsy — ey
t 2 t
. A .
N 1—‘7%7+/\tHa—a*H2 ifn>m N 1—#1”],6 — B4 ifn>m
> 05 +mA ¢ K’ >, 07 +nA ¢ b2

Applying these bounds recursively, we obtain the following convergence guarantee for RK,

t
(1—+) o — a*|2 ifm>n
* o2 +mA K+,
Elow — o [%onr, < = e (8.21)
(1_721';?“")\) o — |5 5p, i >m.
The rate of convergence for RGS for Ridge Regression is subtly different,
200 \!¢ .
(1-<2525) 18, - B'1%- itm>n
% Co2an\ t X* X+,
E|8, — B x1a1, < Zioitn (8.22)

t
(1 — 721-0?4%/\) 18 — ,B*H%(*X_s_/\ln ifn > m.

We see immediately by these bounds that the RGS method is preferable in the overdetermined case
while RK is preferable in the underdetermined case. Substituting appropriately into (8.3)), we get very
similar convergence rates to the above for the Ivanov-Zhdanov algorithm, except that it bounds the quantity

Ha/T

— a*||? + |8 — B*|>. However, we have already argued that these updates are suboptimal, since

a large proportion of updates to not perform any action, as we shall once more verify in the experimental

section.

To summarize, our final proposal for solving such systems as as follows : when m > n use RGS, and

when m < n use RK, and never use IZ.

120




8.5 Empirical Results

We next present simulation experiments to test the performance of RK, RGS and IZ (Ivanov and Zh-
danov’s) algorithms in different settings of ridge regression. For given dimensions m and n, We generate
a design matrix X = USV', where U € R™%F |V € R and k = min(m,n). Elements of U and
V are generated from a standard Gaussian distribution and then columns are orthonormalized. The matrix
S is a diagonal k£ x k matrix of singular values of X. The maximum singular value is 1.0 and the values
decay exponentially to op,i,. The true parameter vector 3 is generated from a multivariate Gaussian distri-
bution with zero mean and identity covariance. The vector y is generated by adding independent standard
Gaussian noise to the coordinates of X 3. We used different values of m, n, A and ,,,;,, as listed in Table
For each configuration of the simulated parameters, we run RGS and RK and IZ for 10* iterations
on a random instance of that configuration and report the Euclidean difference between estimated and
optimal parameters after each 100 iterations. We used several different initializations for the IZ algorithm
as shown in Table

The results are reported in Figures and Figure shows that RGS and RK exhibit
similar behavior when m = n. Poor conditioning of the design matrix results in slower convergence.
However, the effect of conditioning is most apparent when the regularization parameter is small. Figures
and [8.3[show that RGS consistently outperforms other methods when m > n while RK consistently
outperforms other methods when m < n. The difference is again most apparent when the regularization
parameter is small. We also notice that IZ0 (resp. IZ1) exhibit similar convergence behavior as that of RK
(resp. RGS) although typically slower. This agrees with our analysis which reveals that, depending on
the initialization, IZ can perform RGS or RK-style updates except that some iterations can be ineffective,
which causes slower convergence. Interestingly, [ZMIX, where « is initialized midway between 1Z0 and
IZ1 exhibits convergence behavior that is in between IZ0 and 1Z1.

Parameter Definition Values
(m,n) | Dimensions of the design matrix X (1000, 1000), (10%,100) , (100, 10%)
A Regularization parameter 1073,1.0,10.0
Omin Minimum singular value of the design matrix 1.0,0.1,1073,10~°

Table 8.1: Different parameters used in simulation experiments

Algorithm | Description

RGS Randomized coordinate descent updates using with initial-
ization By = 0
RK Randomized Kaczmarz updates using with initialization
ag =0

120 Ivanov and Zhdanov’s algorithm with g = 0, 8y = 0

171 Ivanov and Zhdanov’s algorithm with oy = y/vV'\, Bg = 0
IZMIX | Ivanov and Zhdanov’s algorithm with ag = y/2v/\, By = 0
IZRND | Ivanov and Zhdanov’s algorithm with elements of 3, and ar ran-
domly drawn from a standard normal distribution

Table 8.2: List of algorithms compared in simulation experiment.
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Figure 8.1: Simulation results for m = n = 1000: Euclidean error |3, — B3*|| versus iteration count.
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Figure 8.2: Simulation results for m = 10%,n = 100: Euclidean error |3, — B*|| versus iteration count.

123



Cmin A=10"3 A=1.0 A =10.0

100 120 100
—RGS —RGS it —RGS
—RK —RK \ —RK
80 —I1z0 100 —Iz0 80 Y —iz0
—=-1Z1 N 11 % =121
| —IZMIX 80 ‘\ —IZMIX \y —I1ZMIX
= 60f ---1ZRND = AN - IZRND = 60 == 1ZRND |
e i o @
1.0 = = =
= 40 = =
20
ol
0 8 10 4 [} 4 6
Iterations x10° Iterations x10° lterations x10°
120 100 120
—RGS N —RGS —RGS
(o——— —RK —RK —RK
100 —120 80 —i1z0 —izo
1 —-1Z1 —=-1Z1 -1z
80- —IZMIX —I1ZMIX —IZMIX
= -~ 1ZRND = 60 - IZRND = - 1ZRND
e ‘= - [ eRND
0 1 60~ ‘, .U 1
. = @ [<=%
40
20- 1
o\
0 2 4 6 8 10 8 10
Iterations x10° lterations x10°
120 100 120
—RGS i —RGS —RGS
—RK —RK —RK
—Iz0 —1Z0 100 —1z0
—-1Z1 —-1Z1 Y —-1Z1
—IZMIX —IZMIX 80 % —IZMIX -
-~ 1ZRND - IZRND = - 1ZRND
i *a 5\
1073 80 N 1
=8
6 8 10 8 10 4 B 10
Iterations x10° x10° lterations x10”
120 100 120
—RGS i —RGS —RGS
—RK ' —RK —RK
100, —iz0 80 —iz0 1005 —izo
f —-1z1 —-1Z1 y —-1Z1
80§ —IZMIX —I1ZMIX 80} 5 —I1ZMIX
= | ----1ZRND = 60 ---~1ZRND = A\ ----IZRND
= L ente ‘= o [ ARV
10,5 " 60- o 60 Y 1
= = 40 =
40(
20
oS
0 6 8 10 4 6 6 10
Iterations x10° lterations x10° lterations x10”

Figure 8.3: Simulation results for m = 100, n = 10%: Euclidean error ||3, — B*|| versus iteration count.
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Other Applications

Here we present a few simple settings where the above algorithms can be useful.

Kernel Ridge Regression

If Hy, is a Reproducing Kernel Hilbert Space (RKHS, see e.g. Scholkopf and Smola [[184] for an intro-
duction) associated to positive definite kernel k£ and feature map ¢,,, it is well known that the solution to
the corresponding Kernel Ridge Regression (KRR) [182] problem is

Ikrr = arg ]{fel%lk ;(yi — F(2)* + Al FII5, (8.23)
= ® (K + M)y, (8.24)

where ® = (¢,,, ..., ¢, )* and K is the gram matrix with K;; = k(z;, ;).

One of the main problems with kernel methods is as data size grows, the gram matrix becomes too
large to store. This has motivated the study of approximation techniques for such kernel matrices, but we
have an alternate suggestion. The aim of a Kaczmarz style algorithm would be to solve the problem by
never forming K. Indeed, we will provide an update for KRR with cost O(m) per iteration that exhibits
linear convergence. Note that here RK for Kernel Ridge Regression costs O(m) per iteration and RK for
Ridge Regression cost O(n) per iteration due to different parameterizations. In the latter, we can keep
track of 3, as well as o easily, but for KRR, calculations can only be performed via evaluations of the
kernel only (3, corresponds to a function and cannot be stored), and hence have a different cost.

Since one hopes to calculate fxrr = ®*(K + A ,,,) "'y, the RK-style update is suitable to calculate
the solution to the positive semidefinite system

(K+MX)a=1y

followed by setting fxrr = ®*a.

The RK updates in (8.16) take O(m) time (to update ) not counting time for kernel evaluations. The
difference between the two RK updates for Ridge Regression and Kernel Ridge Regression is that for
KRR, we cannot maintain o and 3 since 3 is a function in the RKHS. This different parameterization
makes the updates to o cost O(m) instead of O(n).

Conclusion

This work extends the unifying analysis of the randomized Kaczmarz (RK) and randomized Gauss-Seidel
(RGS) methods to the setting of ridge regression. By presenting a parallel study of the behavior of these
two methods in this setting, comparisons and connections can be made between the approaches as well
as other existing approaches. In particular, we demonstrate that the augmented projection approach of
Ivanov and Zhdanov exhibits a mix of RK and RGS style updates in such a way that many iterations yield
no progress. Motivated by this unifying framework, we present a new approach which eliminates this
drawback, and provide an analysis demonstrating that the RGS variant is preferred in the overdetermined
case while RK is preferred in the underdetermined case. This extends previous analysis of these types of
iterative methods in the classical ordinary least squares setting, which are highly suboptimal if directly
applied to the setting of ridge regression.
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Chapter 9

Univariate Regression : Fast & Flexible
algorithms for trend filtering

This chaptelﬂ presents a fast and robust algorithm for trend filtering, a recently developed nonparametric
regression tool. It has been shown that, for estimating functions whose derivatives are of bounded varia-
tion, trend filtering achieves the minimax optimal error rate, while other popular methods like smoothing
splines and kernels do not. Standing in the way of a more widespread practical adoption, however, is
a lack of scalable and numerically stable algorithms for fitting trend filtering estimates. This chapter
presents a highly efficient, specialized ADMM routine for trend filtering. Our algorithm is competitive
with the specialized interior point methods that are currently in use, and yet is far more numerically robust.
Furthermore, the proposed ADMM implementation is very simple, and importantly, it is flexible enough
to extend to many interesting related problems, such as sparse trend filtering and isotonic trend filtering.
Software for our method is freely available, in both the C and R languages.

9.1 Introduction

Trend filtering is a relatively new method for nonparametric regression, proposed independently by Kim
et al. [115], Steidl et al. [202]]. Suppose that we are given output points y = (y1,...y,) € R™, observed
across evenly spaced input points z = (z1,...2,) € R”, say, 21 = 1,...x, = n for simplicity. The
trend filtering estimate B = (Bl, . Bn) € R” of a specified order & > 0 is defined as

A 1
B =argmin =|ly — 8|3 + A|DETV ;. 9.1)
6€Rn 2

Here A > 0 is a tuning parameter, and DE+Y) e R(=k)xn g the discrete difference (or derivative)
operator of order k£ + 1. We can define these operators recursively as

-1 10 ... 00
D) _ 0 -1 1 ... 00 | 02
0 00 ... -1 1
and
D*+H) = pMpKk) for k=1,2,3,.... 9.3)
ISee [162].
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(Note that, above, we write D) to mean the (n — k — 1) x (n — k) version of the st order difference
matrix in @]}.) When k£ = 0, we can see from the definition of DW in @D that the trend filtering
problem (9.1) is the same as the 1-dimensional fused lasso problem [211]], also called 1-dimensional total
variation denoising [177], and hence the Oth order trend filtering estimate B is piecewise constant across
the input points x1, . .. Ty,.

For a general k, the kth order trend filtering estimate has the structure of a kth order piecewise polyno-
mial function, evaluated across the inputs x1, ... x,. The knots in this piecewise polynomial are selected
adaptively among x1, . .. x,, with a higher value of the tuning parameter A (generally) corresponding to
fewer knots. To see examples, the reader can jump ahead to the next subsection, or to future sections.
For arbitrary input points z1, . .. z,, (i.e., these need not be evenly spaced), the defined difference opera-
tors will have different nonzero entries, but their structure and the recursive relationship between them is
basically the same; see Section[9.4]

Broadly speaking, nonparametric regression is a well-studied field with many celebrated tools, and
so one may wonder about the merits of trend filtering in particular. For detailed motivation, we refer
the reader to Tibshirani [212f], where it is argued that trend filtering essentially balances the strengths
of smoothing splines [50, [223]] and locally adaptive regression splines [[136], which are two of the most
common tools for piecewise polynomial estimation. In short: smoothing splines are highly computa-
tionally efficient but are not minimax optimal (for estimating functions whose derivatives are of bounded
variation); locally adaptive regression splines are minimax optimal but are relatively inefficient in terms
of computation; trend filtering is both minimax optimal and computationally comparable to smoothing
splines. Tibshirani [212] focuses mainly on the statistical properties trend filtering estimates, and relies
on externally derived algorithms for comparisons of computational efficiency.

9.1.1 Overview of contributions

In this chapter, we propose a new algorithm for trend filtering. We do not explicitly address the problem
of model selection, i.e., we do not discuss how to choose the tuning parameter A in (9.1, which is a
long-standing statistical issue with any regularized estimation method. Our concern is computational; if a
practitioner wants to solve the trend filtering problem (9.1) at a given value of A (or sequence of values),
then we provide a scalable and efficient means of doing so. Of course, a fast algorithm such as the one we
provide can still be helpful for model selection, in that it can provide speedups for common techniques
like cross-validation.

For Oth order trend filtering, i.e., the 1d fused lasso problem, two direct, linear time algorithms al-
ready exist: the first uses a taut string principle [49]], and the second uses an entirely different dynamic
programming approach [[110]. Both are extremely (and equally) fast in practice, and for this special Oth
order problem, these two direct algorithms rise above all else in terms of computational efficiency and
numerical accuracy. As far as we know (and despite our best attempts), these algorithms cannot be di-
rectly extended to the higher order cases k = 1,2, 3, . ... However, our proposal indirectly extends these
formidable algorithms to the higher order cases with a special implementation of the alternating direction
method of multipliers (ADMM). In general, there can be multiple ways to reparametrize an unconstrained
optimization problem so that ADMM can be applied; for the trend filtering problem (9.1, we choose a
particular parametrization suggested by the recursive decomposition (9.3), leveraging the fast, exact al-
gorithms that exist for the & = 0 case. We find that this choice makes a big difference in terms of the
convergence of the resulting ADMM routine, compared to what may be considered the standard ADMM
parametrization for (9.1).

Currently, the specialized primal-dual interior point (PDIP) method of Kim et al. [115] seems to be
the preferred method for computing trend filtering estimates. The iterations of this algorithm are cheap
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because they reduce to solving banded linear systems (the discrete difference operators are themselves
banded). Our specialized ADMM implementation and the PDIP method have distinct strengths. We
summarize our main findings below.
¢ QOur specialized ADMM implementation converges more reliably than the PDIP method, over a
wide range of problems sizes n and tuning parameter values A.

¢ In particular setups—namely, small problem sizes, and small values of A for moderate and large
problem sizes—the PDIP method converges to high accuracy solutions very rapidly. In such situa-
tions, our specialized ADMM algorithm does not match the convergence rate of this second-order
method.

¢ However, when plotting the function estimates, our specialized ADMM implementation produces
solutions of visually perfectly acceptable accuracy after a small number of iterations. This is true
over a broad range of problem sizes n and parameter values A, and covers the settings in which its
achieved criterion value has not converged at the rate of the PDIP method.

¢ Furthermore, our specialized ADMM implementation displays a greatly improved convergence rate
over what may be thought of as the “standard” ADMM implementation for problem (9.1)). Loosely
speaking, standard implementations of ADMM are generally considered to behave like first-order
methods [27]], whereas our specialized implementation exhibits performance somewhere in between
that of a first- and second-order method.

® One iteration of our specialized ADMM implementation has linear complexity in the problem size
n; this is also true for PDIP. Empirically, an iteration of our ADMM routine runs about 10 times
faster than a PDIP iteration.

¢ QOur specialized ADMM implementation is quite simple (considerably simpler than the specialized
primal-dual interior point method), and is flexible enough that it can be extended to cover many
variants and extensions of the basic trend filtering problem (9.1), such as sparse trend filtering,
mixed trend filtering, and isotonic trend filtering.

¢ Finally, it is worth remarking that extensions beyond the univariate case are readily available as
well, as univariate nonparametric regression tools can be used as building blocks for estimation in
broader model classes, e.g., in generalized additive models [[94]].

Readers well-versed in optimization may wonder about alternative iterative (descent) methods for
solving the trend filtering problem (9.1). Two natural candidates that have enjoyed much success in
lasso regression problems are proximal gradient and coordinate descent algorithms. Next, we give a
motivating case study that illustrates the inferior performance of both of these methods for trend filtering.
In short, their performance is heavily affected by poor conditioning of the difference operator D*+1) and
their convergence is many orders of magnitude worse than the specialized primal-dual interior point and
ADMM approaches.

9.1.2 A motivating example

Conditioning is a subtle but ever-present issue faced by iterative (indirect) optimization methods. This is-
sue affects some algorithms more than others; e.g., in a classical optimization context, it is well-understood
that the convergence bounds for gradient descent depend on the smallest and largest eigenvalues of the
Hessian of the criterion function, while those for Newton’s method do not (Newton’s method being affine
invariant). Unfortunately, conditioning is a very real issue when solving the trend filtering problem in
(9.1)—the discrete derivative operators DY = 0,1,2,... are extremely ill-conditioned, and this
only worsens as k increases.
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This worry can be easily realized in examples, as we now demonstrate in a simple simulation with a
reasonable polynomial order, £ = 1, and a modest problem size, n = 1000. For solving the trend filtering
problem (9.1)), with A = 1000, we compare proximal gradient descent and accelerated proximal gradient
method (performed on both the primal and the dual problems), coordinate descent, a standard ADMM
approach, our specialized ADMM approach, and the specialized PDIP method of Kim et al. [[115]]. Details
of the simulation setup and these various algorithms are given in Appendix[9.6.1] but the main message can
be seen from Figure [0.1] Different variants of proximal gradient methods, as well as coordinate descent,
and a standard ADMM approach, all perform quite poorly in computing trend filtering estimate, but the
second-order PDIP method and our specialized ADMM implementation perform drastically better—these
two reach in 20 iterations what the others could not reach in many thousands. Although the latter two
techniques perform similarly in this example, we will see later that our specialized ADMM approach
generally suffers from far less conditioning and convergence issues than PDIP, especially in regimes of
regularization (i.e., ranges of A values) that are most interesting statistically.

The rest of this chapter is organized as follows. In Section we describe our specialized ADMM
implementation for trend filtering. In Section 0.3] we make extensive comparisons to PDIP. Section [9.4]
covers the case of general input points x1,...x,. Section considers several extensions of the basic
trend filtering model, and the accompanying adaptions of our specialized ADMM algorithm. Section[9.5]
concludes with a short discussion.

9.2 A specialized ADMM algorithm

We describe a specialized ADMM algorithm for trend filtering. This algorithm may appear to only slightly
differ in its construction from a more standard ADMM algorithm for trend filtering, and both approaches
have virtually the same computational complexity, requiring O(n) operations per iteration; however, as
we have glimpsed in Figure the difference in convergence between the two is drastic.

The standard ADMM approach (e.g., Boyd et al. [27]) is based on rewriting problem as

1
min “lly = BlIZ+ Alall; subject to a = D*+Dg, 9.4
56Rn7aeRn7k71 2

The augmented Lagrangian can then be written as
1 P p
L(B, a,u) = glly = Bl3 + Allells + Sl = DB 4|3 — S llull3,

from which we can derive the standard ADMM updates:

B (I + p(DENTDEDY L (y 4 p(DFDYT (o 4 w)), (9.5)
a + Sy, (DFFIB — ), (9.6)
u+u+a—DEHDA 9.7)

The [-update is a banded linear system solve, with bandwidth &£ + 2, and can be implemented in time
O(n(k + 2)?) (actually, O(n(k + 2)?) for the first solve, with a banded Cholesky, and O(n(k + 2))
for each subsequent solve). The a-update, where Sy, denotes coordinate-wise soft-thresholding at the
level \/p, takes time O(n — k — 1). The dual update uses a banded matrix multiplication, taking time
O(n(k + 2)), and therefore one full iteration of standard ADMM updates can be done in linear time
(considering k as a constant).
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Figure 9.1: All plots show n. = 1000 simulated observations in gray and the exact trend filtering solution as
a black line, computed using the dual path algorithm of Tibshirani and Taylor [213]. The top left panel shows
proximal gradient descent and its accelerated version applied to the dual problem, after 10,000 iterations. The top
right show proximal gradient and its accelerated version after rewriting trend filtering in lasso form, again after
10,000 iterations. The bottom left shows coordinate descent applied to the lasso form, and a standard ADMM
approach applied to the original problem, each using 5000 iterations (where one iteration for coordinate descent is
one full cycle of coordinate updates). The bottom right panel shows the specialized PDIP and ADMM algorithms,
which only need 20 iterations, and match the exact solution to perfect visual accuracy. Due to the special form of
the problem, all algorithms here have O(n) complexity per iteration (except coordinate descent, which has a higher
iteration cost).
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Our specialized ADMM approach instead begins by rewriting (9.1)) as

1
min “lly = BlI2+ AN|DWa|; subject to a=D® g, (9.8)
BGR”,QERn_k 2

where we have used the recursive property D*+1) = D) D(¥) The augmented Lagrangian is now
~ L g2 M Pllo— D® 2 P2
L(B,a,u) = 5lly = Bllz + DV ally + Sl = DB + ullz = Sllullz,

yielding the specialized ADMM updates:

B (I+p(D*NTDEY " (y 4 p(DINT (o + ), 9.9)

a 4 argmin l||D(k)ﬂ —u— a2+ X p|DDa||y, (9.10)
ackn—k 2

u<—u+a—DW3 9.11)

The - and u-updates are analogous to those from the standard ADMM, just of a smaller order k. But the
a-update above is not; the a-update itself requires solving a constant order trend filtering problem, i.e., a
1d fused lasso problem. Therefore, the specialized approach would not be efficient if it were not for the
extremely fast, direct solvers that exist for the 1d fused lasso. Two exact, linear time 1d fused lasso solvers
were given by Davies and Kovac [49], Johnson [[110]. The former is based on taut strings, and the latter
on dynamic programming. Both algorithms are very creative and are a marvel in their own right; we are
more familiar with the dynamic programming approach, and so in our specialized ADMM algorithm, we
utilize (a custom-made, highly-optimized implementation of) this dynamic programming routine for the
a-update, hence writing

a <+ DPy/,(DWB — u). (9.12)

This uses O(n — k) operations, and thus a full round of specialized ADMM updates runs in linear time,
the same as the standard ADMM ones (the two approaches are also empirically very similar in terms of
computational time; see Figure[9.4). As mentioned in the introduction, neither the taut string nor dynamic
programming approach can be directly extended beyond the £ = 0 case, to the best of our knowledge,
for solving higher order trend filtering problems; however, they can be wrapped up in the special ADMM
algorithm described above, and in this manner, they lend their efficiency to the computation of higher
order estimates.

9.2.1 Superiority of specialized over standard ADMM

We now provide further experimental evidence that our specialized ADMM implementation significantly
outperforms the naive standard ADMM. We simulated noisy data from three different underlying sig-
nals: constant, sinusoidal, and Doppler wave signals (representing three broad classes of functions: trivial
smoothness, homogeneous smoothness, and inhomogeneous smoothness). We examined 9 different prob-
lem sizes, spaced roughly logarithmically from n = 500 to n = 500, 000, and considered computation of
the trend filtering solution in (9.1)) for the orders k£ = 1,2, 3. We also considered 20 values of \, spaced
logarithmically between Apax and 1075 A\max, Where

Apax = H((D(k+1)(D(k+l))T)*1(D(k+1))TyH 7

the smallest value of A at which the penalty term HD(kH)B ||1 is zero at the solution (and hence the solu-

tion is exactly a kth order polynomial). In each problem instance—indexed by the choice of underlying
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Figure 9.2: All plots show values of the trend filtering criterion versus iteration number in the two ADMM imple-
mentations. The underlying signal here was the Doppler wave, with n = 10,000, and k = 2. The left plot shows a
large value of \ (near Apax), the middle a medium value (halfway in between \yax and 1075 \pax, on a log scale),
and the right a small value (equal to 107> Apay ). The specialized ADMM approach easily outperforms the standard
one in all cases.

function, problem size, polynomial order k, and tuning parameter value A—we ran a large number of
iterations of the ADMM algorithms, and recorded the achieved criterion values across iterations.

The results from one particular instance, in which the underlying signal was the Doppler wave,
n = 10,000, and k& = 2, are shown in Figure this instance was chosen arbitrarily, and we have found
the same qualitative behavior to persist throughout the entire simulation suite. We can see clearly that in
each regime of regularization, the specialized routine dominates the standard one in terms of convergence
to optimum. Again, we reiterate that qualitatively the same conclusion holds across all simulation param-
eters, and the gap between the specialized and standard approaches generally widens as the polynomial
order k increases.

9.2.2 Some intuition for specialized versus standard ADMM

One may wonder why the two algorithms, standard and specialized ADMM, differ so significantly in
terms of their performance. Here we provide some intuition with regard to this question. A first, very
rough interpretation: the specialized algorithm utilizes a dynamic programming subroutine (9.12) in place
of soft-thresholding (9.6), therefore solving a more “difficult” subproblem in the same amount of time
(linear in the input size), and likely making more progress towards minimizing the overall criterion. In
other words, this reasoning follows the underlying intuitive principle that for a given optimization task, an
ADMM parametrization with “harder” subproblems will enjoy faster convergence.

While the above explanation was fairly vague, a second, more concrete explanation comes from view-
ing the two ADMM routines in “basis” form, i.e., from essentially inverting D**1 to yield an equivalent
lasso form of trend filtering, as explained in (9.21) of Appendix , where H %) is a basis matrix. From
this equivalent perspective, the standard ADMM algorithm reparametrizes (9.21) as in

n

1
i Zly — H® |2 k! ’ i =
s, 2”3/ HYW w3+ A k.'ng\QJ] subject to w =6, (9.13)
J:
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and the specialized ADMM algorithm reparametrizes (9.21)) as in

1 n
; ey — =142 A 1 b _
pert il Slly = HE Vwl5 4 A k.zm\e]y subject to w = L, (9.14)

]:

where we have used the recursion H*) = F*-1p, [227], analogous (equivalent) to D&+ = p) k),
The matrix L € R™*" is block diagonal with the first & x k block being the identity, and the last (n — k) x
(n — k) block being the lower triangular matrix of 1s. What is so different between applying ADMM to
instead of (9.13)? Loosely speaking, if we ignore the role of the dual variable, the ADMM steps can
be thought of as performing alternating minimization over ¢ and w. The joint criterion being minimized,
i.e., the augmented Lagrangian (again hiding the dual variable) is of the form

; H [ o 0 } [ 9 } 2 n
~ |z — H AR 10 (9.15)
2 Vel  —\/pl w ], farnt
for the standard parametrization (9.13)), and
1 HED ] [ 0 } 2 "
— ||z — + A k! 0; (9.16)
2 “ [ \/EI _\/EL W 1ly j:;.;.gl ]|

for the special parametrization (9.14). The key difference between and is that the left and
right blocks of the regression matrix in (9.15]) are highly (negatively) correlated (the bottom left and right
blocks are each scalar multiples of the identity), but the blocks of the regression matrix in (9.16) are not
(the bottom blocks are the identity and the lower triangular matrix of 1s). Hence, in the context of an
alternating minimization scheme, an update step in (9.16) should make more progress than an update step
in (0.13), because the descent directions for § and w are not as adversely aligned (think of coordinatewise
minimization over a function whose contours are tilted ellipses, and over one whose contours are spheri-
cal). Using the equivalence between the basis form and the original (difference-penalized) form of trend
filtering, therefore, we may view the special ADMM updates (9.9)—(O.11)) as decorrelated versions of the
original ADMM updates (9.5)—(9.7). This allows each update step to make greater progress in descending
on the overall criterion.

9.2.3 Superiority of warm over cold starts

In the above numerical comparison between special and standard ADMM, we ran both methods with cold
starts, meaning that the problems over the sequence of \ values were solved independently, without shar-
ing information. Warm starting refers to a strategy in which we solve the problem for the largest value of
A first, use this solution to initialize the algorithm at the second largest value of A, etc. With warm starts,
the relative performance of the two ADMM approaches does not change. However, the performance of
both algorithms does improve in an absolute sense, illustrated for the specialized ADMM algorithm in

Figure[0.3]

This example is again representative of the experiments across the full simulation suite. Therefore,
from this point forward, we use warm starts for all experiments.

9.2.4 Choice of the augmented Lagrangian parameter p

A point worth discussing is the choice of augmented Lagrangian parameter p used in the above exper-
iments. Recall that p is not a statistical parameter associated with the trend filtering problem (9.1)); it
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Figure 9.3: The x-axis in both panels represents 20 values of )\, log-spaced between Ayax and 1072 Amax, and
the y-axis the number of iterations needed by specialized ADMM to reach a prespecified level of accuracy, for
n = 10,000 noisy points from the Doppler curve for k = 2 (left) and k = 3 (right). Warm starts (red) have an
advantage over cold starts (black), especially in the statistically reasonable (middle) range for \.

is rather an optimization parameter introduced during the formation of the agumented Lagrangian in
ADMM. It is known that under very general conditions, the ADMM algorithm converges to optimum
for any fixed value of p [27]]; however, in practice, the rate of convergence of the algorithm, as well as its
numerical stability, can both depend strongly on the choice of p.

We found the choice of setting p = A to be numerically stable across all setups. Note that in the
ADMM updates (©0.5)-(©.7) or (9.9)—(9.11)), the only appearance of \ is in the a-update, where we apply
Sy/p or DPy,, soft-thresholding or dynamic programming (to solve the 1d fused lasso problem) at the
level A/p. Choosing p to be proportional to A controls the amount of change enacted by these subroutines
(intuitively making it neither too large nor too small at each step). We also tried adaptively varying p, a
heuristic suggested by Boyd et al. [27]], but found this strategy to be less stable overall; it did not yield
consistent benefits for either algorithm.

Recall that this chapter is not concerned with the model selection problem of how to choose A, but just
with the optimization problem of how to solve (9.1)) when given A. All results in the rest of this chapter
reflect the default choice p = A, unless stated otherwise.

9.3 Comparison of specialized ADMM and PDIP

Here we compare our specialized ADMM algorithm and the PDIP algorithm of [115]. We used the
C++/LAPACK implementation of the PDIP method (written for the case £ = 1) that is provided freely
by these authors, and generalized it to work for an arbitrary order £ > 1. To put the methods on equal
footing, we also wrote our own efficient C implementation of the specialized ADMM algorithm. This
code has been interfaced to R via the t rendfilter function in the R package glmgen, available at
https://github.com/statsmaths/glmgenl

A note on the PDIP implementation: this algorithm is actually applied to the dual of (9.1I), as given
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in in Appendix and its iterations solve linear systems in the banded matrix D in O(n) time.
The number of constraints, and hence the number of log barrier terms, is 2(n — k — 1). We used 10 for
the log barrier update factor (i.e., at each iteration, the weight of log barrier term is scaled by 1/10). We
used backtracking line search to choose the step size in each iteration, with parameters 0.01 and 0.5 (the
former being the fraction of improvement over the gradient required to exit, and the latter the step size
shrinkage factor). These specific parameter values are the defaults suggested by Boyd and Vandenberghe
[26] for interior point methods, and are very close to the defaults in the original PDIP linear trend filtering
code from Kim et al. [115]]. In the settings in which PDIP struggled (to be seen in what follows), we tried
varying these parameter values, but no single choice led to consistently improved performance.

9.3.1 Comparison of cost per iteration

Per iteration, both ADMM and PDIP take O(n) time, as explained earlier. Figure reveals that the con-
stant hidden in the O(-) notation is about 10 times larger for PDIP than ADMM. Though the comparisons
that follow are based on achieved criterion value versus iteration, it may be kept in mind that convergence
plots for the criterion values versus time would be stretched by a factor of 10 for PDIP.
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Figure 9.4: A log-log plot of time per iteration of ADMM and PDIP routines against problem size n (20 values from
500 up to 500,000). The times per iteration of the algorithms were averaged over 3 choices of underlying function
(constant, sinusoidal, and Doppler), 3 orders of trends (k = 1,2, 3), 20 values of A (log-spaced between A\, ax and
1075 A nax), and 10 repetitions for each combination (except the two largest problem sizes, for which we performed
3 repetitions). This validates the theoretical O(n) iteration complexities of the algorithms, and the larger offset (on
the log-log scale) for PDIP versus ADMM implies a larger constant in the linear scaling: an ADMM iteration is
about 10 times faster than a PDIP iteration.
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9.3.2 Comparison for k£ = 1 (piecewise linear fitting)

In general, for k£ = 1 (piecewise linear fitting), both the specialized ADMM and PDIP algorithms perform
similarly, as displayed in Figure The PDIP algorithm displays a relative advantage as A becomes
small, but the convergence of ADMM is still strong in absolute terms. Also, it is important to note that
these small values of A correspond to solutions that overfit the underlying trend in the problem context,
and hence PDIP outperforms ADMM in a statistically uninteresting regime of regularization.

9.3.3 Comparison for k£ = 2 (piecewise quadratic fitting)

For k = 2 (piecewise quadratic fitting), the PDIP routine struggles for moderate to large values of A, in-
creasingly so as the problem size grows, as shown in Figure[0.10] These convergence issues remain as we
vary its internal optimization parameters (i.€., its log barrier update parameter, and backtracking parame-
ters). Meanwhile, our specialized ADMM approach is much more stable, exhibiting strong convergence
behavior across all A values, even for large problem sizes in the hundreds of thousands.

The convergence issues encountered by PDIP here, when k = 2, are only amplified when k = 3, as
the issues begin to show at much smaller problem sizes; still, the specialized ADMM steadily converges,
and is a clear winner in terms of robustness. Analysis of this case is deferred until Appendix for
brevity.

9.3.4 Some intuition on specialized ADMM versus PDIP

We now discuss some intuition for the observed differences between the specialized ADMM and PDIP.
This experiments in this section showed that PDIP will often diverge for large problem sizes and moderate
values of the trend order (k = 2, 3), regardless of the choices of the log barrier and backtracking line
search parameters. That such behavior presents itself for large n and k suggests that PDIP is affected
by poor conditioning of the difference operator D*+1) in these cases. Since PDIP is affine invariant, in
theory it should not be affected by issues of conditioning at all. But when D+ g poorly conditioned, it
is difficult to solve the linear systems in D*+1) that lie at the core of a PDIP iteration, and this leads PDIP
to take a noisy update step (like taking a majorization step using a perturbed version of the Hessian). If
the computed update directions are noisy enough, then PDIP can surely diverge.

Why does specialized ADMM not suffer the same fate, since it too solves linear systems in each
iteration (albeit in D(*) instead of D(*+1))? There is an important difference in the form of these linear
systems. Disregarding the order of the difference operator and denoting it simply by D, a PDIP iteration
solves linear systems (in x) of the form

(DDT + )z =1 (9.17)
where J is a diagonal matrix, and an ADMM iteration solves systems of the form
(DTD + pI)xz =b (9.18)

Recall that by default we set the augmented Lagrangian parameter to be p = A; this bounds p away from
zero, and provides an important singular value “buffer” for the linear system (9.18)): the eigenvalues values
of DT D + pI are all at least p, which, if p is sizable, can make up for the possibly poor conditioning of
D. Meanwhile, the diagonal elements of J in can be driven to zero across iterations of the PDIP
method; in fact, at optimality, complementary slackness implies that .J;; is zero whenever the ith dual
variable lies strictly inside the interval [—\, A]. Hence, matrix J does not always provide the needed buffer
for the linear system in (9.17), so DDT + .J can remain poorly conditioned, causing numerical instability

137



(=3
o —— Primal-dual IP % — —— Primal-dual IP —— Primal—-dual IP
§ ! —— Special ADMM = | —— Special ADMM o —— Special ADMM
o < -
8 | <
<
=
o —
o _|
& o
g 5 S 5 94
= = - = <
2 £ 2
5] G 84 5]
©
o
S - Q
g s | g
©
T T T T T T T T T T T T T T T T T T
0 20 40 60 80 100 0 20 40 60 80 100 0 20 40 60 80 100
Iteration Iteration Iteration
(=3 o
[=] (=]
§ 7 —— Primal-dual IP % 7 —— Primal-dual IP —— Primal-dual IP
—— Special ADMM —— Special ADMM ! —— Special ADMM
(=3
° o 8 -
8 S | ]
g o
- 8
5§ o 5 S 3
= o = o = ©
o Q- ) S [}
£ 8 £ g £
o o g o
o
o _|
(=3
o ©
o
8 4
o
—
o
S
n § -
T T T T T T T T T T T T S T T T T T T
0 20 40 60 80 100 0 20 40 60 80 100 0 20 40 60 80 100
Iteration Iteration Iteration

Figure 9.5: Convergence plots for k = 1: achieved criterion values across iterations of ADMM and PDIP. The
first row concerns n = 10, 000 points, and the second row n = 100, 000 points, both generated around a sinusoidal
curve. The columns (from left to right) display high to low values of \: near A\max, halfway in between (on a log
scale) Amax and 1072 \yax, and equal to 1075\ hasx respectively. Both algorithms exhibit good convergence.
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Figure 9.6: Convergence gaps for k = 1: achieved criterion value minus the optimum value across iterations of
ADMM and PDIP. Here the optimum value was defined as smallest achieved criterion value over 5000 iterations of
either algorithm. The first two plots are for \ near Apax, with n = 10,000 and n = 100, 000 points, respectively.
In this high regularization regime, ADMM fares better for large n. The last two plots are for A = 1075\
with n = 10,000 and n = 100, 000, respectively. Now in this low regularization regime, PDIP converges at what
appears to be a second-order rate, and ADMM does not. However, these small values of \ are not statistically
interesting in the context of the example, as they yield grossly overfit trend estimates of the underlying sinusoidal
curve.

Figure 9.7: Convergence plots and gaps (k = 1), for specialized ADMM and PDIP.
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trend filtering solutions are not statistically desirable in the first place; see below.
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Figure 9.9: Visualization of trend filtering estimates for the experiments in Figures The estimates were
trained on n = 10,000 points from an underlying sinusoidal curve (but the above plots have been downsampled
to 1000 points for visibility). The two left panels show the fits for k = 1,2, respectively, in the high regularization
regime, where \ is near Amax. The specialized ADMM approach outperforms PDIP (and shown are the ADMM fits).
The two right panels show the fits for k = 1,2, respectively, in the low regularization regime, with A = 1075 Apax.
PDIP converges faster than ADMM (and shown are the PDIP fits), but this is not a statistically reasonable regime
for trend estimation.

Figure 9.10: Convergence plots and estimated fits (k = 2) for special ADMM and PDIP.
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issues when solving in PDIP iterations. In particular, when A is large, many dual coordinates will
lie strictly inside [—A, A] at optimality, which means that many diagonal elements of .J will be pushed
towards zero over PDIP iterations. This explains why PDIP experiences particular difficulty in the large A
regime, as seen in our experiments.

9.4 Arbitrary input points

Up until now, we have assumed that the input locations are implicitly 1 = 1, ...z, = n; in this section,
we discuss the algorithmic extension of our specialized ADMM algorithm to the case of arbitrary input
points x1, . . . . Such an extension is highly important, because, as a nonparametric regression tool, trend
filtering is much more likely to be used in a setting with generic inputs than one in which these are evenly
spaced. Fortuitously, there is little that needs to be changed with the trend filtering problem when we
move from unit spaced inputs 1, ...n to arbitrary ones x1, . .. x,; the only difference is that the operator
D+ s replaced by D@*+1) | which is adjusted for the uneven spacings present in z1, . . . Z,. These
adjusted difference operators are still banded with the same structure, and are still defined recursively.
We begin with D@1 = D(l), the usual first difference operator in (9.2)), and then for & > 1, we define,
assuming unique sorted points 1 < ... < Xy,

D(m’kJrl):D(l)-diag( ko k >.D<w>,

)
Tk+1 — 21 Tn — Tp—k

where diag(ai, ... a,) denotes a diagonal matrix with elements aj, . .. a,,; see Tibshirani [212], Wang
et al. [227)]. Abbreviating this as D@k +1) = DWD@EE) | we see that we only need to replace D¥) by
D@k in our special ADMM updates, replacing one (k + 1)-banded matrix with another.

The more uneven the spacings among z1, . . . T, the worse the conditioning of D@k) and hence the
slower to converge our specialized ADMM algorithm (indeed, the slower to converge any of the alternative
algorithms suggested in Section[9.1.2]) As shown in Figure however, our special ADMM approach
is still fairly robust even with considerably irregular design points 1, . . . Zy.

9.4.1 Choice of the augmented Lagrangian parameter p

Aside from the change from D®*) to D@k another key change in the extension of our special ADMM
routine to general inputs 1, ...z, lies in the choice of the augmented Lagrangian parameter p. Recall
that for unit spacings, we argued for the choice p = A. For arbitrary inputs z; < ... < z,, we advocate

the use of
k
p:)\<xn ”“"1) . (9.19)
n

Note that this (essentially) reduces to p = A when 1 = 1,...2, = n. To motivate the above choice of
p, consider running two parallel ADMM routines on the same outputs yi, . . . y,, but with different inputs:
1,...n in one case, and arbitrary but evenly spaced 1, ...x, in the other. Then, setting p = A in the
first routine, we choose p in the second routine to try to match the first round of ADMM updates as best
as possible, and this leads to p as in (9.19). In practice, this input-adjusted choice of p makes a important
difference in terms of the progress of the algorithm.
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Figure 9.11: Each row considers a different design for the inputs. Top row: evenly spaced over |0, 1]; middle row:
uniformly at random over [0, 1]; bottom row: mixture of Gaussians. In each case, we drew n = 1000 points from a
noisy sinusoidal curve at the prescribed inputs. The left panels show the achieved criterion values versus iterations
of the specialized ADMM implementation, with k = 2, the different colored lines show convergence plots at different
A values (we used 20 values log-spaced between A\, .5 and 1075\ pax). The curves are all scaled to end at the same
point for visibility. The ADMM algorithm experiences more difficulty as the input spacings become more irregular,
due to poorer conditioning of the difference operator. The right panels plot the fitted estimates, with the ticks on the
x-axis marking the input locations.
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9.5 ADMM algorithms for trend filtering extensions

One of the real strengths of the ADMM framework for solving (9.1) is that it can be readily adapted to
fit modifications of the basic trend filtering model. Here we very briefly inspect some extensions of trend
filtering—some of these extensions were suggested by Tibshirani [212], some by Kim et al. [115], and
some are novel to this manuscript. Our intention is not to deliver an exhaustive list of such extensions (as
many more can be conjured), or to study their statistical properties, but rather to show that the ADMM
framework is a flexible stage for such creative modeling tasks.

Sparse trend filtering

In this sparse variant of trend filtering, we aim to estimate a trend that can be exactly zero in some regions
of its domain, and can depart from zero in a smooth (piecewise polynomial) fashion. This may be a useful
modeling tool when the observations yi, ...y, represent a difference of signals across common input
locations. We solve, as suggested by Tibshirani [212]],

R 1
B = argmin ly - Bl + MIDEFVB L+ A28,
BeER™

where both A1, Ay are tuning parameters. A short calculation yields the specialized ADMM updates:

B ((L+ p2)I + pr(DWYTDI) 7 (y + pr (DB (0 + ) + paly + ),
a <+ DPy /, (DM —u),

’7<_S)\2/02(B_U)a
uu+a—DWg, vevty—0.

This is still highly efficient, using O(n) operations per iteration. An example is shown in Figure
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Figure 9.12: Three examples, of sparse, outlier-corrected, and isotonic trend filtering, from left to right. These
extensions of the basic trend filtering model were computed from n = 500 data points; their fits are drawn in blue,
and the original (unmodified) trend filtering solutions are drawn in red, both using the same hand-chosen tuning
parameter values. (In the middle panel, the points deemed outliers by the nonzero entries of z are colored in black.)
These comparisons are not supposed to be statistically fair, but rather, illuminate the qualitative differences imposed
by the extra penalties or constraints in the extensions.
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Mixed trend filtering

To estimate a trend with two mixed polynomial orders k1, k2 > 0, we solve
~ o1
B = arg min Slly =Bl + MIDWFY B+ Mg DRV )y,
E n

as discussed in Tibshirani [212]. The result is that either polynomial trend, of order k1 or ks, can act as
the dominant trend at any location in the domain. More generally, for r mixed polynomial orders, k; > 0,
¢ =1,...r, we replace the penalty with >)_, As|| D*¢*1) 3||;. The specialized ADMM routine naturally
extends to this multi-penalty problem:

B« (I + ZPE(DW))TDW)> o (y +> pe(DF)T (ay + W));
=1 =1

Qyp < DPAZ/M(D(}W),@ — uz), {= 1,...m
Uyp (—Ug-i-()ég—D(ke)ﬁ, £=1,...r

Each iteration here uses O(nr) operations (recall r is the number of mixed trends).

Trend filtering with outlier detection

To simultaneously estimate a trend and detect outliers, we solve

P 1
(8,2) = argmin gy — 5 — 213 + M DEFI B+ Ag 2]
B,z€R™

as in Kim et al. [115]], She and Owen [[189], where the nonzero components of Z correspond to adaptively
detected outliers. A short derivation leads to the updates:

() (7 ) (TR

a < DPy, 1, (DWW —u),
Y= S>\2/P2(Z - U)7

u%u—ka—D(k)ﬁ, vé—v+y— 2.

Again, this routine uses O(n) operations per iteration. See Figure for an example.

Isotonic trend filtering

A monotonicity constraint in the estimated trend is straightforward to encode:
5 1 .
B =argmin glly — 5 + M[DEVBl subject to fr < By < .. < B,
6 n

as suggested by Kim et al. [115]]. The specialized ADMM updates are easy to derive:
B ((1+p2)I + pr (DI DI (y + pr (DB (0 + ) + pa(y + ),
a <+ DPy/,(DWB — u),
7+ IR(B —v),
ueu+a—DWE vty —4
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where IR(z) denotes an isotonic regression fit on z; since this takes O(n) time (e.g., Stout [205]), a round
of updates also takes O(n) time. Figure gives an example.

Nearly-isotonic trend filtering

Instead of enforcing strict monotonicity in the fitted values, we can penalize the pointwise nonmontonici-
ties with a separate penalty, following Tibshirani et al. [214]:

n—1

~ 1
B = argmin Sy — BI3+AIDEVB 4+ X2 Y (B = Bipa)+-
ern i=1

This results in a “nearly-isotonic” fit B . Above, we use z1 = max{x, 0} to denote the positive part of .
The specialized ADMM updates are:

B ((1+ p2)I + pr (DT DE) T (g + oy (DN (0 + ) + pa(y + ),
a+ DPy /, (DWB —u),

y ¢ DPY,, (8-),

ueu+a—-DWE v v4y—4

where DP}"(z) denotes a nearly-isotonic regression fit to z, with penalty parameter ¢. It can be computed
in O(n) time by modifying the dynamic programming algorithm of Johnson [110] for the 1d fused lasso,
so one round of updates still takes O(n) time.

Conclusion

We proposed a specialized but simple ADMM approach for trend filtering, leveraging the strength of
extremely fast, exact solvers for the special case k = 0 (the 1d fused lasso problem) in order to solve
higher order problems with £ > 1. The algorithm is fast and robust over a wide range of problem
sizes and regimes of regularization parameters (unlike primal-dual interior point methods, the current
state-of-the-art). Our specialized ADMM algorithm converges at a far superior rate to (accelerated) first-
order methods, coordinate descent, and (what may be considered as) the standard ADMM approach for
trend filtering. Finally, a major strength of our proposed algorithm is that it can be modified to solve
many extensions of the basic trend filtering problem. Software for our specialized ADMM algorithm is
accessible through the t rendfilter function in the R package glmgen, built around a lower level C
package, both freely available at https://github.com/statsmaths/glmgen.

9.6 Appendix: further details and simulations

9.6.1 Algorithm details for the motivating example

First, we examine in Figure the condition numbers of the discrete difference operators D+ ¢
R(—k=1)*7_for varying problem sizes n, and k = 0, 1, 2. Since the plot uses a log-log scale, the straight
lines indicate that the condition numbers grow polynomially with n (with a larger exponent for larger k).
The sheer size of the condition numbers (which can reach 100 or larger, even for a moderate problem size
of n = 5000) is worrisome from an optimization point of view; roughly speaking, we would expect the
criterion in these cases to be very flat around its optimum.
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Figure 9.13: A log-log plot of the condition number ofD(kH) versus the problem size n, for k = 0,1, 2,
where the condition numbers scale roughly like nF.

Figure [9.1] (in the introduction) provides evidence that such a worry can be realized in practice, even
with only a reasonable polynomial order and moderate problem size. For this example, we drew n = 1000
points from an underlying piecewise linear function, and studied computation of the linear trend filtering
estimate, i.e., with £ = 1, when A = 1000. We chose this tuning parameter value because it represents
a statistically reasonable level of regularization in the example. The exact solution of the trend filtering
problem at A = 1000 was computed using the generalized lasso dual path algorithm [9}213]]. The problem
size here is small enough that this algorithm, which tracks the solution in (9.1]) as A varies continuously
from oo to 0, can be run effectively; however, for larger problem sizes, computation of the full solution
path quickly becomes intractable. Each panel of Figure plots the simulated data points, and the exact
solution as a reference point. The results of using various algorithms to solve (9.1)) at A = 1000 are also
shown. Below we give the details of these algorithms.

e Proximal gradient algorithms cannot be used directly to solve the primal problem (9.1)) (note that
evaluating the proximal operator is the same as solving the problem itself). However, proximal
gradient descent can be applied to the dual of (9.1). Abbreviating D = D1 the dual problem
can be expressed as (e.g., see Tibshirani and Taylor [213]])

&= argmin |y — DTul? subject to [jule < . (9.20)
ueRn—k—1

The primal and dual solutions are related by B =y — DT4. We ran proximal gradient and ac-
celerated proximal gradient descent on (9.20), and computed primal solutions accordingly. Each
iteration here is very efficient and requires O(n) operations, as computation of the gradient involves
one multiplication by D and one by D”, which takes linear time since these matrices are banded,
and the proximal operator is simply coordinate-wise truncation (projection onto an ¢, ball). The
step sizes for each algorithm were hand-selected to be the largest values for which the algorithms
still converged; this was intended to give the algorithms the best possible performance. The top
left panel of Figure[9.1|shows the results after 10,000 iterations of proximal gradient its accelerated
version on the dual (9.20). The fitted curves are wiggly and not piecewise linear, even after such

145



an unreasonably large number of iterations, and even with acceleration (though acceleration clearly
provides an improvement).

The trend filtering problem in (9.1)) can alternatively be written in lasso form,

. 1 i
0 =argmin —|ly — HO3+ X-k! > 165, (9.21)
ockn 2 j=k+2

where H = H®*) e R™*™ is kth order falling factorial basis matrix, defined over x1, . .. x,,, which,
recall, we assume are 1, ... n. The matrix H is effectively the inverse of D [212], and the solutions
of (0-1) and (9:21) obey 3 = Hf. The lasso problem (9.21) provides us with another avenue for
proximal gradient descent. Indeed the iterations of proximal gradient descent on (9.21)) are very
efficient and can still be done in O(n) time: the gradient computation requires one multiplication
by H and H”, which can be applied in linear time, despite the fact that these matrices are dense
[227], and the proximal map is coordinate-wise soft-thresholding. After 10,000 iterations, as we
can see from the top right panel of Figure [0.1] this method still gives an unsatisfactory fit, and the
same is true for 10,000 iterations with acceleration (the output here is close, but it is not piecewise
linear, having rounded corners).

The bottom left panel in the figure explores two commonly used non-first-order methods, namely,
coordinate descent applied to the lasso formulation (9.21)), and a standard ADMM approach on the
original formulation (9.1). The standard ADMM algorithm is described in Section 0.2} and has
O(n) per iteration complexity. As far as we can tell, coordinate descent requires O(n?) operations
per iteration (one iteration being a full cycle of coordinate-wise minimizations), because the update
rules involve multiplication by individual columns of I, and not H in its entirety. The plot shows
the results of these two algorithms after 5000 iterations each. After such a large number of iterations,
the standard ADMM result is fairly close to the exact solution in some parts of the domain, but
overall fails to capture the piecewise linear structure. Coordinate descent, on the other hand, is
quite far off (although we note that it does deliver a visually perfect piecewise linear fit after nearly
100,000 iterations).

The bottom right panel in the figure justifies the perusal of this chapter, and should generate ex-
citement in the curious reader. It illustrates that after just 20 iterations, both the PDIP method of
Kim et al. [115], and our special ADMM implementation deliver results that are visually indistin-
guishable from the exact solution. In fact, after only 5 iterations, the specialized ADMM fit (not
shown) is visually passable. Both algorithms use O(n) operations per iteration: the PDIP algorithm
is actually applied to the dual problem (9.20), and its iterations reduce to solving linear systems in
the banded matrix D; the special ADMM algorithm in described in Section 9.2

9.6.2 ADMM vs. PDIP for £ = 3 (piecewise cubic fitting)

For the case k = 3 (piecewise cubic fitting), the behavior of PDIP mirrors that in the kK = 2 case, yet
the convergence issues begin to show at problem sizes smaller by an order of magnitude. The specialized
ADMM approach is slightly slower to converge, but overall still quite fast and robust. Figure supports
this point.

9.6.3 Prediction at arbitrary points

Continuing within the nonparametric regression context, an important task to consider is that of function
prediction at arbitrary locations in the domain. We discuss how to make such predictions using trend
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Figure 9.14: Convergence plots for (k = 3): achieved criterion values across iterations of ADMM and PDIP,
with the same layout as in Figures[9.5]and[9.8] except that the first row uses n = 1000 points, and the second row
n = 10,000 points. Both algorithms comfortably converge when n = 1000. However, PDIP encounters serious
difficulties when n. = 10, 000, reminiscent of its behavior for k = 2 but when n. = 100,000 (see Figure[9.8). In all
cases, the specialized ADMM algorithm demonstrates a strong and steady convergence behavior.

filtering. This topic is not directly relevant to our particular algorithmic proposal, but our R software
package that implements this algorithm also features the function prediction task, and hence we describe
it here for completeness. The trend filtering estimate, as defined in (9.1)), produces fitted values ,5’1, o B
at the given input points x1, . . . ©,,. We may think of these fitted values as the evaluations of an underlying
fitted function f, as in (f(xl), e f(xn)) = (5’1, .. Bn) Tibshirani [212], Wang et al. [227] argue that
the appropriate extension of f to the continuous domain is given by

k+1 n—k—1

F@)=> "¢ hj@)+ > 0; hpyrpi(2), (9.22)
Jj=1 J=1
where hy, ... h, are the falling factorial basis functions, defined as
hiw)=[[(z -z, j=1,...k+1,
k
hisrg(@) = [ [z —2j00) Mo > 2500}, G=1,..n—k—1,

(=1
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and qAﬁ e RF1 9 e R"F1are inverse coefficients to B . The first k + 1 coefficients index the polynomial
functions hy, ... hri1, and defined by ¢; = 1, and

R 1 1 1 . N
bj = = |-[diag< , , >'D<x”1)] B, j=2,...k+1. (923
(j— 1) xTj— a1 Ty — Tp—ji1 1

Above, we use A; to denote the first row of a matrix A. Note that ngﬁl, . <Z>k+1 are generally nonzero at the
trend filtering solution 3. The last n — k — 1 coefficients index the knot-producing functions hg 2, . . . by,
and are defined by

0 = D@FI3/k. (9.24)

Unlike gZ; it is apparent that many of él, .. .0p,_j,_1 will be zero at the trend filtering solution, more so for
large A. Given a trend filtering estimate 5 we can precompute the coefficients qS, 0 as in @]} Then,
to produce evaluations of the underlying estimated function f at arbitrary points 2, . . , we calculate
the linear combinations of falling factorial basis functions according to (9.22). From the precomputed
coefficients ¢, f, this requires only O(mr) operations, where r = || D(®*+1) 3|y the number of nonzero
(k + 1)st order differences at the solution (we are taking k to be a constant).

148



Part 111

Nonparametric Hypothesis Testing
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Chapter 10

Nonparametric testing : Adaptivity of
kernel and distance based two sample tests

Nonparametric two sample testing is a decision theoretic problem that involves identifying differences be-
tween two random variables without making parametric assumptions about their underlying distributions.
We refer to the most common settings as mean difference alternatives (MDA), for testing differences only
in first moments, and general difference alternatives (GDA), which is about testing for any difference in
distributions. A large number of test statistics have been proposed for both these settings. This paper
connects three classes of statistics - high dimensional variants of Hotelling’s t-test, statistics based on Re-
producing Kernel Hilbert Spaces, and energy statistics based on pairwise distances. We ask the following
question - how much statistical power do popular kernel and distance based tests for GDA have, compared
against specialized tests for MDA, when the unknown distributions do actually differ in their means?

To answer this, we characterize the power of popular tests for GDA like the Maximum Mean Discrep-
ancy with the Gaussian kernel (gMMD) and bandwidth-dependent variants of the Energy Distance with
the Euclidean norm (eED) in the high-dimensional MDA regime. We prove several interesting properties
relating these classes of tests under MDA, which include

(a) eED and gMMD have asymptotically equal power; furthermore they also enjoy a free lunch be-
cause, while they are additionally consistent for GDA, they have the same power as specialized
high-dimensional t-tests for MDA. All these tests are asymptotically optimal (including matching
constants) for MDA under spherical covariances, according to simple lower bounds.

(b) The power of gMMD is independent of the kernel bandwidth, as long as it is larger than the choice
made by the median heuristic.

(c) There is a clear and smooth computation-statistics tradeoff for linear-time, subquadratic-time and
quadratic-time versions of these tests, with more computation resulting in higher power.

All three observations are practically important, since point (a) implies that eED and gMMD while being
consistent against all alternatives, are also automatically adaptive to simpler alternatives, point (b) sug-
gests that the median “heuristic” has some theoretical justification for being a default bandwidth choice,
and point (c) implies that expending more computation may yield direct statistical benefit by orders of
magnitude.
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10.1 Introduction

Nonparametric two sample testing (or homogeneity testing) deals with detecting differences between two
distributions, given samples from both, without making any parametric distributional assumptions. More
formally, given samples X1, ..., X, ~ P and Y7,...,Y,, ~ Q, where P and Q are distributions in R,
the most common types of two sample tests involve testing for the following sets of null and alternate
hypotheses

General difference alternatives (GDA): Hy: P =Q vs Hy: P +#Q,
Mean difference alternatives (MDA) : Hy : pup = pg vs Hi:pp # pg

where pp := Ep X, ug := EqY. This problem has a sustained interest in both the statistics and machine
learning literature, due to applications where the sample size might be limited compared to dimensionality,
due to experimental or computational costs. For example, it can be used to answer questions in medicine
(is there a difference between pill and placebo ?) and neuroscience (does a particular brain region respond
differently to two different kinds of stimuli?).

We will assume m = n for simplicity, though our results may be extended to the case when m/(n+m)
converges to any constant k£ € (0, 1). A test 7 is a function from X1, ...X,,, Y1, ..., Y, to {0, 1}, where we
reject Hy when n = 1. We will only consider tests that have an asymptotic type-I error of at most . Let
us call the set of all such tests as

Mnde = {n: R x R™? 5 0,1}, Eg,n < a+o(1)}. (10.1)

In the Neyman-Pearson paradigm for the fixed d setting, a test is judged by its power ¢ = ¢(n, P,Q,a) =
E g, 7, and we say that such a test ) € [1)],, 4, is consistent in the fixed d setting when

Eg,n— 1,Eg,n < aasn — oo for any fixed o > 0.

In contrast, we say that a test 77 € [1],, 4. is consistent in the high-dimensional setting when its power
d) = ¢(n7 dn7 an Qn; Oé) = EHln satisfies

Eg,n— 1,Epy, < aas (n,d) — oo, for any fixed a > 0

where one also needs to specify the relative rate at which n, d can increase. The central question being
considered in this paper is “what is the power of tests designed for GDA, compared to those designed for
MDA, when the distributions truly differ in their means?”. We will explain this and other related questions
in more detail in Section[10.3]

Remark 1. The tests considered in this paper have some common properties. All the test statistics 1" are
centered under the null, i.e. Ef,7 = 0, dividing the statistic by \/var(T') leads to an asymptotically
standard normal statistic under the null, i.e. 7/y/var(T) ~» N(0,1) under Hy, where ~~ represents
convergence in distribution as n — oo, and hence all tests are of the form:

T
X1y X Ve, oY) =T e > 2
77( 1 ny L1 n) < UQT(T) a)

where z, is the 1 — « quantile of the standard normal distribution.

Two-sample testing is a fundamental decision-theoretic problem, having a long history in statistics
- for example, the past century has seen a wide adoption of the t-statistic by Hotelling [[102] to decide
if two samples have different population means (MDA). It was introduced in the parametric setting for
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univariate Gaussians, but it has been generalized to multivariate non-Gaussian settings as well. If X, Y
are the sample means, and S is a joint sample covariance matrix, then a statistician using the multivariate
t-test calculates

Ty = (X - V)75 1(X - V)
and the testis [(T /\/Var(Ty) > to) where t, is chosen so that Eg,n < a+0(1)). Ty is consistent for
MDA whenever P, Q) have different means, and further, it is known to be the “uniformly most powerful”
test when P, () are univariate Gaussians under fairly general assumptions [S, [112} [181} [191]].

In a seminal paper by [[13]], the authors proved that T has asymptotic power tending to « in this high-
dimensional setting (as discussed in the next section), motivating the study of alternative test statistics.
Despite their increasing popularity and usage, many interesting questions remain unanswered, as will be
discussed in Section [10.3|and partially answered in this paper. This paper deals with (moderately) high-
dimensional and nonparametric two-sample testing, where d can grow polynomially with n, and there are
no explicit parametric assumptions on P, ). In Section[10.7, we experimentally validate our claims for a
variety of distributions, even at quite small sample sizes and dimensions. This shows that the asymptotics
accurately describe even finite sample behavior of these tests.

Paper Outline. The rest of this paper is organized as follows. In Section [10.2] we introduce three
classes of tests in the literature - Hotelling-based tests for MDA, and kernel-based and distance-based
tests for GDA, and we discuss related open questions in Section In Section [10.4] we prove that
three of the most popular tests (one from each class) have the same asymptotic power for MDA, showing
the free adaptivity of GDA-based tests for the simpler MDA problem. In Section [10.5] we show that all
these classes of tests are optimal for MDA under the diagonal covariance setting, by adapting a lower
bound from the normal means problem. Section [I0.6] discusses computation-statistics tradeoffs, where
we compare the power of linear-time, sub-quadratic time and quadratic-time versions of these tests. In
Section we run experiments and discuss some practical implications of this work. We end with the
proofs in Section|10.8

Notation We use the standard o,0p, Op notation extensively. Also, for two non-random sequences
Ay, B, A, = Q(By,) is the negation of A,, = o(B,,), A, = w(B,,) is the negation of A,, = O(B,,), and
A, =< By, tomean A,, = B, (c+0(1)) for some absolute constant c. T'r() is the trace of a (square) matrix
and Tr*() is the k-th power of the trace. o is the elementwise or Hadamard product, T's() refers to the
total sum of all the elements of a matrix, e; is the i-th standard basis vector, 1 is the vector of ones. ~ is
convergence in distribution, and I(-) is a 0-1 indicator function.

10.2 Hotelling-based MDA Tests and Kernel/Distance-based GDA tests

Tests for MDA. As mentioned in the introduction, [13]] prove that Hotelling’s T has power tending to o
(this is called trivial power), when (n,d) — oo with d/n — 1 — € for small ¢, explained by the inherent
difficulty of accurately estimating the O(d?) parameters of ¥ ~! with very few samples (S~! is not even
defined if d > n and is badly conditioned if d is of similar order as n). To avoid this problem, they
proposed to use the test statistic

Tps := | X = Y|]* — tx(S)/n

and showed that it has non-trivial power whenever d/n — ¢ € (0,00). An important precursor to this
nonparametric work of [[13] is that of [S5] who proposed a high-dimensional t-test for Gaussians. [200]]
and [201]] proposed to instead use diag(S)~! instead of S~ in Ty, and showed its advantages in certain
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settings over T pg (specifically its scale invariance, i.e. invariance when the data is rescaled by a diagonal
matrix, gives it an advantage when the covariance matrices are diagonal but non-spherical).

In another extension of T'sg by [36l], henceforth called CQ, the authors proposed a variant of Tpg of
the form

1 - 1 " 2 —
Tog = —— > X' X;j+——= > VY- 5> X,
i#j=1 i#Aj=1 i,j=1

analyzing its power for MDA when the covariances of X, Y are also unequal and without explicit restric-
tions on d, n, but rather in terms of conditions stated in terms of 7, > and mean difference 0 := pp — pg.
We will return to these conditions later in this paper, since we will use assumptions of similar flavor.

Note that E[Tcq] = phup+ ,ug po—2p5ug = || p—pg||?. and hence T is an unbiased estimator
of ||p — pgl/. In this paper, instead of using Tr directly, we will analyze a minor variant, which is a
U-statistic:

1 n
UCQ = m Z hCQ(Xi7Xj7Yi7Yj)
i#j=1
where hog (X, X', Y, Y') = X'X+YTYy - XTy' - XY (10.2)

Teq’s difference from Ugq is only in the third term, and this difference is asymptotically vanishing,
making the asymptotic properties of Uc (especially its power) identical to T, and its usage is only for
technical convenience.

There is also a large literature on the so-called parametric Behrens-Fisher problem, which is a paramet-
ric MDA problem where the distributions are Gaussian and heteroskedastic, and also the nonparametric
Behrens-Fisher problem that deals with MDA when P, () are nonparametric mean-scale families, in the
univariate and multivariate settings. See [[17] and [131]] for recent such works, and references therein. An-
other related line of work analyzes the setting where p could be exponentially larger than n but assuming
some kind of sparsity (say in the mean difference); see [30] for such an example.

Tests for GDA. It is well known that the Kolmogorov-Smirnov (KS) test by [116] and [[194] involves
differences in empirical CDFs. The KS test, the related Cramer von-Mises criterion by [43[] and [222]], and
Anderson-Darling test by [6] are very popular in one dimension, but their usage has been more restricted in
higher dimensions. This is mostly due to the curse of dimensionality involved with estimating multivariate
empirical CDFs. While there has been work on generalizing these popular one-dimensional to higher
dimensions, like [[19], these are seemingly not the most common multivariate tests. Some other examples
of univariate tests include rank based tests as covered by the book [124]] and the runs test by [225]], while
some interesting multivariate tests include spanning tree methods by [[74], nearest-neighbor based tests by
[183] and [96]], and the “cross-match” tests by [[175]. Most of these have been proved to be consistent in
the fixed d setting, but not much is known about their power in the high-dimensional setting.

One popular class of tests for the multivariate GDA problem that has emerged over the last decade, are
kernel-based tests introduced in parallel by [70]] and [85], and expanded on in [82]]. The Maximum Mean
Discrepancy between P, () is defined as

MMD(H,, P,Q) := max Epf(z) —Eqf(y)

£l a, <1

where H, is a Reproducing Kernel Hilbert Space associated with Mercer kernel k(-, ), and {f : || f| . <
1} is its unit norm ball. It is easy to see that MMD > 0, and also that P = @) implies MMD = 0. For
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the converse, [85] show that under fairly general conditions involving H,; or equivalently s, the equality
holds iff P = Q). The authors prove that

MMD(H,, P,Q) = |Epk(z,.) — Egr(y, )| a,-

This gives rise to a natural associated test, that involves thresholding the following U-statistic, an unbiased
estimator of MMD?:

1 n
MMD; (k(-,-) = ———— > ho(X;, X;,¥;,Y;
u( ( ’ )) n(n_ 1) o ( J ])
where b (X, XY, Y") = s(X,X)+sY,Y) - k(XY - r(X"Y). (10.3)

Note once again that we can form a gMMD statistic having 3 summations like Tcq, but for technical
convenience we mimic the form of the U-statistic Uc, the asymptotic properties of both being the same.
Note that Uc is just the MMD when we use the linear kernel k(a, b) = a’'b. The most popular kernel for
GDA is the Gaussian kernel with bandwidth parameter y, leading to the test statistic that we henceforth
call gMMD:

gMMD? = MMD2(g,(:,"))

_plI2
where g(a,b) = exp (_Ha2||2> '
Y

Apart from the fact that the population gMMD?(P, Q) = 0 iff P = Q the other fact that makes this a
useful test statistic is that its estimation error, i.e. the error of MMD% in estimating MMD?2, scales like
1/4/n, independent of d; see [82] for a detailed proof of this fact. This is unlike the KL divergence, for
example, which is 0 iff P = () but is hard to estimate in high-dimensions. However, it was recently
argued in [167]] that the study of estimation error covers only one side of the story, and that test power still
degrades with d even if estimation error does not.

A related but different class of tests are distance-based “energy statistics” as introduced in parallel by
[16] and [207], and generalized to some kinds of metrics, denoted p, for a related independence testing
problem, by [[133]]. The test statistic is called the Cramer statistic by the former paper but we use the term
Energy Distance as done by the latter, and once more, we study the U-statistic form:

1 n
n(n —1) vy
where ,(X, X, Y,Y") = p(X,Y")+ p(X',Y) — p(X,X") — p(Y,Y"). (10.4)

The most popular or “default” choice within this class (the only one studied by both sets of authors who
introduced it) is the Energy Distance with the Euclidean distance, henceforth called eED, defined as

eED, = EDy(e(:,"))
where e(a,b) := |la—b|2.

Appropriately thresholding gMMD? and eED,, leads to tests that are consistent for GDA in the fixed
d setting against all fixed alternatives where P # () (and some local alternatives, i.e. alternatives that
change with n) under fairly general conditions and such results can be found in the associated references.
However not much is known about them in the high dimensional regime.
Remark 2. This paper will deal largely with gMMD and eED, because these are the most popular choices
for kernel and distance used in practice, but similar inferences can possibly be made about other kernels
and distances, using the same proof technique. Similarly, we will focus on Uc(, though one may draw
similar inferences about T s and T'sp and their corresponding GDA variants.
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10.3 Open Questions and Summary of Results

The test statistics for MDA, like Ucq,TBs,Tsp, TH have all been analysed in the high-dimensional
setting. However, there is presently poor understanding of gMMD and eED in high dimensions. Below
we list some of these open questions (along with explanations) that we are going to answer in this paper,
followed by our partial answers to these questions.

Q1. How can one characterize the power of nonparametric tests like gMMD and/or eED in high dimen-
sions, either for GDA or MDA?

Explanation [Q1]. In the fixed d setting, gMMD and eED are well understood, and their null and al-
ternate distributions are given in [82]] and [207] respectively. However, their behavior in high dimensions
seems to be essentially unanswered in the current literature. A general characterization of power is impos-
sible since P, () could be different yet arbitrarily similar to each other (see Section 3.2 of [82] for a formal
statement and proof of this claim). Due to this reason, one is somewhat restricted to trying to characterize
the power in limited settings. For example, one can hope to characterize the power by parameterizing the
problem in terms of the smallest moment in which P, @ differ.

Result [Q1]. One way that we propose to analyze them is to consider two nonparametric distributions
P, () that only differ in one specific moment and see how much power gMMD or eED have to identify
this difference and reject the null. As a first step, this paper will characterize their power for MDA, when
P, () differ only in their first moment.

Q2. How does the choice of bandwidth parameter ~ affect power of gMMD?, for GDA or MDA?

Explanation [Q2]. The most popular choice of bandwidth is the “median heuristic” where it is chosen
as the median Euclidean distance between all pairs of points (see [[184]]). However, the effect of this choice
on test power is unclear. [83] also make suggestions for choosing the bandwidth parameter, but only for
the linear-time gMMDl2 (see Section , and also with guarantees only in the fixed d setting. Hence the
study of how the kernel bandwidth affects power is a work in progress in the current literature. For any
fixed +, consistency for GDA was proved in [85]; further, the power of gMMD% against any fixed GDA
alternative was also explicitly derived in the fixed d setting to be ®(1/n), ignoring constants, where ® is
the Gaussian CDF. Notice that consistency of the gMMD test for any fixed -y is in stark contrast to using
Gaussian kernels for density estimation, where we must let the bandwidth go to zero with increasing n,
and hence the gMMD statistic does not behave in the same way as the L2-distance between kernel density
estimates, as done in [4].

Result [Q2]. In Section we prove that the power of gMMDi does not depend on the bandwidth
parameter v, as long as -y is chosen to be asymptotically larger than the choice made by the aforementioned
median heuristic.

Q3. Can one directly compare the power of eED and gMMD for GDA or MDA? Is one of them more
powerful than the other?

Explanation [Q3]. [187] describes connections between kernel and distance based tests for inde-
pendence testing. Informally speaking, there is a near one-to-one correspondence between the class of
kernels and distances for which such tests make sense. However, while there is some metric/semimetric
that corresponding to Gaussian kernel g, that metric/semimetric is not the Euclidean distance e (and vice
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versa). eED seems to be more popular in the statistics literature, and gMMD in machine learning - it is of
practical importance to both fields to know how one should choose between eED and gMMD.

Result [Q3]. In Section we show that (under fairly general conditions) gMMD and eED have
asymptotically equal power for MDA, both in theory and practice.

Q4. How do the powers of tests for GDA compare to tests for MDA, when (unknown to us) P, () actu-
ally differ in only their means?

Explanation [Q4]. Given a nonparametric two-sample testing problem, one generally does not know
if the distributions differed in their means or not. If they did differ in their means, presumably the former
statistics may perform worse than the latter, since the latter are designed specifically for that purpose, and
can concentrate all their power in detecting first moment differences. But how much worse? What is the
price one must pay for the extra generality of gMMD and eED? One of the main questions considered in
this paper is actually one of comparing the powers of eED, gMMD and Ucq.

Result [Q4]. In Section we prove that one does not pay any price for the generality of gMMD%, eED,,
(they enjoy a “free lunch”) - gMMDi and eED,, have the same power as U against MDA in high di-
mensions, both in theory and practice, even though gMMD? and eED,, are also consistent against GDA
whereas Ucq is not. We would like to note that this result has actually been observed in practice, but
seemingly not been explicitly acknowledged or conjectured. Figures 1 and 4 of [16] are quite convincing
for eED, and the authors explicitly point this out in their experiments and conclusion sections, while Fig-
ures 3 and 4 of [131] also show same phenomenon for gMMD, though the latter authors do not comment
on their experimental observation. As far as we know, this paper has the first rigorous justification of such

a phenomenon.

QS. How does computation affect power in high dimensions?

Explanation [Q5]. A final question we consider is the relationship between computation and power.
Noting that gMMDg takes quadratic time i.e. O(n2) to compute, [82] and [233]] introduce linear-time and
block-based subquadratic-time statistics gMMDl2 and gMMD%. The main related work in this regard is
[168], which analyses a linear-time version of gMMDl2 in the high-dimensional setting. We will discuss
this last question in detail in Section [10.6

Result [Q5]. In Section [10.6] we show that expending more computation yields a direct statistical
benefit of higher power; there is clear and smooth statistics-computation tradeoff for a family of earlier
proposed sub-quadratic and linear time (kernel) two sample tests.

Q6. What are the lower bounds for two sample testing in high dimensions?

Explanation [Q6]. We have not seen any lower bounds for the two sample testing problem in the
literature, and definitely none for the high dimensional setting, even under MDA.

Result [Q6]. In Section [10.5] we prove tight lower bounds for two-sample testing under MDA, for
the case of diagonal covariance, which show that all three tests are optimal in this setting, even including
constants.
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10.4 Adaptivity of gMMD and eED to MDA

This section will aim to provide some answers to questions Q1-4. Our main assumptions are inspired by
those in [13] and [36], and related followup papers.

[A1] Model. X; =T'Zy; + pp and Y; = I'Zy; + pg for i = 1,...,n where Zy;, Z; are k-dimensional
independent zero mean, identity covariance random variables and I" is a d x D unknown full-rank deter-
ministic transformation matrix for some D > d satisfying I'T” = ¥ (hence the d X d population covariance
Y is full-rank). Denote the mean difference as 6 := pp — pg.

Remark 3. Assumption [Al] implies that X, Y have means u1, o and covariances ., like in [13[]. We
do not assume that X, Y have different covariances Y1, 5 like in [36]. The reason for this choice is as
follows. gMMD and eED can detect differences in distributions P, @) that occur in any finite moment. For
example, by Bochner’s theorem (see [178]]), the population quantity gMMD? is precisely (up to constants)

/ lox (t) — oy (t)2e 11z
Rd

where ¢ x (t) = Eyple®" ] is the characteristic function of X at frequency ¢ (similarly ¢y (t)), and the

population eED is precisely (up to constants)

/ (Fx(a,t) — Fy (a, 1) da dt
(a,t)eSi—1xR

where Fy(a,t) = P(a” X < t) (similarly Fy (a,t)) is the population CDF of X when projected along
direction a and S%~! is the surface of the d dimensional unit sphere; see [207]] for a proof. Because of this,
gMMD and eED are sensitive to differences in second (and higher) moments of distributions. To analyze
their power against MDA, it makes sense to nullify all other sources of signal like [|$1 — Z2[|% that might
alter the power of gMMD or eED.

[A2] Moment assumption. Each of the D coordinates of Z;; and Zs; have m > 8 moments, each

moment being a finite constant. For all ¢ = 1,...,m and s = 1,2, we have E(ZgillZ;?Q, s Zso‘i%) =
D

IE(Z;&)E(Z;%)E(ZZ%) for all Ej:l aj < 8.

Remark 4. Assumption [A2] was made in essentially the same form in [13]] and [36l]. Some of our calcu-

lations explicitly involve how much these moments deviate from those of a standard Gaussian. We show

in Section that many of our results hold experimentally for a variety of non-Gaussian distributions.

[A3] Fairly good conditioning of ¥. (a) We assume that Tr(X2%) = o(Tr2(X*)) for k = 1,2. (b) We
also assume that T'r(X) < d and for S; € {X;, Y;}, the average ||S; — S;||?/d exponentially concentrates
around its expectation, i.e.

d

for some v = v(X,m) € (1/3,1/2].

Remark 5. Assumption [A3] essentially means that ¥ is fairly well conditioned, and was also made in the
aforementioned earlier works. To see this, note that if ¥ = o1 then the conditions reduce to requiring
d = o(d?). If all the eigenvalues of X are bounded, this assumption is still met. When ¥’s eigenvalues are

I1S; = SjlI* _ ElSi — ;|
d d

> d‘”) — 0 exponentially fast in (some polynomial of) d.
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not bounded, this condition will be satisfied as long as 3 is not terribly conditioned. This assumption is
discussed in detail with several nontrivial examples in [36]. Similarly, v(3, m) reflects the conditioning
of ¥, and the number m of moments of .S. In the best case, with d independent coordinates i.e. identity
covariance ¥ = [ and infinite moments, v(X, m) = 1/2. As we assume fewer moments or as we deviate
away from diagonal covariance to more ill-conditioned matrices, v(3, m) strays away from half, but we
assume it is fairly well-conditioned, being at least 1/3. We think that some such good conditioning is
necessary for our theorems to hold, but that the scalar 1/3 can be lowered.

[A4] Low signal strength. [|4]|? = o (min {%Amm@), %}) and 6745 = o( (1)) for
k=0,1,2,3.

Remark 6. First recall that we assumed ¥ is full rank in Assumption [A1], S0 Apin(2) > 0. Assumption
[A4] essentially means that the signal strength is not very large relative to the noise. For example, when
¥ = o1, the assumption requires that ||§]|2 /02 = o(v/d). Indeed, it more generally implies that ||5]|% =
O(TT(Z))D We need this assumption for technical reasons, and we conjecture that our results hold under
a weaker assumption. Even in its present form, this is not such a strong assumption since (as we shall see
in the theorem statements) if the signal strength is large then the decision problem becomes too easy and
such a regime is rather uninteresting. Further note that 57§ = o(T'r(X)) implies, by Cauchy-Schwarz,

T8 < Amax(DNI2 = 0 (D) TH(S),
6125 < Tr(E?)|0)? = o(Tr(Z2)Tr (%)),
6136 = o(Tr(Z*)Tr(®)) < o(Tr(X*)Tr?(%)).

[A5] High-dimensional setting. n = o(d® ~'Tr(%?)) = o(\/dTr?(X)) = o(d>®).
Remark 7. Currently, Assumption [A5] is needed only for a technicality in proving our main theorem, and
we conjecture that it can be relaxed.

As in [36], we do not assume that (n,d) — oo at any particular rate. Instead, we will analyze their
behavior in two regimes that have implicit control on n, d. For notational convenience, denote

Tr(%2)
2
on1 = 8 T (10.5)
)

02y = 8 —. (10.6)
Recalling that 0 := pup — piq, the first theorem summarizes the power of Uc(.
Theorem 24. Under [Al], [A2] and [A3a], Ucq has asymptotic power which equals

i o1
2
dog =P - Za +o(1) (10.7)

(03
Tr(22) 5TSS Tr(22) 3TSS
et \/ 8~ +857
where ® is the Gaussian CDF and z,, is the threshold representing the a--quantile of the standard Gaussian
distribution.

This theorem follows from the main result of [36] for Uc(, and hence we do not reproduce it here.
There, the authors prove that Uc( is asymptotically normally distributed with variance 02, + o2, under

'"This holds because Tr(X) = Tr(Z*2™') < Tr(Z?)ALL (Z) by Cauchy-Schwarz inequality that Tr(ATB) <

min
IlA|l«]|B|lop Where *, op refer to the nuclear and operator norms respectively.
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the alternative, and variance afﬂ under the null (with 3; = Y9 = ¥ and ny = ny = n being used by us).
This then gives rise to the above expression for the power ¢ fairly easily, except that the authors made a
small mistake by interchanging o,,; and o2 in one crucial expression (confirmed by email correspondence
with the authors, summarized in the Appendix Sec. [I10.8.2). Another minor difference is that we write
down the power as a single expression, while [36] prefer to write them down in the two aforementioned
special cases of low and high SNR.
Remark 8. The null distribution of Uc is asymptotically Gaussian under MDA in this high-dimensional
setting. This is in stark contrast to the fixed-d, increasing-n setting, where the null distribution is an
infinite sum of weighted chi-squared distributions, due to the properties of degenerate U-statistics (see
[L88]). This seems to have first been proved by [[13] for Trs using a martingale central limit theorem (see
[89]).

The next theorem summarizes the power of gMMD, which is also one of the main results of the paper.
Theorem 25. Assume [Al], [A2], [A3], [A4] and [AS5], and let the bandwidth be chosen as 72 =
w(2Tr(X)). Then gMMD., has asymptotic power which is independent of vy, and equals the power of

Ucq. In other words, the power is
Tr(22)
V I8

= | — < Za + +o(1
dgMMD ) st o \/ST’"(§2) s 5Tn25 (1)

n2 n n

forall v* = w(2Tr(%)).

The proof of this theorem is covered in Section[I0.8] While one may conjecture a result like the above
due to the claims of [61] that the Gaussian kernel often behaves like the linear kernel in high dimensions,
their results only hold true when n < d (apart from other differences in assumptions). Further, they also
interpret the results rather pessimistically, by saying that these kernels do not provide an advantage in the
high-dimensional setting, but we will demonstrate in experiments that when the linear kernel does not
suffice (the distributions have the same mean but differ in their variances), then Ucq has trivial power
but gMMD’s power tends to one in reasonable scenarios. Of course, more samples are probably needed
to detect differences in second moments compared to differences in first moments.Hence, we choose to
interpret the above result optimistically — not only is gMMD capable of detecting any difference in
distributions, but it also detects differences in means as well as Ucq which is designed to test only mean
differences.

For the purpose of mathematical analysis, we now introduce a family of statistics, for which eED,, is
a special case. These are defined (recalling Eq.(10.4)) as

eED, := EDy(ey(:,))

where ey (a,b) = \/72 —2Tr (%) + |ja — b]|3
where 42 > 2Tr(X) is a constant user-chosen bandwidth parameter. Note that

lim eED, = eED,
v2—2Tr(2)t

The next theorem summarizes the power of eED.,, in all cases when 72 = w(2Tr(X)).

Theorem 26. Assume [Al], [A2], [A3], [A4] and [AS5], and let the bandwidth be chosen as 72 =
w(2T'r(X)). Then eED., has asymptotic power which is independent of y, and equals the power of Ucq.

160



In other words, the power is

) 1]
2
donn = & | = et e | o)
T T
nZ T \/8T +85°

forall v* = w(2Tr(%)).

The proof of this theorem is similar to the proof of Theorem and hence is briefly covered at the
end of Section[I0.8] after the proof of Theorem 25]
Remark 9. We remark on our inability to prove the above theorems for the limiting case of 72 =< 277 (%).
The proofs of Theorems [25and 26| are based on a Taylor expansion of the /,, and h, respectively (recall
Eqs.(10.3),(T0.4) for their definition). This leads to a “dominant” Taylor term Us /+? which is a U-statistic
in ho and a “remainder” term Uy / 74 which is a U-statistic in h4, where

(X, X Y,Y) = [X—X|P+ Y Y|P - | X Y|P - X' =Y]%  (08)
M(X, XYY = X=X+ Y - Y - X -V - X —Y L 109)

One can easily observe that hy = —2h¢ (see Eq.(10.2)) and hence the behavior of Us is immediately
captured by the behavior of Uc, the most important fact being that Us is always Gaussian under the null
and the alternative (as mentioned after Theorem [24] and its following remarks). When 72 = w(Tr (X)),
we prove that Uy /v* = op(Usz/~?%). However, when 72 =< 2T7(X), our results suggest that Uy /v* =
Op(Us/~+?). However, while we know that U, /v is asymptotically Gaussian, we do not know the limiting
distribution of Uy /+*, even though we undertake tedious calculations to find the mean and variance of Uy.
Hence, while this allows us to make arguments about the mean and variance of gMMD and eED, we
cannot make power claims since for that purpose we require knowing the limiting distribution of U, under
the null. While we conjecture that it is indeed Gaussian and simulations support this, the proof is vastly
more complicated than for Uy because the number of terms to be controlled in the martingale central limit
theorem is larger (by an order of magnitude, as the number of terms grows exponentially). Proving the
above theorem statements for the limiting case is an important direction for future work, and may require
development of the theory of U-statistics for high dimensional variables. However, for the moment we
show a variety of experiments that support our conjecture, implying that the borderline case is probably a
technical limitation.

10.4.1 The Special Case of X = 021

Though no explicit assumptions are placed on n, d for the above expression (and hence for consistency to
hold), for further understanding of the power of these tests, let us consider the situation when ¥ = ¢%1
and define the signal-to-noise ratio (SNR) as

SNR V¥ .= M
o

One can think of W? as the problem-dependent constant, which determines how hard the testing problem
is - of course, the larger the SNR, the easier the distributions are to distinguish. Indeed, in the special case
of P, (Q being spherical Gaussians, W? is just the KL-divergence between these distributions. Then, the
expression for power from Eq.(10.7) simplifies to

o ( vd v ) +o(1). (10.10)

Vd + nv2 V/8d/n? +8¥2/n
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We are most interested in the regimes where W is small. Let us define the three regimes as follows:

Low SNR: ¥ = o(y/d/n), (10.11)
Medium SNR: ¥ =< d/n, (10.12)
HighSNR: ¥ = w(y/d/n). (10.13)

Remark 10. We find it worthy to note that the behavior is diﬁ‘erenﬂ in the low and high SNR regime.
Specifically, in the Low SNR regime, the asymptotic power is

2

nW
=P —zy+
oL <Z VT

while in the high SNR regime, the asymptotic power is

) when ¥ = o(+/d/n) (10.14)

¢n = ®(v/n¥/V8) when ¥ = w(y/d/n). (10.15)

The above two rates match in the Medium SNR regime, yielding a power < ®(1/d).

10.5 Lower Bounds when X = o2/

Here we show that the form of the power achieved in Theorem 24]is not improvable under certain assump-
tions. For example, in the case when 3 = o1, we can provide matching lower bounds to Eq. using
techniques from [[106] designed for Gaussian normal means problem. The proof relies on the Gaussian
approximations of the central and noncentral chi-squared distributions.

Proposition 27. Let G 4(x, 0) be the cdf of a central chi-squared distribution with d degrees of freedom and
Gy(x,7) be the cdf of a noncentral chi-squared distribution with d degrees of freedom and noncentrality
parameter r. Then as d — oo, we have uniformly over x,r

Ga(z,0) = c1><x¢_27;> +o(1), (10.16)
—d—r2
Galz,r?) = q)(f/mT:?) +o(1), (10.17)

vai 2
CalTir?) = o 2% . " )i 10.18
i) (W Vaarae) T (1018

where Ty, is 1 — « quantile cutoff of the X?l and z,, is the corresponding quantile of the standard normal.

Remark 11. Our Eq.(I0.18) differs from [106][Ch 1.3, Pg 13, Eq. 1.14] where the authors applied the
additional approximation that d — oo with r fixed (or just d >> r) to get

G(Tya, ) = ®(20 — p?/V2d) + 0(1). (10.19)

We do not make this approximation.

There is a mistake/typo in the paper by [36]], which causes them to miss this surprising observation. We have confirmed this
important typo with the authors, and describe the context of its occurrence in more detail in the Appendix Sec. @}
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Proof: [Proof of Proposition The first two expressions appear verbatim in [106][Ch 1.3, Pg 12].
Substituting z = T}, into the second expression yields

Gi(Tua,7%) = ® < Ta—d ___m ) +o(1)
Vod + 4r2  V2d + 4r2
The last expression then follows due to the following fact:
Tgo — d
V2d
Eq.(10.20) holds by the following argument. First note that

(3 — d)/V/2d ~ N(0,1).

= Za + 0(1), (10.20)

Then by definition of Ty,
P(X?[ > Tda) <«

which then implies

Taga — d
P(Z> od —i—o(l))Sa
for standard normal Z. Since we know that P(Z > z,) < «, Eq.(10.20) follows.

Next, define Sy(p) = {0 € R? | ||6]| = p} to be the surface of the d-dimensional sphere of radius p.
For the normal means problem, we are given Z ~ N (4, I;) and we test Hy : 6 = 0 against H : § € Sg(p).
Recalling the definition of [1],, 4, from Eq.(I0.I), we analogously define [1)]4, for the normal means
problem as the set of all tests from R? — [0, 1] with expected type-1 error at most cv. Define the minimax
power at level « as

B(p,a) = inf sup Esn.
n€Mld,a §€S4(p)

Proposition 28. Given Z ~ N (9, 1;) where ||6|| = p, the minimax power for the normal means problem
is

V2d p?
B(p,a) =1—Gq(Tyo, p?) =P | — T, + +0(1).
(p.) (Tias ) et ) oW
Proof: This proposition is al/most verbatim from Proposition 2.15 of Pg 69 of [106]. Its proof is given in
Example 2.2 on pg 51 of [106]], the end of the example yielding the expression for power as G¢(Tyq, p°).
The only difference in our proposition statement is that we directly use the expression Gg(Tya, p?) in

Eq.(10.18) instead of the approximation in Eq.(10.19).
The above proposition now directly yields a lower bound for two sample testing when ¥ = ¢21. Let

Falp,0) = {(P,Q) : Ep[X] — Eq[Y] € Sa(p),E[XXT] — E[X]E[X]" = E[YY"] - E[Y]E[Y]" =
021} represent the set of all pairs of d-dimensional distributions P, ) whose means differ by 6 € Sy(p)
and whose covariances are both o%1. Define the minimax power at level o as

B(p’ «, U) = inf Sup ]EP’QT}'
ne[n]n,d,a (P,Q)E.Fd(p,o')

Theorem 29. Given X1, ..., X, ~ N(0,0%14) and Y1, ...Y;, ~ N(8,021;), suppose we want to test § = 0
against 0 € Sq(p). Then putting V := p/o, the minimax power is

Vd 02
Vd+ n? Tat /8d/n? + 812 /n> o)

Blp,a,0) =@ <_
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Proof: Denote

X-Y
Z n/QQ
V2 U\f o
Under the null,
Z ~ N(0,1I4)
and under the alternate
Z ~ N(6,14)

for § € Sy(p'), where p’ = \/n/2p/o,ie. p'* = n¥?/2. Our claim follows by direct substitution into
proposition

Remark 12. This lower bound expression exactly matches the upper bound expression in Eq.(10.10),
including matching constants, showing that all of the discussed tests are minimax optimal in this setting
of ¥ = ¢21. Even though the current lower bounds can possibly be strengthened to include nondiagonal
>, we remark that we have not been able to find even these diagonal-covariance lower bounds in the two
sample testing literature, especially which are accurate even to constants.

10.6 Computation-Statistics Tradeoffs

In this section we will consider computationally cheaper alternatives to computing the quadratic time
gMMD2 that were suggested in [82] and [233]], namely a block-based gMMDQB and a linear-time gMMD%.
While it is clear that gMMD? is the minimum variance unbiased estimator (it is a Rao-Blackwellized U-
statistic), it is not clear how much worse the other options are - if they are only slightly worse, the compu-
tational benefits could be worth it if there is a large amount of data. Due to the lack of a high-dimensional
analysis in [82], it was inferred that one suffers for cheaper computation with power that is worse, by
a constant factor compared to the power of gMMD?. We will show that, for MDA, the power is worse
not by constants but by exponents of n (presumably this would only get worse for GDA). At all points,
the Assumptions in Section 3 are assumed to hold wherever needed, so that we can proceed directly to
comparisons.

Assume that we divide the data into B = B(n) blocks of size n/B with n/B — oco. Let gMMD?(b)
be the gMMD? statistic evaluated only on the samples in block b € {1, ..., B}, and let the block-based
MMD be defined as

B
1
2 _ 2
gMMD}, = — bz; gMMD?(b).
We note that this statistic takes (n/B)2B = n?/B time to compute.
Also, when using B = n/2, i.e. using blocks of size just 2, since n/B — oo does not hold, we look
at this case separately. This statistic just takes linear-time to compute, since each block b is just of size 2,
and we define the linear time MMD as
1 n/2
MMD? = — MMD?(b). 10.21
g T Zg (b) (10.21)

Theorem 30. Under assumptions [Al], [A2], [A3], [A4], [A5] (appropriately holding for n/B points),
and the bandwidth is chosen as v* = w(Tr (X)), the power of gMMD?% is

VB3P om

n n

¢gBMMD =@
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Proof: Let 0%1 and 0125,2 be as defined in Eqs.(10.5),(10.6)), but each calculated on n/B points instead of
n points, and scaled by 7%, i.e.

B2Tr(%?)
2 _
op1 = 8 ’74n2
BT
2
= 8—F.
OB2 74n

Define 0% = 0%, + 0%,. Then from our earlier arguments we have that

Under Hy, gMMD?(b) ~» N(0,0%,), (10.22)
Under Hy, gMMD?(b) ~» N(0,0%; + 0%s). (10.23)
Hence, the distribution of gMMD?% is N (0, 0%, /B) under null and N(gMMD?, 6% /B) under alter-

native. Hence, from our earlier results it is straightforward to note that under Hy,

MMD?

and under Hq,

MMD?Z2, — ¢eMMD?
VBESY BB ~ N(0,1).
0B

Hence our test statistic will be

MMD?
Ts :=VB it
g1
with our test being given by [(T5 > z,) where z, is the a quantile cutoff of the standard normal distri-
bution. Note that in practice, we would simply use a studentized statistic by plugging in the estimated o .
Then, the power of this test is

MMD? MMD?Z% — ¢gMMD? v/ BegMMD?
P <\/BH > za) - Py (\/Bg b8 > 2, 2B _ V78 (10.24)
0B1 0B 0B 0B
v/ BgMMD?
- 1-d (zaUBl _ Vo8 ) (10.25)
oB oB
V' B||§]?
- & Gl _ 5, 2B (10.26)

\/8B2Tr(22) | gBoTSs “op
n?2 n

It is again useful to consider the case of ¥ = o1 for some insight, and recall U = ||| /. Specifically,
the power is

2
B n¥
=0 —— — 2 when ¥ = o(+/Bd/n (10.27)
while in the very high SNR regime, the power behaves like
¢B = ®(v/n¥/v/8) when ¥ = w(+/Bd/n). (10.28)

Of course, the above two rates match in the Medium SNR regime. Here we use the italicized very
because it is a /B times larger SNR requirement than the high SNR regime given in Eq.(10.13) of ¥ =
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w(y/d/n). Comparing to Eqs.(10.14),(10.15) to the ones above, in the very high SNR regime i.e. ¥ =
w(y/Bd/n), we have

o5 = o

However, the low SNR regime is statistically more interesting. In this case, the power of the block test

is /B times worse (inside the ® transformation). Noting that the block based test takes time n? /B to

compute, we see the factor n/ VvBin Eq.(10.27) quite illuminating (it is the square-root of the time taken).
It was proved in [[168]] that the power of the linear-time statistic is given by

o ( Vn? )
AL,
V8d + 802

and hence its power in the low SNR regime is given by ® (\/%\112) in the (very very) high SNR regime

of U = w(V/d), its power does not suffer, and is exactly ®(,/n¥//8) like all the above statistics, but in
the low SNR regime its dependence on n suffers (and again it is the square-root of the computation time
taken).

Remark 13. We can summarize this section informally as follows. If the test statistic takes time n! to

compute for 1 < ¢ < 2 then the power behaves like ® (”328%’2> in the low SNR regime.

10.7 Experiments

In our experience, our claimed theorems hold true much more generally in practice. For example:
1. While we need n, d to be polynomially related in theory, we find that our experiments show that
$cq = PeED = PgmmD even when n is fixed and d increases, or when d is fixed and n increases.
2. While our theory seems to suggest that 72 = w(Tr(X)) is needed, the experiments suggest that
72 = Q(Tr(X)) suffices.
Before we describe our experimental suite, let us first detour to mention the “median heuristic”.

10.7.1 The Median Heuristic

The median heuristic chooses the bandwidth for the Gaussian kernel as the median pairwise distance
between all pairs of points (see [L84]). In other words, it chooses

v* = Empirical Median {||S — 5'||*}

where S # S' € {X1, ..., X, Y1, ..., Y, }. To have some idea of the order of magnitude of the choice that
median heuristic makes, let us make the reasonable supposition that this choice is similar to the mean-
heuristic, which chooses it to be the average distance between all pairs of points, i.e. let us assume for
argument’s sake that

Empirical Median {||.S — S'||?} = Population Mean {||S — S'||*} .

Then the following proposition captures the order of magnitude of the bandwidth choice made by the
common median heuristic.

Proposition 31. Under [Al], the average distance between all pairs of points is < 21r(3). Hence, under
[Al], the median-heuristic chooses ~* =< 2Tr(X).
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Proof: There are (") pairs of xs and ( ) pairs of ys and n? zy pairs, the total number of pairs being

* ) This implies that the population mean pairwise distance is (( ))IEHX X2 + ((Qn))IEHY Y%+
2
(z)

E|X - X = E|(X — ) — (X' — p)|> = 2B(X — )" (X — )
— 2ETr((X — pu)(X — m)") = 2Tr(5).

E|X —Y|? E|X|>+E|Y|? - 2EXTY
E|X — ] + ml? + EIY — poll® + [lua)® — 265 o

= 2T7(%) + 6]

Together, these imply our claim.

Remark 14. The above proposition implies that the choice made by the median heuristic is at the borderline
of satisfying the condition under which our main theorem holds, which is v2 = w(7Tr(3)). Practically, in
our experiments that follow, it seems like all the claims still seem to hold even when 72 < Tr(X). This
implies that the conditions currently needed for our theory are possibly stronger than needed. Hence, this
“heuristic” actually provides a reasonable default bandwidth choice since 3 is usually unknown.

10.7.2 Practical accuracy of our theory

Here, we consider a wide variety of experiments and demonstrate that our claims hold true with great
accuracy in practice, and actually in greater generality than we can currently prove.
The different test statistics considered in this simulation suite (as given in the legends) are:
uMMDO.5 - gMMD with v < d%% ie. 2 < Tr(X).
uMMD Median - gMMD with ~ chosen by the aforementioned median heuristic.
uMMDO0.75 - gMMD with v < d*™ ie. 42 = w(Tr(%)).
ED - (Euclidean) energy distance eED, i.e eED., with v2 = 27r(%).
uCQ - The U-statistic U from [36].

IMMD# - The linear-time gMMD? statistic from Eq.(T0.21) with # € {0.5,0.75, Median} spec-
ifying the bandwidth as in the case of gMMD above.

AN

7. 1CQ - The linear-time version of Ucq.

We plot the power of all these tests statistics when o« = 0.05, for various P, () by running 100 rep-
etitions of the two sample test for each parameter setting. As a one sentence summary of all the experi-
ments that follow, we find that all the U-statistics have exactly the same power under mean-differences,
as claimed by our theorems, i.e. pcg = ¢gmmp = ¢@pp for all the above choices of bandwidth, while
the linear-time statistics perform significantly worse, also as predicted by the theory (demonstrating the
computation-statistics tradeoff).

Experiment 1. For this experiment we use the following distributions. We vary d from 40 to 200 and
always draw n = d samples from the corresponding P, ().

e Normal distribution with diagonal covariance: P = N(uo, lgxq) and Q@ = N(u1,Iixq) where
po=(0...0)" and py = %(1...1)?
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e Product of Laplace distributions: P and () are shifted Laplace distributions with shifts pg

(0...0)" and g = L

(1.

.1) T respectively and identity covariance matrix.

e Product of Beta distributions: P and () are shifted Beta distributions BETA(1, 1) with shifts pq

e Mixture of Gaussian distributions: P and () are shifted mixture of Gaussians

Power

Figure 10.1: Power vs Dimension when P, () are mean-shifted Normal (top left), Laplace (top right),

Power

0...0)7, u1 =

1
\/?7(1..

.1)T respectively and identity covariance matrix.

%N(O, 214%q) + %N(O, 314xq) with shifts g = (0...0) " and p; = \/%respectively.
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d
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d

Betas (bottom left) or Mixture (bottom right plot) distributions.

The values of shifts and covariance matrix are chosen to keep the asymptotic power same for all the
distribution (see Theorem [23). Figure [I0.1] shows the performance of various estimators for the afore-
mentioned two sample test settings. It is clear that the power of eED, Tg, gMMD all coincide for any
(sufficiently large) bandwidth, increasing as ®(y/n) for the quadratic time statistic, and staying constant
for the linear time statistics, both as predicted by the theory. Also note the fact that the plots look almost

identical is consistent with our theory (see Theorem [23]).

Experiment 2: In the previous experiment, we have seen the performance of the estimators for di-
agonal covariance matrix. Here, we empirically verify that similar effects can be observed in distribu-
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tions with non-diagonal covariance matrix. To this end, we consider distributions P = N (g, ') and

Q = N(u1,%’) where g = (0...0)7, g = ﬁu ...1)Tand ¥ = UN'UT. The matrix U is a random

unitary matrix U obtained from the eigenvectors of a random Gaussian matrix. A’ is set as follows. Let
A be a diagonal matrix, the entries of which are equally spaced between 0.01 and 1, raised to the power
6. This experimental setup is similar to one used in [131]. The matrix A’ is dﬁ. Figure shows
that the qualitative performance of all statistics is similar to one observed in the previous experiment (see

Figure [10.1).

——uMMDO0.5
——|MMDO0.5 1
——uMMDO0.75 1
xIMMDO.75
--—-uMMD Median
IMMD Median
—=—uCQ J
——1CQ
- —=—ED -4

0 1 1 1 1 1 1 1

40 60 80 100 120 140 160 180 200

d

Power

N

Figure 10.2: Power vs d when P, () are mean-shifted Normal (top left) with non-diagonal covariance
matrix.

Experiment4. The aim of this experiment is to study the performance of the statistics when distributions
differ in covariances rather than means. In this experiment, we set P = N(0,%;) and @ = N(0, X2)

where &) = 2L and 3, = 5c‘)|(22|r;1 ). Here, Y is a positive definite matrix UAU | where U and A are

[1XlF = . : ) L :
generated as described in Experiment 2. Again, the experimental setup is similar to the one used in [131]].

Not surprisingly, as seen in Figure[10.3] gMMD and eED perform better than CQ.

1 T

——uMMDO0.5
——IMMDO0.5 ]
——uMMDO0.75 E
*IMMDO0.75
--—-uMMD Median
IMMD Median
——uCQ J
_|——1cQ
|—-—ED

Y 1 i
40 60 80 100 120 140 160 180 200

Figure 10.3: Power vs d when P, () are distributions differing in Covariances.
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This experiment demonstrates that gMMD and eED dominate Uc in some sense. This is due to the
fact that CQ is designed for mean-shift alternatives while rest of them work for more general alternatives.
Hence, they achieve the same power when the distributions differ in their means, and strictly higher power
when the distributions do not differ in their means, but only in some higher moment. We can also see
that the powers of the different statistics are no longer equal, and that the bandwidth does matter in this
situation.

Experiment 5. Finally, we verify the nature of the asymptotic power for fixed dimension. For the
purpose of this experiment, we hold d fixed to value 40 and vary n. Here, we consider two sample tests
for normal distributions with diagonal and non-diagonal covariance matrices (used in Experiment 1 and
Experiment 2 respectively). Figure [10.4]illustrates the power of the tests under this scenario. It can be
seen that power increases with n in a manner similar to the ones observed in the previous experiments.

1 & & 1
T T T T T T ——

3 06 ——uMMDO0.5 ——uMMDO0.5
2 ——IMMDO0.5 ——IMMDO0.5
% ——uMMDO0.75 —+—uMMDO0.75
[a Y = IMMDO.75 = IMMDO.75
--—-uMMD Median --=-uMMD Median
IMMD Median || IMMD Median ||
——uCQ —=—uCQ
A——1CQ ——|CQ L
——ED ——ED E
020 ;o 4:7 5‘0 s‘o ;o a:a ;o 1 80 1 1‘ 0 120 20 3:) 4; 5:) 6‘0 7:) 5;) 9; 1 éo 1 1‘ 0 120
n n

Figure 10.4: Power vs Sample size for fixed dimension when P, () are normal distributions with diagonal
(left plot) and non-diagonal (right plot) covariance matrices respectively.

This experiment suggests that assumption [A5] can probably be relaxed or dropped from the theory.
We need it only to bound a certain Taylor remainder term Rj3 in the proof of the theorems that follows,
and it is perhaps possible to find a better way to bound this term.

10.8 Proofs of Theorems 25 and

Let us first note that the gMMD statistic can be written as

ano = [WVIERT [k o] [Se ]
2

= —=  WTKu (10.29)

(n—1)
1,/vV2n 7 . . Kxx KXY] . ,
where u = " 1s a unit vector and K = with its submatrices defined as
[—ln/\/ 2”} [KYX Kyy

Kxx = {GXP <—W) I(i # j)}
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i X1—Xo|? X1—Xn |12\
0 exp (_H 172 2|l ) . exp _ le nl
Xo—X1]|2 Xo—Xn||?

exp (_H 272 1l ) 0 S exp _ 272 nll
Xn—X1]|? Xn—Xol|?

exp (_H "72 1|| ) exp (_H n’y2 2|| ) 0

and we use the first expression to summarize the above matrix and similarly,

Kyy = {exp (—”Y;QYJHZ) I # j)}

V.12
Kxy =Kijx = {GXP <—|XZ,Y2Y]H> I(i # j)}

Note that there are Os on the diagonal of K, but also on the diagonals of the other two submatrices.
Note that 27r(X) + [|6]2 = E||X; — ;|12 < E||X; — X;|? = E|Y; — Y;||> = 27(%) since [|6]|? =
o(Tr(X)) by Assumption [A4]. For i # j, let

7:=2Tr(2)/v* < E||Si — S;|?/7* = o(1) (10.30)
for S; € {X;,Y;}. Leta = Hsvis” Let us write the exact third order Taylor expansion of the terms
exp(—a) around exp(—7) as

—T _CL
et = e*T—e*T(a—T)Jr%(a—r)Q— 63'] (a—r1) (10.31)

for some (;; between a and 7, and since a, 7 > 0, we have exp(—(;;) < 1. For clarity in the following
expressions, we drop the I(¢ # j) and assume it is understood. In this notation, the term-wise Taylor
expansion of K is given by

CIx—x5012 Xy
e ,‘{2 e 72

K =
Y= x501° Y=y
e 7 e

RS ) (il

ay {1y {{Y Xl } {Yl;@n?_T}
)

TR T

2] {(y X1 )} {('Y 4l 7)2}
e () ) e (et )
Pl e (e

Recalling Eq.(10.29) and expanding using the above Taylor expansion of K, we get

e T 2
e 1)uTT2u — muT(E o T3)u (10.32)

U,
gMMD = 2¢ fQ -
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where, recalling that o is the Hadamard product,

. {(XX“)} {(”XY”>}
: {(Y_WQW_TY} {(}/;2%”2_7)2}

T

R
Lo {(YVQM_T)?’} {(YwY]”z_T)S}

Note that we have used the fact that for ©u = 1n/v2n we have
—1,/vV2n

XX

[ o

and also that
1
Uoq = fay 2 A=IXe = X = I = Y51 + X = Y51 41 = ¥ilP}
2/ izj
Further, recall from Eq.(10.30) that 7 = o(1).
The proof of the theorem will proceed from Eq.(10.32)) in three steps. Define

1
Us = o Y ha(Xi, X5, Y5, Y5)
(2) i#j
ha(Xe Xp, YaYy) i= XK= X010 1Y = Yl = 1 = Y1 — 1 - Yl
to note that U U
I 7 1 TUcq
Tou = | —
m—1)" " (2v4+ 72 >

(i) First we will show that the third order Taylor remainder term R3 := ﬁuT(E oT3)u is a smaller
order term than Ucg /2.
(ii) Denote f; = —L-u’ E[T5]u. We will show that 65 = o(||6]|/~?).

(iii) Denote s4 = Var(Uy). We will show that Var(Us/7*) = o(Var(Ucg/v?)).
Both 64 and s4 are tedious to calculate, especially under the alternative, and we will have to develop
a series of lemmas on the way to calculate these quantities. Assuming for the moment that these above
claims are true, we then have from Eq.(10.32)) that
U,
gMMD = %(257 +op(1))
Since we have assumed m > 8 moments, this immediately implies convergence of means and variances,
1.€. )
1)
EgMMD = @(26_7— +0(1)) (10.33)
Y
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and
Var(gMMD) = W(%T +o(1))? (10.34)

which then implies that, ignoring smaller order terms,
gMMD — EgMMD  Ugg — ||6]?

VVar(gMMD) VOGP

and hence the distribution of gMMD matches the distribution of Ucg under null and alternative (and
the above expression has a standard normal distribution), and the two statistics hence also have the same
power. The same argument also holds for the studentized statistics calculated in practice. The rest of the
proof is devoted to proving the three steps (i), (ii) and (iii).

Step (i): Bounding R; := 3,(+_1)uT(E o Ty)u

Noting that every element of E is smaller than 1, and hence u” (EoT3)u < ||[EoTs||2 < max;; Eij|| T2 <
||T5]|2, implying that (ignoring constants)

gy < 1Tl _ [Tallc
n NZD
Let us now bound every term of 73. Taking a union bound on the statement of Assumption [A3], we see
that the same exponential concentration bound holds uniformly for all O(n?) = o(d*) pairs i, j, and hence
w.p. tending to 1,

d

max < g vEm) —
Y

tj

. _ G2
IS:= S5l

gl

(we also multiplied both sides by d/+?). Hence we have w.p. tending to I,

1 &3
Ry < ———
3—d3u\/ﬁ,y6

ny2

Since any random variable satisfies X = Op(y/Var(X)), we have that Ucg/v* = Op (TT(EQ)>

under the null (its variance is even larger under the alternate), and hence R3 = op (UCQ / 72) whenever

1 a3 Tr(x? 1/ Tr(x?
LA (VITCE) ) L o [V ITER)
dBV\/ﬁ,y() n,YQ d3—3v
This is reasonably satisfied whenever 42 > Tr(X) < d and n = o(d*~1Tr(X?)) as assumed. Hence,

under our assumptions R = op(Ucg /7).
Remark. We conjecture that this holds true under much weaker conditions on ~, n, 3, m.

Step (ii): The Behavior of 6, = E[U,] and 0, = —~u"E[T5]u

Note the fact that for any random variable V, E(V —b)? = Var(V)+(EV —b)2. Using V = | XY |2 /2,
b=r7and EV = 7+ ||§|?/~?%, we can write the off-diagonal terms as

{(X;QXHQ — 7)2} {(”X;Z”z — 7)2} {Var(IIX;X’\P)} {Var(n){;Yn% N W}
{(lmxju? _ 7)2} {(mmn? _ 7)2} N {Va({yf—;% + 1o {v;ﬂ(:;Y”)ﬁ
72 72
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Since Var(|| X — X'||?) = Var(]|]Y — Y’||?), we have
02 = Var(|X — X'|*) = Var(|X = Y|*) — [|6]]*/+".

The next two propositions imply that 6 = —857%5/4* — ||6]|*/7* = o(||6]|?/~?), as required for step
(i1). They also imply that

04 = —1607%5 — 8||5)°Tr(Z) — 2||6]|* < —||8]*Tr ().
Proposition 32. Define Z' = Z, — Zy where Z1, Zo are as in assumption [Al], [A2]. Then

E(ZT2Z7)) = 2Tr(%)
Var(Z'Ts2") = Tr(x?)
E[(ZT2Z)?] = Tr3(%)

Proof: Since Z1, Z5 are independent, zero mean and identity covariance, we have Z’ is mean zero and
covariance 2/ and fourth moment I[:?JZ,’C4 =E(Zi — Zop)* =3+ Ay + 6+ 3+ Ay = 12 + 2A,. Firstly

E(Z7%Z7') = ETr(2722") =TrE(Z'7SZ") = Tr(E(22'Z'T))
2Tr(%)

where the last step follows since E[Z'Z'T]| = 2I.

Var(Z"s2') = E[Z7SZ)? - 20r(2)? =E Y SySuZiZiZiZ] - A(Y Si)?
1,5,k i
SE)3) ISEIEE) 3 S RUICENIN) SERT) A 9 )
i ji i i i i i i
= 8Tr(X%) +4A4Tr(X oY)

where the third step follows because the only nonzero terms in Zl j i, are because (a) ¢ = j and k=1+#1
or(byi=kandj=1[0l#ior(c)i=1landj =k #ior(d) ¢ =j = k = [ and the last step follows
because Tr(X?) = [|X]|% = Do Z?j. The lemma is proved because >, %2, < >0 Zgj.

i —

Hence E[(Z27%2")%] = Var(Z2752')+ (EZ7SZ')’ = 8Tr(S%) + 244 ) ¥F +4Tr%(%)

K23
3

= Tri(%).

Proposition 33. Let XY be as in assumption [Al], [A2], [A3]. Then

E|X - Y|? 27r(%) + ||5]|°,
Var(|X —=Y|?) = 8Tr(%?) 4 85720,
E|X - Y|* = 4Tr%(Z) +4)6)°Tr (D),

Proof: Remember that X — Y =T'(Z; — Z3) + 6 =: T'Z' 4 §. Note that Z’ has zero mean, variance 21
and every component is independent with third moment zero. Hence

E|X —Y|? = E|[Z +6|®=E[Z71Z] + ||§||? + 2E[6TTZ]
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= 2T7(%) + ||§]>.
Hence Var| X —Y|?> = E[|TZ +6|*> — 2Tr(Z) + |5]*)?
= E[Z711Z +25'TZ - 2Tr(%))?
= Var(ZTNZ') + 4B[6TTZ' 27T 8] + 4E[(Z2""11Z' — 2T7(X))6T T Z']

= 8Tr(S?) +4ATr(So %) + 8686 +4E | > T2, 2;2 | T75
2
= 8Tr(X%) +4A,Tr(X o %) + 86756

The second last step follows since E >, ; 11;;Z; 77 Z; = 0 since Z" has first and third moments 0.

Hence E[|X —Y|[* = Var(|X —Y|*) + (E[|X - Y[*)?
= Var(Z'S2') +4Tr*(%)
= 8T7(¥?) +4A,Tr(X o ) + 85185 + 4Tr2(X) + 462 Tr () + ||0]|*

Step (iii): The Behavior of s, = Var(Uy)

We use the variance formula using the Hoeffding decomposition of the U-statistic U4. We ignoring con-
stants since we only aim to show that Var(Uy/~v*) is dominated by (is an order of magnitude smaller
than) Vaar(Ucg/~+?). Hence, we have by Lemma A of Section 5.2.1 of [188]],

Var(hy) N Var(E[h4] X, YD

Var(Uy) < 3 - (10.35)
Some tedious algebra is required to estimate the second term. Recall that
1
Uy = Tzh4(Xi7Xj;Yi7Yj)7
(2) i#j
ha(Xi, X5, Y3 Y)) = [1X = X501+ (1Y = V501" = 1% = Y5 = 11X = Yl
0 = E|X; - X;|" +E|Y; - Y| - E|X; - V|| - E||X; - Yi||"

where X, X' ~ P and Y,Y’ ~ Q from the model in [A1,A2] givenby X = T'Z; and Y = I'’Z, + §.
(since h4 depends only on differences, we have assumed d; = 0 and do = § without loss of generality).
Firstly, it is easy to verify that hy4 is a degenerate U-statistic under the null, since E[h4|(X,Y")] = 0 when
P = @. We will now derive the variance of E[h4|(X,Y")] when P # @ under our assumptions. Let us
first derive E[h4|(X, Y")] below. For convenience of notation, denote

Y =12y
where Zy = Zo + nand I'ny = §. Then
HX o Y/H4 _ (XTX + Y/TY/ _ 2XTy/)2 — (XTX>2 + (Y/TY/)2 + 4<XTY/)2
+2XTXYTY —ay"TY' XTYy' —4xTX XY,
E[|X —Y'|[*(X,Y)] = (XTX)?2+E[(Z1Z)Y] +4XT(2+06T)X +2XTX(Tr(Z) + |10]%)

—AR(ZIZ, 23 TT T 72, — 4XTX X756,
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(XTX' +YTY —2X7TY)? = (XTX')? + (VTY)? + 4(XTY)?
+2XTX'YTY —4yTYy X"y —axTXx' X"y,

E|X - Y|Y(X,Y)] = E[(Z'TZ)Y ]+ (YTY)? +4YTSy +2v Ty Tr(%)

—4AR[ 212, 2 TT)(T Z, + 6).

X" v

Denoting a, := E[ZL11Zy ZT], we have

ayr = E[(Z HijZYiZYj + Z HZZZ%Z)ZY]C]
i#j ‘

= E Z U;j(Z2i 25 + njZai + niZ2j + minj ) (Zak + M)
i#]

+E | Y CTLi(Z5; + 2Z0im; + 17) (Zok + k)

1

= [0+0+ > Myny +0+ > My +0+0 -+ > 7:llin;
J#k i#k 7]

_.I_

AgTyg + 11 Y i + 2T + 04+ 0+ > milLam

3 7

A3y, 4 meTr(I0) 4 215 | 4 e (0 TIn)

= QZH]'N]]' +
J#k

= Agll + npTr(ID) + 2100 + m]|5] .

Since IIn = I'TT'y = I'T'6, we have al. = Asdiag(I1) +nTr(I1) 4+ 276 + ||§|?n. Using this and calling
% = E[Z{NZ, Z]] = Asdiag(),

—E[|X - Y'|Y(X, V)] = —(XTX)?-E[(Z112)*]-4XT8X —4XT56T X —2XT XTr(%)
—2XTX||0]|2+4a X TT X +4Tr(X)67 X + 857X + 4[|0||267 X +4XT X XT5,
~E[| X' -Y|[4(X,Y)] = -E[(Zf1z)Y - xTy)2—ayTsy —ovTyTr(8)+4adi 1Y,
E[|Y - Y |'X, V)] = (YTY)2+E(ZFTZ)2 -4V Ty + 4y 15Ty +2v Ty Tr(2) + 2Y 1Y |62
—4a%TTY —4Tr(2)6TY — 86T8Y — 416?07y —4yTYY TS,
E[|X - X'|N(X,Y)] = E[(Z'TZ)Y + (XTX)244XT8X + 2XT X Tr (D) -4k TTX.

Adding the above 4 equations, we get

E[h|(X,Y)] = 46T(YYT - XXT)6+2(YTY — XTX)|6)? — 4Tr(I)6T (Y — X)
—85TS(Y — X) — 46207 (Y — X) —4(yTYyyT — XxTXXT)s. (10.36)

We will now take a detour to calculate the expectations and variances of products of quadratic forms,
to aid us in bounding Var(E[h4|(X,Y)]) by bounding the variances of each term in Eq.(T0.36) above.
Proposition 34. Let ) := €' Ile be a quadratic form, where € is standard normal. Then
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E[Q? = Tr*(M)+27Tr(I1%)
Var(Q) = 2Tr(I1%)
E[Q%] = Tr3(M) + 6Tr(I1%)Tr(I) + 8Tr(I1°%)
E[QY = Tr'(I) + 127r(I1)Tr3(X) + 12772 (11%) + 327 (1) Tr(113) 4 48T (11%)
Var(Q*) = Tri(I0) 4 1271 Tr* (1) + 12773 (T1%) + 327 (1) Tr(I13) 4 48T (114)
— (Tr* (W) + 4T7*(1I?) + ATr(11*)Tr?(10))
< 96T (I1?)Tr? (1)

Proof:

The expectations follow directly from the results of [135] and [113]. The last equation follows
since Tr(AB) < Tr(A)Tr(B) for any two psd matrices we have Tr(I1?) < Tr2(II) and Tr(II?) <
Tr(I1%)Tr(I1) and Tr(I1*) < Tr(I12)Tr?(I1). by Cauchy-Schwarz.

Proposition 35. Let Ts(A) = >, A;j denote the Total sum of all entries of A and let o denote Hadamard
product. Let Q = €' Ile, where the moments of the coordinates of € are given by

m; = 0,

me = 1,

m3 = Ags,

my = 34+ Ay,

ms = As+ 10Ag3,

meg = Ag+ 1544+ 10A2 + 15,

A7+ 21A5 + 35A403 + 105As3,
mg = Ag+ 28A¢+ 56A5A3 + 35A% + 210A, + 280A2 + 105.

3
I

Here the As should be thought of as deviations from normality. As is skewness and Ay is kurtosis, and
A; = 0 for all i if e was standard Gaussian. Then, we have

ElQ] = Tr(ID),
Var[Q] = 2Tr(I1%) + AqTr(T o T0),
E[Q?* = 2Tr(I1?) 4+ AsTr(M o I1) + Tr3(10),
E[QY = Tr* (1) + 127+ (I13)Tr2 (1) + 12772 (11?) + 327 () Tr(11%) + 48T (11%),

+A4fa + Ao fa+ Asfo + A3 f3 + Al fao + D305 f35
where fy = 6Tr?(I1)Tr(IT o IT) 4+ 127 (1) Tr(I1 o IT) + 48T (I1)Tr (11 o T1%)
+96Tr(diag(TDTI®) + 48Tr(diag? (11?)),
fo¢ = ATr(I)Tr(oIloII) 4 24T (I o I o I1%),
fs = Tr(IlolloIloll),
fz = 24Ts(diag(I)Tdiag(T1))Tr(IT) 4 48Ts(diag(TN12diag(IT)) + 16T's(IT o IT o TT)T'r(IT)
+967s((II o IN)I1diag(II)) + 96T r (IL(IT o IT)II),
fio = 3Tr*(Ioll) + 24Ts(diag(IT)(II o I)diag(IT)) + 8Ts(IT o I o IT o IT),
f3s = 24Ts(diag(INTdiag?(IT)) + 32Ts(diag(IT)(IT o IT o IT)),
Var(Q*) = Tr(I1*)Tr*(I).
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Proof: The first four claims follow directly from the detailed work of [15]]. Let us see how the last claim
then follows. First note that 7r(IT o II) < Tr(I12) < Tr%(II). The first inequality follows because
S I2 < z” = ||I||% = Tr(II?). The second follows because 0 < Tr(I1%) = (IL,II) <
[T op ([ L]}« < T'r (H) by Cauchy-Schwarz. We also use the Hadamard product identity diag(II)(II o
Mdiag(I1) = (diag(INII) o (IIdiag(11)) = (Ildiag(I1)) o (diag(IT)II) = I o (diag(I1)Ildiag(II)), see
[101]. Since Tr(AB) < Tr(A)Tr(B) for any two psd matrices, we similarly have

Ts(Il o I o II) ZH <> OGP < (O 1) = Trd(?) < Tr(I1%)Tr(I0)

Tr(I o I o IT) ZH < (Z I1;)% < () CI)%2 < Tr(I1%)Tr(I0)
: -
Ts(MolloMoll) = ZH (oI, Mo M) < Tr?( o II) < Tr(I1%)Tr?(I)

Tr(IloIloIloI)
Tr(diag(I1)II3)

Tr(II(IT o IT)IT)
T's(diag(IT)(I1 o IT)diag(IT))

In this fashion, we can verify that the dominant term of Var(Q?) scales as T (IT1?)Tr2(II).

We can now extend these results to the case where the quadratic form is uncentered.
Proposition 36. Q = ¢'Tle and Q' = Q + a’e + b, where ¢ satisfies the conditions of the previous
proposition, a*a = 467 %6 and b = 675. Then

E[Q] = Tr()+
Q? = Q*+(a” ) —|—b2—|—2Qa €+ 2ba’'e + 2bQ

ij
Tr(I13)Tr? (1)

Tr(diag(I1))T (H3) < TT’(HQ)TTQ(I_D
Tr(INTr(I o IN)Tr(I1) < Tr(I1?)Tr? (1)
Ty 2

<
<
<
< Tr*(I0)Tr(II%).

EQ? = Tr*(I) + 2Tr(I1%) + a’a + b + 2Asdiag(I1)a + 26Tr(I1)
Var(Q) = 2Tr(I1?) + a’a + 2A3diag(I)a
Var(Q?) < 2Var(Q?) + 4(a’a)? + 2A,Tr(aa” o aa®) 4+ 4Var(Qa’e)
+4b%a’ a + 8b*Tr(I1?) + 46> A, Tr (11 o T1)
= Tr2I0)Tr(11?)
= Var(Q?).

Proof: All statements hold simply by expansion and substitution from the previous proposition. Re-
membering that Var(Q?) < Tr(3?)Tr?(X), we can see that the last claim holds. Indeed, Assumption
[A4] implies that a”a = 0o(Amax(X)T7(X)) and hence (a’'a)? = o(Tr(X2)Tr?(X)) since A2, (¥) <
|2]12 = Tr(¥?). Similarly, b*a’a = o(Tr?(X)Tr(%?)). In this fashion we deduce that the dominant
term in Var(Q"?) is Var(Q?).

Since Var(A+ B) < 2Var(A) +2Var(B) and (a + b+ ¢)? < 3a® + 3b% + 3¢?, we can alternately

derive the following bound for variances of quadratic forms involving Y = I'Zy + §:
Y'Y = ZIMZy + 676 + 20T Z,
YIsYy = ZIM2Z, + 6756 + 267 %0 Z,
(YTY)? < 3(Z211125)? + 3(676)% 4 3(67T Zy)?

EYTY] = Tr(Z) + 676
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E[YTLY]
Var(YTY)
E[(YTY)?]

Tr(2%) + 6755

ATr(%?) + 80726

Var(YTY) + E2(YTY)

ATr(22) + 85126 + (Tr(X) 4+ 676)2 < Tri(%)
ATr (X4 + 857235

18Var((ZT112)%) + 18Var((67TZ,)?)
Tr(Z)Tr(%) + (67%6)2

IN

IN

Var(YT2Y)
Var(YTY)?)

IN N

X

where we used var((v?' 2)?) = var(ZTvw? Z) = 2Tr((vv?)?) = 2(vTv)2. Since 6726 = o(Tr(%?))
by our assumptions, the last expression is dominated by its first term.
Proposition 37.

Var(XTXXTs) = Tr3(%)6T%6
Var(YTyYTs) = Tr2(%)éTss
= Var(XTXXT5).

Proof: Let us first calculate Var(XT X X7T6), for which we need to know E[X X7 XXTX XT]. Let
us first calculate E[X X7 X XT]. For this purpose, see that E(Z,Z{ 12, Z]) = B((ZI112,) 2, 2T) =
2I1 + Tr(II)I. This is true because its off-diagonal element is E(}_,; I1;jzizj2425) = 214, and its
diagonal is E(}",; 1ij2i2j25) = 3laa + Yopsg ek = Tr(Il) + 214, Hence E(XXTXXT) =
TE(Z,ZiM12, Z])TT = 2522 + Tr(X)X. Now, we are ready to calculate E[X X7 X X7 X X 7.

Define C := E((Z1112,)* 72, ZT)
Hence C,, = E(Z Hinklzizjzkzlzg)
ijkl

= 15002, + 61Laa (> " Iy) +12) 17, +3) I3 +2 Y MMy +4 Y I

t#a t#a t#a s#t#a s#t#a

Let us simplify this expression. Notice the following identities:

2Tr(I1%) = 2012, + 4 I, +2> T +4 > T
t+a t#a s#t#a

TT2(H) = H?La + Z H?t +2 Z HttHaa +2 Z HssHtt

t#a t#£a s#t#a

87, =8I, +8)> 117,

t#a
ATr()eq = 4117, + 4 Tyll,,
t#a
Hence, we see that C,, = 6112, + 4T7(I1) g + 2(T1%)q + 277(IT%) + Tr2(I1)

Similarly Cab = E(Z HinklZiijkzlzazb)

ijkl
=8 Y Mully +4 Y Tl + 12M40TTa + 12105114
t#a#b t#a#b
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= 411, Tr(IT) 4 8(T1%) 4
Hence C' = 812 + 4Tr (I 4 (2Tr(T1%) + Tr?(I1))T

Hence
EXXTXXTXXT] =853 4 4Tr(X)X? 4+ 2Tr(X%)E + Tr3 (X)X (10.37)
and Var(XTXXT6) < 67536 + Tr(X)07 826 + Tr2(2)67%6
= Tr*(%)67%0.

Next, let us calculate Var(YTYY7T5). We keep only the higher order terms in the following expansions,
to avoid the tediousness of Proposition 35| for clarity.

E[YYT] =% + 667
E(YTYYTs) = E[(TZy + 0)T (T Zy + 6)(ZITT§ 4 679)]
= 16]2(Tr(Z) + 678) + 26755
= [|61PPTr (%)
EYYTYYT) = E[(TZy + 6)(T'Zy + 0)T (T Zy + 6)(TZa + 6)7]
= TBTT + §67(2 4 667) + 6(Tr(X) 4+ 676)6T + (X + 667)667 + ||5]*(X + 667)
+E[6ZITT6ZITT] + B[l Z96 T Zo8T] + ||6]/2667
ETYYTYYTo) = 267526 + Tr(X)07%8 + 51626720 + 5(|6)|¢ + [|6]|*Tr (%)
= 6T88Tr(Z) + ||6]|*Tr (%)
EpTYYTYYTYYTS) = 6TE[(TZs + 8)(TZo + 0)T (T Zy + 6) (T Za + 6)T (T Zy + 8) (T Z2 4 6)16
= 16|2E[TYYTYYT6]) 4+ 6TET Z, 2 TTY Y TY Y T8
+E[6TTZ6TYYTYYT)6 4 |6)°E[ZETTYYTY Y T)§
= G1+ G + G3 + G4
Define ® := I'7§67 T, and let us expand the 4 terms above.
Gy =6TET ZoZITTYYTYYT)6 = "EXXTXXTXXT]5 + ||0||*6"EIX XT X X6 + 3||6||*E[Z] ®Z2Z3 11 Z5)]
+2E[(Z3 ©2)%] + E[Z3 2 Z]|0]*
= 61936 + Tr(X)6T52%6 + Tr2(2)67 26 + 16267526 + ||0]|26T 26T r(X)
+ (67%6)% + 6T%6)0*
= Tr3(2)61'xs
Gi = 0P E[TYYTYYTS]) = [|0]°Tr(S) + [|6]*67 S6Tr(2)
= Go
G3 =E[0TTZ:8TYYTYYT)§ = 2B[ 2T 2, ZTT1 Z,]||6||? + 2B[(Z ®25)?] + 4E[Z1 ®Z5] | 6]*
= 1611267 26T (%) + ||6]|267%26 + (67%6)% + 67 %6|0|*
= Go
Gy = |I8|’E[Z3 T YYTYY T8 = ||0|'E[(23 T122)°] + 3||8||*E[Z5 1Z2 Z3 ® Z5)
+ ||6]°E[23 TTZo] + 3||6[|"E[ 25 ©2Z2)
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= |64 Tr2(Z) + |16]|26T 26T () + ||6]/267%25 + ||6)|°Tr(2) + ||8||*6T26
= ||6|*Tr? (%)

Hence Var(YTYYT) =EpTYYTyYTyYTs] — Ry TyY7Ts)
= G+ Go+ Gs+ Gy — |8 T3 (%)

= Tr3()61%s
= Var(XTXXT9)
Lemma 29.
Var(E[hy(X,Y)]) < Tr3(£)61%s
Proof:

Returning back to Eq.(T0.36)), the 4 different variance terms involved in Var(E[h4|(X,Y)]) are

Var(YT66TY) = Var(TZy+6)166T(TZy + 6)) =< (6726)? + ||6]|*6T %6
Var(YTY6[?) = |6]*Tr(=?)

Var(Tr(IN6'T(Zy — 1)) = Tr3(2)6T%s
Var(YTYYTS) =< Tri(%)é'xs

Under our assumptions, one can verify that the dominant term of Var(E[hy| X, Y]) is < Tr2(X)6726.

Lemma 30.
Var(hy) < Tr2(2)Tr(X?)

Proof:
h4 — 4[(XTX/)2 + (YTY/)2 _ (XTY,)Q _ (X/TY)Q]
+ 2[XTX(X/TX/ _ Y/Ty/) + YTY(Y,TY/ _ X/TX/)]
+ AYTY'YT(X -Y)+ XTX'XT(Y - X)+ XTXXT(Y - X))+ YTYyYT(X —Y")
(10.38)

For example, let us calculate Var((X7 X')?). Defining S’ = X' X", we have

E[(XTX") = ExEx[(XTS'X)?| = ExEy [(ZITTS'TZ1)?
= Ex/[TrTT X' XTTIT X' X'TT) + Tr2(IT X' X'TT)]
— EX/ [(X/TEX/)Q + (X/TZX/)Q]
=Ex (2712 21)? + (27 11?217
= 2Tr(I1%) + Tr2(11%)
E[(X"X')?] = ExEx[Z{TT5'T 2] = Ex/Tr(I" X'X"'T) = By 21" T° 2]
= Tr(I1?%)
Var(XTX")?) = E[(XTX")Y - E[(XTX")}? = Tr(T*) = Tr(2?) = o(Tr*(2)Tr(X?))
Similarly, let us calculate Var(X'T X' X7 X) and Var(Y'TY'Y 1Y) as follows.
Var(XTX'XTX) = E[(XTX)?*(XTX"?] -E[XTXXTX)
= E*[(XTX)?] —E'XTX] =< (8Tr(X?) +4Tr*(%))? — (2Tr(2))?
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= Tr(ZHTr*(%)
and Var(YTY'YTY) = E[(YTY)?] -EY(YTY)
= (Tr3(Z) + 277 (%?) 4+ 46756 + 676
+ 8A3diag(I1)67%s + 2676Tr (%)) — (Tr(X) + 676)*
= Tr?(2)Tr(%?)

where we use Proposition [36|and the last step follows by larger terms canceling after direct expansion.
Next, let us bound Var(XTXXTX') and Var(YTYYTY") as follows (other terms are similar).

Multiplying Eq.(10.37) by X, we see that
EXXTXXTXXTy) = 85t +47r(2)%3 4 27r(22)x? 4+ Tr2(2)x2.
Now taking traces on both sides, and applying trace rotation to the left, we see that the dominant term is
Tr(EXXTXXTXXTY])) =E[Tr(XTXXTXXTEX)) = E[(XTX)’XTEX] < Tr(ZH)Tr(%).
Since Var(P) < E[P?], we conclude that
Var(XTXXTX) <EXTXXT(X'XTXXTX] =EXTeX(XTX)Y] < Tr3(2)Tr(X2).

Then, taking expectations with respect to Y first, we get

Var(YTYYTY') =ElYT (S 4+ 661)YYTYYTY] - R [YTYYT§)

EYTSY(YTY)?) 4+ Var(YTYYT6)

R[ZLY2 Zy (ZE2Zy )2 4+ Tr?(2)6T %6

= (67%6)267%2%6 + 4(67%26)? +8(57%6) (67236) 4 867%35
+4Tr(X?)[67526 + (676)2] 4 8Tr(X)[67 236 + (67226)(67%6)]
+ 3T (X%)67%25 + 617 (X)67 236 + Tr2(X)Tr(%?

(X7)

+ATr(Z3)Tr(Z) + 2T7%(%?%) + 8Tr(2)

= Tr(X)Tr(X?).

XN

The above results are obtained in a fashion similar to Proposition [36|for variance of uncentered quadratic
forms, or Proposition for Var(YTYYT§), or from the results of [15] about momnents of products of
non-normal quadratic forms (Pg. 255 of [219] for the Gaussian case). Hence, bounding the Var(hy) by
(a constant times) the sum of variances of the terms in the expansion Eq.(10.38), we see that

Var(hy) = Tr?(2)Tr(%?)

as required, concluding the proof of the lemma.
In summary, using Eq.(10.33), we have the variance of Uy as

Tr(S)Tr3 (%) Tr2(2)61%6
n2 n

Var(Uy) < Cy + s < OTr*(2)Var(Ucg)

for some absolute constants C, C, C' = max{Cy, Ca}.
Since 42 = w(Tr(X)), we see that

Var(Us/~*) = o(Var(Ucq/~*))

as required for step (iii).
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Remark 15. Recall that it is typically stated in textbooks like [188]], that for degenerate U-statistics, the

variance under the null is O(1/n?), and variance under the alternative is O(1/n). While this is true

asymptotically when n — oo in the fixed d setting, the variance under the alternative can still be O(1/n?)

in the high-dimensional setting, depending on the signal to noise ratio and dimension when d,n — oo.
The conclusion of step (iii) also concludes the proof of Theorem 23]

10.8.1 Proof of Theorem 26|

The only difference from the above proof, is that instead of taking the Taylor expansion of the Gaussian
kernel, we take the expansion of the (modified) Euclidean distance. This gives rise to the exact same set
of terms to bound, with different constants. Indeed, when v2 = w(T'(X)), by the exact form of Taylor’s

theorem for f(-) = (1 +-)/?ata = % around 7 = #i% = o(1),
(a—7) (a—7)*  3la—1)° —5/2
f(a)zf(7)+2(1+7)1/2—8(1+7)3/2+ 5 1+0 / (10.39)

for some ¢ between ¢ and 7. Comparing Eq.(10.39) with Eq.(10.31)), we see that all the terms are exactly
the same, except for constants. Hence, exactly the same proof of Theorem [25] goes through for Theorem
as well.
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10.8.2 An error in [36] : the power for high SNR

We briefly describe an error in [36], that has a few important repercussions. All notations, equation
numbers and theorems in this paragraph refer to those in [36]. Using the test statistic 7},/d,; defined
below Theorem 2 in [36]], we can derive the power under their assumption (3.5) as

T,
P1<An >§a) =
Onl

Ty llug — woll? 6 T
_ P1<” la = pall®  m M2||>

0n2 On2 On2

N

On2

. < Vil — ol )
V(1 — p2)TS (1 — pe)

which should be the expression for power that they derive in Eq.(3.12), the most important difference
being the presence of y/n instead of n in the numerator.

_ 2
— O <HM1#2H> (the denominator is not 6,,1)
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Chapter 11

Nonparametric testing : Sequential two
sample testing using the Martingale LIL

Consider the problem of nonparametric two-sample mean testing, where we have access to i.i.d. samples
from two multivariate distributions and wish to test whether they have the same mean. We propose a
sequential test for this problem suitable for data-rich, memory-constrained situations. It is novel in several
ways: it takes linear time and constant space to compute on the fly, and has robust high-dimensional
statistical performance, including basically the same power guarantee (for a given false positive rate) as
a batch/offline version of the test with the same computational constraints. Most notably, it has a distinct
computational advantage over the batch test, because it accesses only as many samples as are required —
its stopping time is adaptive to the unknown difficulty of the problem!

We analyze the test and prove these properties in a rigorously finite-sample fashion, using a novel uni-
form empirical Bernstein version of the law of the iterated logarithm (LIL). which may be of independent
interest and allows analysis of sequential tests in a general framework. We demonstrate how to extend
our ideas to nonparametric homogeneity and independence testing, and make a case for their even broader
applicability.

11.1 Introduction

Nonparametric decision theory poses the problem of making a decision between a null and alternate
hypothesis over a dataset with the aim of controlling both false positives and false negatives (or in statisti-
cal lingo, maximize power while controlling type-1 error), all without making distributional assumptions
about the data being analyzed. There is increasing interest in solving such problems in a “big data” regime,
in which both the sample size N and its dimensionality d can be large.

We present a sequential testing framework that is particularly suitable for two related scenarios:

1) The dataset is extremely large, and even a single pass through the data is prohibitive.

2) The data is arriving as a stream, and decisions must be made with minimal storage.

Hypothesis testing can be thought of as a “stochastic proof by contradiction” — the null hypothesis
is assumed by default to be true, and is rejected only if the observed data are statistically very unlikely
under the null. A sequential test accesses the data in an online/streaming fashion, assessing after every
new datapoint whether it then has enough evidence to reject the null hypothesis.

Even outside the streaming setting, this problem setup is well-motivated. Suppose we have a gigantic
amount of data (say a few million points of thousand-dimensional X and Y'), enough to detect even the
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most minute differences in mean if they exist. Further suppose that, unknown to us, the decision problem
at hand is actually statistically easy, meaning that one can conclude 11 # po with high confidence by just
looking at a tiny fraction of the dataset. Can we take advantage of this structure despite our ignorance of
its existence?

While one option would be to just discard most of the data and run an expensive test on a small subset,
the main problem with this is the subsampling dilemma of not knowing how hard the problem is, and hence
how large a subset will suffice — sampling too little data might miss the signal, and sampling too much
could unnecessarily waste computational resources. In addressing this issue for the rest of this paper, we
only compare algorithms with the same computational budget. Our sequential test avoids the subsampling
dilemma entirely by automatically stopping after seeing an essentially optimal number of samples (where
“optimal” is defined as the unknown number of samples that would suffice for a linear-time batch test to
have a prespecified target type-2 error).

More specifically, we devise and formally analyze a sequential algorithm for nonparametric two-
sample mean testing, where we have X1, ..., X, ... ~ Pand Y7, ..., Y,, ... ~ @ with P, Q are distributions
on R? with means iy = Exp[X], po = Ey~q[Y], and we need to decide between

Ho @ py = po and Hy:py # po (11.1)

We think of the data as arriving in two parallel infinite streams, with X1, ..., X; and Y7, ..., Y; having been
seen by time point ¢, and hence it is not feasible to store the data and process it afterwards. So we resort
to a sequential test with a constant memory requirement to make this decision.

Our proposed procedure only keeps track of a single scalar statistic. We construct this “test statistic”
to be a zero-mean random walk under the null hypothesis. It is used to test for Hy vs. H; each time a
new data point is processed. The main statistical issue is dealing with the apparent multiple hypothesis
testing problem — if our algorithm observes its first rejection of the null at time ¢, it might raise suspicions
of being a false rejection, because t — 1 hypothesis tests were already conducted and the ¢-th may have
been rejected purely by chance. Applying some kind of multiple testing correction, like the Bonferroni or
Benjamini-Hochberg procedure, is very conservative and produces inferior results over so many tests.

But the tests are far from independent, because the random walk moves a relatively small amount
every iteration. Formalizing this intuition requires a classical probability theory result, the law of the
iterated logarithm (LIL), with which we control for type-1 error (when Hy is true).

Alternatively when H; is true, instead of needing the whole dataset as a batch algorithm would, we
prove that the sequential algorithm automatically stops after processing just enough data points to detect
H,y, depending on the unknown difficulty of the instance being solved. The near-optimal nature of this
adaptive type-2 error control (when H; is true) is again due to the remarkable LIL.

The LIL can be described as follows: imagine tossing a fair coin, assigning +1 to heads and —1 to
tails, and keeping track of the sum S; of ¢ coin flips. The LIL basically states that asymptotically, S;
remains always bounded between —+/2tInInt and ++/2¢ Inlnt (and this “LIL envelope” is tight).

As mentioned earlier, our test statistic will be a random walk, which behaves like S; under H (each
quadruple of samples Xo¢, Yor, Xot+1, Yor+1 plays the role of a new fair coin flip). The LIL then charac-
terizes how this random walk behaves under Hy — our algorithm will keep observing new data since the
random walk values will simply bounce around within the LIL envelope. Under H, this random walk is
designed to have nonzero mean, and hence will eventually stray outside the LIL envelope, at which point
the process stops and rejects the null hypothesis.

For practically applying this argument to finite samples and examining power tradeoffs, we cannot use
the classical asymptotic form of the LIL typically stated in textbooks [69]. We instead use recent results
from [[14]] to derive a novel finite-sample empirical Bernstein version of the LIL that depends on an easily
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calculated running estimate of the statistic’s empirical variance. This tool may be of independent interest
to those interested in non-asymptotic guarantees. This technical contribution is required to control both
the type I and type 1l errors non-asymptotically and uniformly over all ¢.
In summary, our sequential nonparametric mean test has the following properties:
(A) Each update takes linear time in d and constant memory.

(B) Under Hy, it controls type I error, using a uniform empirical Bernstein LIL.

(C) Under any H1, and with desired type II error controlled at 3, it automatically stops after an optimal
number of samples (or earlier if we had too few samples).
We discuss related work and our proposed test for problem (11.1)) after a simple but instructive example.

11.2 A Detailed Illustrative Example

We first build intuition by studying in detail an introductory example which shows how a simple sequential
test can perform statistically as well as the best batch test in hindsight, while automatically stopping
essentially as soon as possible. We will show that such early stopping can be viewed as quite a general
consequence of concentration of measure. Just for this section, let C, C, Co represent constants that may
take different values on each appearance, but are always absolute.

Consider observing i.i.d. binary flips Ay, Ag,--- € {—1,+1} of a coin, which may be fair or biased
towards +1. We want to test for fairness, detecting unfairness as soon as possible. Concretely, we therefore
wish to test, for § € (0, 3]:

1 1
Hy : P(A1:+1):§ Hl((S) P(A1:+1):§—|—(5

For any sample size n, the natural test statistic for this problem is S, = > 7 | A;. Sy, is a (scaled) simple
mean-zero random walk under Hy. A standard way to approach our problem is the batch test involving
S, which tests for deviations from the null for a fixed sample size N. A basic Hoeffding bound shows

that Sy < \/m =: py with probability > 1 — « under the null, hence controls type I error at level «
: Py, (reject Hy) = Py, (Sy > pn) < e—20%/N — o

Fix N;
Fix N; o
: forn=1,...,N: do
if Sy > py then if S, > ¢, then
| Reject Ho; Reject Ho;
else break;

Fail ¢ ject Ho;
| Fail to reject Hy; Fail to reject Hy;

Figure 11.1: General one-sided batch (left) and sequential (right) tests.

A Sequential Test

The main test we propose will be a sequential test in the framework of [224], see Fig. @ It sees
examples as they arrive one at a time, up to a large time /N, the maximum sample size we can afford.
The sequential test is defined with a sequence of positive thresholds {qn}ne[ ~]- We show how to set gy,
making rough but instructive arguments for statements (B) and (C) in the introduction. These sketch the
formal proofs of the corresponding results for the sequential two-sample test given later.
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Type I Error. Just as the batch threshold py is determined by controlling the type I error with a
concentration inequality, the sequential test also chooses q1, . . ., gx to control the type I error at a:

P, (reject Hy) = Py, (In < N : S, > ¢n) < « (11.2)

This inequality concerns the uniform concentration over infinite tails of Sy, but what {gy },c[n] satisfies
it? Asymptotically, the answer is governed by a foundational result, the LIL:
Theorem 38 (Law of the iterated logarithm ([[114]])). With probability 1,

Sy
limsup ——— =2
t—)oop Vilnlnt

Theorem 2 in [14] proves a non-asymptotic LIL that is key to our sequential testing insights: w.p. at

least 1 — «, we have |S,,| < {/Cnln (th”) =: ¢, simultaneously for all n > CyIn(2) := ng. This
choice of ¢, satisfies (11.2)) for ng < n < N.
Type II Error. For practical purposes, vInInn < v/Inln N can be treated as a small constant (even

when N = 10%°, v/Inln N < 2). Hence, ¢y = py. With this approximation, the power is
PH1(6) (In < N:Sp,>qn) > PH1(5) (Sny > qn) = PH1(6) (SN > pN) - (11.3)

So the sequential test is essentially as powerful as a batch test with [N samples (and similarly the n* round
of the sequential test is like an n-sample batch test).

Early Stopping. What is to be gained from using the sequential test? Following our earlier dis-
cussion, the standard motivation for using sequential tests is that they often require few samples to reject
statistically distant alternatives. To investigate this with our working example, suppose [V is large and
the coin is actually biased, with a fixed unknown § > 0. Then, if we somehow had full knowledge of &
when using the batch test, we would use just enough samples n* = n*(J) to ensure a desired type II error
<1

n*(6) = min {n : Py, ) (Sn < pn) < B} (11.4)
so that for all n > n*(§), since p, = o(n),

B = P 5) (Sn <pn) = Pr,(s) (Sn —nd < pp — nd)
> P, (5) (Sp —nd < —Cnd) (11.5)

Examining , note that .S;, — nd is a mean-zero random walk; therefore, standard lower bounds for
the binomial tail tell us that n* > % suffices.

How many samples does the sequential test use? The quantity of interest is the test’s stopping time 7,
which is < IV when it rejects Hy and N otherwise. For any sufficiently high n, our definitions for ¢, and

Pn, tell us that

PH1 (7—2”) = PH1 (VtgnSTLSQn) < PH1 (SnSQn) (11.6)
= Py, (S, —nd < gn —nd) < Pg, (Sp, —nd < —Cnd) (11.7)
<5 (118)

for n > n*, from (I1.5) and the definition of n*. Also, using a Hoeffding bound on (I1.7), we see
that Py, (1 >n) < e—Cnd? exponentially decreasing in n. In particular, this implies that the expected
stopping time of our algorithm Efy, [7] is of the same order as n*, because:

oo o o
Em,[r] = > Py (r>n) <n'+ > Py (r>n) <+ Y e O (11.9)
n=1

n=n* n=n*
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B¢ of 1
Ca
< (1 + 01,81 >n (11.11)
].HB

Here (11.10) first sums the infinite geometric series with first term (e‘"*52)c < %, and then uses the

Chnl
1 1, .
fact that (— = < ; + 1; and (TT.TT)) uses n* > —5=.

This analysis, culminating in Eq. (I1.T1)), proves that the sequential test stops as soon as we could
hope for, under any alternative 9, despite our ignorance of ¢! In fact, with an increasingly stringent
Em, [T]

*

B8 — 0, we see that — 1; so the sequential test in fact stops closer to n*, and hence 7 is almost

n
deterministically best possible. We formalize this precise line of non-asymptotic reasoning in the analysis
of the more nontrivial sequential test presented in Section|11.

11.3 Related Work

In a seminal line of work, Robbins and colleagues delved into sequential hypothesis testing in an asymp-
totic sense [174]. Apart from being asymptotic, his tests were most often for simple hypotheses (point
nulls and alternatives), were univariate, or parametric (assuming Gaussianity or known density). That said,
two of his most relevant papers are [173]] and [46], that discuss statistical methods related to the LIL. They
give an asymptotic version of the argument of Section |11.2} using it to design sequential Kolmogorov-
Smirnov tests with power one, but once more is univariate and asymptotic; most of the other problems
in these papers are parametric. Other old works that mention using the LIL for testing various simple or
univariate or parametric problems include [48]], [119]], [125] and [47].

For testing a simple null against a simple alternative, Wald’s sequential probability ratio test (SPRT)
was proved to be optimal by the seminal work [226]], but this applies when both the null and alternative
have a known parametric form (and hence their probability ratio can be explicitly calculated). The same
authors also suggested a univariate nonparametric two-sample test in [225]], but presumably did not find it
clear how to combine these two lines of work.

We emphasize that there are several advantages to our proposed framework and analysis which, taken
together, are unique in the literature to our knowledge. Firstly we tackle the nonparametric setting, with
composite hypotheses. Secondly, we work in the multivariate setting, and even in the high dimensional
setting with d, n — oo. Thirdly, we do not only prove that the power is asymptotically one, but also derive
finite sample rates that illuminate dependence of other parameters on . Fourthly, we take computational
considerations into account — we provide a fair comparison by proving that when compared to a single
batch test with the same computational resources, our sequential test has (essentially) the same power.
Lastly, our sequential test has an optimal stopping property, not provable via asymptotic arguments.

Empirical Bernstein inequalities have been used for stopping algorithms in Hoeffding races [130] and
other even more general contexts [138]]. This line of work uses the empirical bounds very similarly to us,
albeit in the nominally different context of direct estimation of a mean. As such, they too require uniform
concentration over time, but achieve it with a crude union bound (failure probability &, o %), resulting

in a deviation bound of ,/‘7“ log % In fact, this is arbitrarily inferior to our bound of \/‘7” log log %,

precisely in the case V,, < n in which we expect the empirical Bernstein bounds to be most useful over
Hoeffding bounds. Further exploration of the consequences of the non-asymptotic LIL bound of [14] in
this context is an interesting topic outside our scope here.

189



To our knowledge, implementing sequential testing in practice has previously invariably relied upon
CLT-type results arbitrarily patched together with heuristic adjustments of the CLT threshold (e.g. the
well-known Haybittle-Peto for clinical trials [[151]] has an arbitrary conservative choice of ¢, = 0.001
through the sequential process and gy = 0.05 = « at the last datapoint). These perform as loose versions
of our uniform finite-sample LIL upper bound, though further discussion is outside the scope of this
current work. In general, it is unsound to use an asymptotically normal distribution under the null at
stopping time 7 — the central limit theorem (CLT) applies to any fixed time t, and it may not apply to a
random stopping time 7. The additional conditions required are given by Anscombe’s random-sum CLT
[8,88]], This has caused myriad practical complications in implementing such tests (see [120]], Section 4).
One of our contributions is to rigorously derive a directly usable finite-sample sequential test, in a way we
believe can be generically extended.

11.4 A Linear-Time Batch Two-Sample Mean Test

We now propose and study a simple test (proofs in appendices) for problem (11.T)), following the conven-
tional hypothesis testing template referred to as the “batch test” in Fig. [[I.1] The test is linear-time and its
power analysis is of independent interest, but more importantly for us, as in Section[I1.2] it is a reference
point for the properties of the main sequential test introduced in the next section.

Denote the covariances of P, QQ by X1, 3o, 3 := %(21 + Y9). Define ¢ := p11 — g so that under Hy,
d = 0. Assume for simplicity that the data is bounded: ||z||, [|y|| < B a.s. and let ®(-) denote the standard
normal CDF. Define [InIn] (z) = InIn[max(z, e°)].

Consider the linear-time statistic after seeing 2/N data points:

N
Uy = Z h;
=1

where h; = (z2;_1 — y2;—1) | (z2; — y2i). Note that the h;s are also i.i.d.
Proposition 39. E [Uy] = E [h] = N||§||? and var (Uy) = N var (h) = N (4tr(3?) + 46 ' 0)

Let Vivo, Viv1 be var (Uy) under Hy, Hy respectively: Viyg := NV := 4Ntr(X2), Vyy := NV =
N (4tr(¥?) 4406 " ¥5). Then since Uy is ani.i.d. sum, the central limit theorem (CLT) implies that (where

d_. e
— is convergence in distribution)

UN d Un — N8| a
— NO,l , — — NO,l 11.12
;7VN0 HO ( ) /VNI H ( ) ( )

Based on this information, our test rejects the null hypothesis whenever Uy > v/ Vo 24, Where z, is

the 1 —« quantile of the standard normal distribution. So Eq. ensures that Py, (% > za) <«
giving us type-1 error control under Hy. In practice, we may not know Vi, so we standardize the
statistic using the empirical variance — since we assume NN is large, these scalar variance estimates do not
change the effective power analysis (unlike for the sequential test which needs variance estimates at each

n << N).[| The (asymptotic) power of the batch test is

u Uy — N|5|? Vvo  NJ||8|?
PHl( N >Za> = PHl (JVH||>Z ﬂi H ||>

vV Vno V' VN1 VVar VWV

"For non-asmyptotic type-I error control, we can use an empirical Bernstein inequality [137, Thm 11], based on an unbiased

7N 1In(2/a)
3(N—1) °

estimator of Vi, specifically ‘71\7, the empirical variance of h;s, to reject the null whenever Un > 4/ 2‘7]\7 In(2/a) + )
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_ VN |a]f? tr(x?)
i} ‘1’(¢8tr<zz>+8m—2a W) rarss) D

Note that the second term is a constant less than z,,. As a concrete example, when > = 021, and we denote

— L8l earti . VNU2 - ~
U .= 7, then the power of the linear-time batch test is at least ¢ Tsdrser  Pe)- This expression

implies that the batch test is consistent, at constant SNR, whenever d = o(NN), a property which is
inherited by the sequential test.

11.5 A Linear-Time Sequential Two-Sample Mean Test

In this section, we present our main sequential two-sample test. It follows the scheme in Fig. [I1.1] so we
only need specify a sequence of rejection thresholds g,,.

To do this, we interpret the unnormalized statistic 7,, = Y ;- ; h; as a stochastic process evolving
with n. Under the null, h; has zero mean, and 7, is a zero-mean random walk computable from the data.
We assume that our data is bounded i.e. || X ||, ||Y|| < B. Though we assume bounded random variables
for convenience, Bernstein moment conditions [24f], bounded or subgaussian random variables being a
special case, suffice to prove the non-asymptotic Bernstein LIL in [14], exactly as is the case for the usual
Bernstein concentration inequalities for averages. Note that by the Cauchy-Schwarz inequality, w.p. 1,

’Tn - Tn—l‘ = ’hn’ = ‘(33277,—1 - y2n—1)—|—(x2n - y2n)‘ < (B + B)2 (11.14)
For convenience, we assume B = %, so that Eq. (11.14) < 1. Since T;, has bounded differences, it exhibits

Gaussian-like concentration under the null. However, analogously to the batch test, tighter concentration
is desirable, in pursuit of which we examine the cumulative variance process of 7T}, under Hy, defined in
the previous section:

n n
S E[(T—Ti1)® | hi—y)) = Y_ var (i) = nE [*] =nVp
i=1 i=1

This is the stochastic process version of the variance that we considered for the batch test. Using, this we
have the following theorem that controls the behavior of T, under Hy.

Theorem 40 (Uniform Bernstein Inequality for Random Walks). Take any & > 0. Then with probability
> 1 =&, for all n simultaneously,

T < Co(€) + \/QC’anO[ln In|4(nVp) + CinVpIn <§>

where Cy(&) = 3(e — 2)e? + 2 (1 + \/g) In (%) and Cy = 6(e — 2).

Its proof is in the Appendix. Unfortunately, we cannot use it directly to get computable deviation
bounds for type I error control, because the covariance matrix 3 (and therefore Vj under the null) is
completely unknown a priori. nV{ must instead be estimated on the fly as part of the sequential test,
and its estimate must be concentrated tightly and uniformly over time, so as not to present a statistical
bottleneck if the test runs for very many samples. We prove such a novel result, necessary for sequential
testing, about the empirical variance process XA/n => hZ.

Lemma 31. With probability > 1 — &, for all n simultaneously, there is an absolute constant Cs such that

nVy < C3(Vi, + Co(€))
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Its proof uses a self-bounding argument and is in the Appendix. Now, we can combine these to prove
a novel uniform empirical Bernstein inequality to (practically) establish concentration of 7}, under Hy.
Theorem 41 (Uniform Empirical Bernstein Inequality for Random Walks). Take any & > 0. Then with
probability > 1 — &, for all n simultaneously, there exists an absolute constant Cs such that

IT| < Co(€) + \/203(17n +Co(6)) ([m Iy (Cs(V + Co(€))) + In <‘€‘>>

where Co(€) = 3(e — 2)e? + 2 (1 + \/g) In (%)

Its proof follows immediately from a union bound on Theorem [40] and Lemma Theorem
depends on V,,, which is easily calculated by the algorithm on the fly in constant time per iteration [[71]].
Armed with this inequality, we can now compare this sequential test’s statistical performance to the batch
test, exactly following the generic example of Section[T1.2]

Type I Error. By Thm. the test controls type I error at a by setting, for a constant C,

=T (i (5) 110 (1))

just as argued in Sec. This choice of g, is basically unimprovable up to constants (a finite-time
optimality result is in [14]]).

Type II Error. Again arguing as in Section the threshold p,, that the batch test uses is within a
vInln N factor of ¢, so our sequential test has basically the same power as the batch test, in particular
inheriting its favorable high-d statistical performance.

Early Stopping. The argument is again identical to that Section proving that Eg, [7] is nearly
optimal, and arbitrarily close to optimal as [ tends to zero.

This section hints at the generality of our arguments. The critical piece is just designing A so that
>, hi is a mean zero random walk under the null. Then we can use the LIL to control type-I error, and
the rest of the arguments are identical, holding for any such random walk.

Finally, note that the LIL itself, as well as the non-asymptotic LIL bounds of [14], apply to martin-
gales — much more general versions of random walks capable of modeling dependence. Our ideas could
conceivably be extended to this setting, outside the scope of this paper.

11.6 Extensions

A General Two-Sample Test. Given two independent multivariate streams of i.i.d. data, instead of testing
for differences in mean, we could also test for differences in any moment, i.e. differences in distribution,
a subtler problem which may require much more data to ascertain differences in higher moments. In other
words, we would be testing

Hy:P=Q versus Hi : P# Q. (11.15)

One simple way to do this is by using a kernel two-sample test, like the Maximum Mean Discrepancy
(MMD) test proposed by [[82]]. The population MMD is defined as

MMD(P,Q) = sup (Ex~pf(X) —Eyqf(Y))
€y

where Hj, is the unit ball of functions in the Reproducing Kernel Hilbert Space corresponding to some
positive semidefinite Mercer kernel k. One common choice is the Gaussian kernel k(a,b) = exp(—|ja —
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b||2/~?). With this choice, the population MMD has an interesting interpretation, given by Bochner’s
theorem [179) as MM D = [pa |ox(t) — oy (£)[2e 117 dt where o (t), ¢y (t) are the characteristic
functions of P, (). This means that the population MMD is nonzero iff the distributions differ (i.e. the
alternative holds).

The authors propose the following (linear-time) batch test statistic after seeing 2N samples: M M Dy =
% 27{\;1 h;. where h; = ]{3($2i, $2i+1) + ]{Z(ygi, y2i+1) — k(l’gi, y2i+1) — k(m2i+1, ygi). The associated test
is consistent against all fixed (and some local) alternatives where P # Q; see [82]] for a proof, and [168]]
for a high-dimensional analysis of this test (in the limited setting of mean-testing). Both properties are
inhertied by the following sequential test.

Note that E[M M Dy| = E [h;] = 0 under Hy. Hence, the sequential statistic we construct after
seeing n batches (2n samples) is the mean zero random walk 7,, = Z?zl h;. The similarity with our
mean-testing statistic is not coincidental; when k(a, b) = a'b, they coincide. As before, we use the LIL
to get type-1 error control, the same power up to a v/Inln N factor, and also early stopping much before
seeing IV points if the problem at hand is simple.

A General Independence Test. Given a single multivariate stream of i.i.d data, where each datapoint
is a pair (X;,Y;) € RPT9, the independence testing problem involves testing whether X is independent of
Y or not. More formally, we want to test

Hy: X 1Y versus Hi : X LY. (11.16)

A test of linear correlation/covariance only detects linear dependence. As an alternative to this, [208]
proposed a population quantity called distance covariance, given by the formula

dCov(X,Y) = E[lX — X'[[|Y = Y| + E|X — X"|E[Y - Y'|| - 2E[| X — X"|[|[y’ — Y|

where (X,Y), (X', Y"), (X", Y") are i.i.d. pairs from the joint distribution on (X,Y’). Remarkably,
an alternative representation is dCov(X,Y) = [opiq |0x,v(t,5) — dx(t)dy (s)|*w(t,s) dt ds where
ox, Py, ¢x,y are the characteristic functions of the marginals and joint distribution of X, Y and w(¢, s) o<
[l 17| s]|¢T9. Using this, the authors conclude that dCov(X,Y) = 0iff X L Y. One way to form
a linear-time statistic to estimate dCov is to process the data in batches of size four — let us denote
B; .= {(X4i, }/41)7 (X4i+1, Y;;Z'+1>, (X4Z'+2, }/41‘+2), (X4i+3, Y4Z'+3)}, and calculate the scalar

1 1 1
hi =& DoIX = XYY =Y+ A DoIX = XYY" =y - 21 YoIX =Xy =Y
(2) (2) 3
where the summations are over all possible ways of assigning (X,Y) # (X' Y') # (X", Y") #
(X", Y"™), each pair being one from B;. The expectation of this quantity is exactly dCov, and the

batch test statistic given 2/N datapoints, is simply dCovy = % Zfi 1 hi. As before, the associated test
is consistent for any fixed alternatives where X [/ Y. Noting that E [dCovy] = E [h;] = 0 under the
n

null, our random walk after seeing n batches (i.e. 4n points) will just be 7, = Z h;. As in previous
i=1

sections, we use the LIL to get type-1 control; the same power up to a v/Inln N factor; and also optimal

early stopping much before seeing IV points, if the problem at hand is simple.

Conclusion

In this paper we present a sequential scheme for multivariate nonparametric hypothesis testing against
composite alternatives, which comes with a full finite-sample analysis in terms of on-the-fly estimable
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quantities. Its desirable properties include type-1 error control thanks to a new uniform-over-time empiri-
cal Bernstein LIL (of independent interest); near-optimal type-2 error compared to linear-time batch tests,
due to the v/InInn term in the LIL; and most importantly, essentially optimal early stopping, uniformly
over a large class of alternatives. We presented some simple applications in learning and statistics, but our
design and analysis techniques are general, and their extensions to other settings are of continuing future
interest.

11.7 Proof of Proposition [39)

Proof: [Proof of Proposition 39] Since z, 2/, y, 1/ are all independent, E [h] = (E [z] — E [y]) T (E [+'] —
E[y]) = 6'4. Next,

E(RY] = E[(@-9) "' -9 =E[@-9)"6 - )@ ~) @~y
(@ =)@ —y) @ =)@ =)

— ¢r (E [(x —y)(z — y)T} E [(:B/ -y - y/)TD
]

E
E

Since E [(z —y)(z—y)' | =51+ 22+ 366" =25+ 66", we have

var (h) = E[h?] — (Eh)* = tx[(25 + 66 )% — ||6]*
= 4tr(X%) + 4688

from which the result is immediate.

11.8 Proof of Theorem

We rely upon a variance-dependent form of the LIL. Upon noting that E [T}, — T,,—1] = 0O and E [(T n— Tn-1 )2] =
V0, it is an instance of a general martingale concentration inequality from [14].
Theorem 42 (Uniform Bernstein Bound (Instantiation of [14], Theorem 4)). Suppose |1, — T,,—1] < 1

2
14+4/1/3
w.p. 1foralln > 1. Fix any § < 1 and define 19(§) = min {s : sV > % In (%) } Then with

probability > 1 — &, for all n > 1y simultaneously, |T,,| < %ﬂ/@ and

Tnl < \/6(6 —2)tVy (2 Inln (W) o <§>>

In principle this tight control by the second moment is enough to achieve our goals, just as the second-
moment Bernstein inequality for random variables suffices for proving empirical Bernstein inequalities.

However, the version we use for our empirical Bernstein bound is a more convenient though looser
restatement of Theorem d2] To derive it, we refer to the appendices of [14] for the following result:
Lemma 32 ([14], Theorem 16). Take any §& > 0, and define T,, and 19(§) as in Theorem With
probability > 1 — §,for all n < 19(§) simultaneously,

IT,| <2 (1 + \/ﬁ) In (2)
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Theorem 0| follows by loosely combining the above two uniform bounds.

Proof: [Proof of Theorem Recall V,, := nVj. Theoremgives that w.p. 1 — % forall n > 79(£/2),

< 2(e—2)
T, < 7<1+\/173) V,, and

T, < max <3(e —2)e?, \/2clvn InlnV,, + C1V;, In (g)) (11.17)

Taking a union bound of (11.17) with Lemma |32 gives that w.p. > 1 — &, the following is true for all n
simultaneously:

2 (1 n \/§> In (g) if < 70(6/2)

T, <
n (li(i;%) V, and max (3(6 —2)e?, \/201Vn InlnV, + CiV,, In <§)) ifn > 79(£/2)
For all n we have |T},| bounded by the maximum of the two cases above. The result can be seen to follow,
laxing the explici T < 22V, o form In In into [In In].
by relaxing the explicit bound |T,| < <1+ m) V,, to instead transform In In into [InIn];

11.9 Proof of Lemma 31

Proof: Here, v; := h? —-E [hf] has mean zero by definition. It has a cumulative variance process that is
self-bounding:

b= Y (] = 2o [0 B )7 = 3 (B 4] - B 18)7) < e
(%) Zn:E [R?] = nVp = 4, (11.18)

where the last inequality (a) uses that |h;| < 1, and we define the process A,, for convenience.
Applying Theorem to the mean-zero random walk > ", v; gives (1 — §)-a.s. for all ¢ that:

- > e )

=1

Vi, — A,

< Co(§) + \/%HBnﬂn In]4(B,) + C1 B, 1In <§>

< Co(§) + \/QC’lAn[ln In], (A,) + C1 A, In (;‘l)

This can be relaxed to

A — \/201An[lnln]+(An) +C1 A, In <§> —Co(€) =V, <0 (11.19)

Suppose A,, > 1081n (%) Then a straightforward case analysis confirms that
A

n > 8max <201 [Inln(4n), C11n (21))
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This is precisely the condition needed to invert (I1.19) using Lemma[33] Doing this yields that

VA, < \/201 [In In] (200(5) + 2\?n) +Ciln (?) +14/Co(€) + W (11.20)

For sufficiently high V, (Q <ln (%)) suffices), the first term on the right-hand side of (11.20) is bounded

as \/ 20 [In 1n] 4 (200(5) + 2%) + O ln (g) < \/401 [lnln], (200(5) + 2Vn) < \/801 (00(5) + Vn).
Resubstituting into (I1.20) and squaring both sides yields the result. It remains to check the case 4,, <
108 1In . But this bound clearly holds in the statement of the result, so the proof is finished.

The followmg lemma is useful to invert inequalities involving the iterated logarithm.
Lemma 33. Suppose by, b, c are positive constants, x > 8 max (b1 [Inln]; (x), be), and

z — /brz[Inln] () + box — ¢ < 0 (11.21)

Then

Vz < /bilnln] (2¢) + by + /¢

Proof: Suppose > 8 max(b;[Inln]; (z), ba). Since x > 8bs, we have

T x T 2
< — — = — — B — — < _— —
0 bg b1 ( > bz — 0 1 bll‘ <8b1> bQ.’E

Substituting the assumption g;- > [Inln]4 (z) gives

2

0< % —bznln]y(z) —byr =  /bz[nln], (z) + bz <

Substituting this into (IT.2T)) gives « < 2c¢. Therefore, again using (IT.21)),

X

N |

0> 2 — /biz[Inln]; (z) + bex — ¢ >z — /biz[Inln]; (2¢) + bz — ¢

This is now a quadratic in y/z. Solving it (using \/x > 0) gives

N <\/b1 I (2¢) + by + /b1 [Inn], (2¢) + by + 4c) < /brInln] (2¢) + by + Ve

using the subadditivity of \/-.
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Chapter 12

Nonparametric testing : Smoothed
Wasserstein two sample testing

Nonparametric two sample or homogeneity testing is a decision theoretic problem that involves identifying
differences between two random variables without making parametric assumptions about their underlying
distributions. The literature is old and rich, with a wide variety of statistics having being intelligently
designed and analyzed, both for the unidimensional and the multivariate setting. Our contribution is to tie
together many of these tests, drawing connections between seemingly very different statistics. Specifically,
we form a chain of connections from univariate methods like the Kolmogorov-Smirnov test, QQ plots and
ROC curves, to multivariate tests involving the Wasserstein distance, energy statistics and kernel based
maximum mean discrepancy, that proceeds through the construction of a smoothed Wasserstein distance.
Some observations in this chain are implicit in the literature, while others seem to have not been noticed
thus far. We hope this will be a useful resource for theorists and practitioners familiar with one subset of
methods but not with others.

12.1 Introduction

Nonparametric two sample testing (or homogeneity testing) deals with detecting differences between two
d-dimensional distributions, given samples from both, without making any parametric distributional as-
sumptions. The popular tests for d = 1 are rather different from those for d > 1, and our interest is in
tying together different tests used in both settings.

There is a massive literature on the two-sample problem, having been formally studied for nearly a
century, and there is no way we can cover the breadth of this huge and historic body of work. Our aim
is much more restricted — we wish to form connections between several seemingly distinct families of
such tests, both intuitively and formally, in the hope of informing both practitioners and theorists who may
have familiarity with some sets of tests, but not others. We will also only introduce related work that has
a direct relationship with this chapter.

There are also a large number of tests for parametric two-sample testing (assuming a form for under-
lying distributions, like Gaussianity), and yet others for testing only differences in means of distributions
(like Hotelling’s t-test, Wilcoxon’s signed rank test, Mood’s median test). Our focus will be much more re-
stricted — in this chapter, we will restrict our attention only to nonparametric tests for testing differences
in (any moment of the underlying) distribution.

This chapter started as an attempt to understand testing with the Wasserstein distance (also called
earth-mover’s distance or transportation distance). The main prior work in this area is the study of uni-
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variate goodness-of-fit testing (or one-sample testing) by del Barrio and his colleagues in [52} 53} 154]], and
summarized extremely well in [51]. There are other (more parametric) works specific to goodness-of-fit
testing for location-scale families that we do not mention here. The only papers related to Wasserstein
two-sample testing seem to involve studying the “trimmed comparison of distributions” by [2} [3]].

In this chapter, we uncover an interesting relationship between the multivariate Wasserstein test and
the (Euclidean) Energy distance test, also called the Cramer test, proposed independently by [207] and
[16]. This proceeds through the construction of a smoothed Wasserstein distance, by adding an entropic
penalty/regularization — varying the weight of the regularization interpolates between the Wasserstein
distance at one extreme and the Energy distance at the other extreme.

This also gives rise to a new connection between the univariate Wasserstein test and popular univari-
ate data analysis tools like quantile-quantile (QQ) plots and the Cramer von-Mises (CvM) test. Due to
the relationship between distances and kernels, we will also establish connections to the kernel-based
multivariate test by [82, [85] called the Maximum Mean Discrepancy, or MMD. Finally, the desire to de-
sign a univariate distribution-free Wasserstein test will lead us to the formal study of Receiver Operating
Characteristic (ROC) curves, relating to work by [104].

Intuitively, the underlying reasons for the similarities and differences between these above tests can be
seen through two lenses. First is the population viewpoint of how different tests work with different repre-
sentations of distributions; most of these tests are based on differences between quantities that completely
specify a distribution — (a) cumulative distribution functions (CDFs), (b) quantile functions (QFs), and
(c) characteristic functions (CFs). Second is from the sample viewpoint of the behavior these statistics un-
der the null hypothesis that the distributions are identical; most of these tests have null distributions based
on norms of Brownian bridges, alternately viewed as infinite sums of weighted chi-squared distributions
(due to the Karhunen-Loeve expansion). We will return to these points later in this chapter.

While we connect a wide variety of popular and seemingly disparate families of tests, there are still
further classes of tests that we do not discuss. Some examples of tests quite different from the ones studied
here include rank based tests as covered by the excellent book [[124], the runs test by [225]], spanning tree
methods by [74], nearest-neighbor based tests by [183] and [96], and the “cross-match” tests by [175].
We also found the book by [210] to be a very useful reference for a broader perspective on comparing
distributions.

Chapter Outline and Contributions. The rest of this chapter proceeds as follows. In Section [12.2] we
formally present the notation and setup of nonparametric two sample testing, as well as briefly introduce
three different ways of comparing distributions —using CDFs, QFs and CFs. In Section |12.3| we will
introduce the multivariate Wasserstein distance, and connect it to the multivariate Energy Distance, and
to the kernel MMD, through an entropy-smoothed Wasserstein distance. In Section[I2.4] we will discuss
a univariate Wasserstein two-sample test, and connect it to QQ plots and the KS test. Lastly, in Section
[12.5] we will design a different univariate Wasserstein test that is also distribution-free, connecting it to
ROC curves, but providing a careful and rigorous analysis of its limiting distribution.

12.2 Nonparametric Two Sample Testing

More formally, given samples X7, ..., X;, ~ P and Y7, ..., Y, ~ @, where P and () are distributions on
R?. A test 1) is a function from the data Dy i=A{X1,.. X, Y1, ..., Y} € RA(m+n) o {0,1} (orto [0, 1]
if it is a randomized test).

Most tests proceed by calculating a scalar test statistic 75, , := T'(Dy, ) € R and deciding Hy or Hy
depending on whether T, ,,, after suitable normalization, is smaller or larger than a threshold ¢,. t, is
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calculated based on a prespecified false positive rate c, chosen so that, Ex,n < «, at least asymptotically.
Indeed, all tests considered in this chapter are of the form

X1, X0, Y1, 00 V) = 1T n > ta)

We follow the Neyman-Pearson paradigm, we a test is judged by its power ¢ = ¢(m,n,d, P,Q,a) =
Eg,n. We say that a test 7 is consistent, in the classical sense, when

¢ — lasm,n — oo, — 0.

All the tests we consider in this chapter will be consistent in the classical sense mentioned above.
Establishing general conditions under which these tests are consistent in the high-dimensional setting is
largely open.

12.2.1 Three Ways to Compare Distributions

The literature broadly has three dominant ways of comparing distributions, both in one and in multiple
dimensions. These are based on three different ways of characterizing distributions — cumulative distri-
bution functions (CDFs), characteristic functions (CFs) and quantile functions (QFs). Many of the tests
we will consider involve calculating differences between (empirical estimates of) these quantities.

For example, it is well known that the Kolmogorov-Smirnov (KS) test by [[116] and [194] involves dif-
ferences in empirical CDFs. We shall later see that in one dimension, the Wasserstein distance calculates
differences in QFs.

While the KS test, and the related Cramer von-Mises and Anderson-Darling tests are very popular in
one dimension, their usage has been slightly more restricted in higher dimension. This is mostly due to the
curse of dimensionality involved with estimating multivariate empirical CDFs. While there has been work
on generalizing these popular one-dimensional to higher dimensions, like [19]], but these are seemingly
not the most common multivariate tests.

Two classes of tests that are actually quite popular are kernel and distance based tests. As we will
recap in more detail in later sections, it is also known that the Gaussian kernel MMD implicitly calculates
a difference in CFs and the Euclidean energy distance implicitly works with a difference in (projected)
CDFs.

12.2.2 PP and QQ plots

Let us consider two distributions P and () on R and let X1,..., X, and Y7, ...,Y}, be two independent
samples of P and () respectively. We denote by F,, and @), the corresponding empirical measures.

We present some results on the asymptotic distribution of the difference between P, and (), when
using the distance between the cdfs F, and Gy, or the distance between the quantile functions F,~ Land
G:1. For simplicity we assume that both distributions P and () are supported on the interval [0, 1]; we
remark that under mild assumptions on P and (), the results we present in this section still hold without
such a boundedness assumption. Moreover we assume for simplicity that ' and G have positive densities
on [0, 1].

Note that F,, may be interpreted as a random element taking values in the space D([0,1]) of right
continuous functions with left limits. It is well known that

Vi(F,—F) =, BoF (12.1)

where B is a standard Brownian bridge in [0, 1] and where the weak convergence is understood as conver-
gence of probability measures in the space D([0, 1]); see Chapter 3 in [20]] for details.

199



From this fact and the independence of the samples, it follows that under the null hypothesis Hy :
P=Q,asn,m — oo

nm mn mn
F,—G,) = F, — F
n+m(n m) m—i—n(n >+ m—+n

(G—Gp) —wBoF. (12.2)

The previous fact, and continuity of the function » € D([0, 1]) — fol (h(t))?dt, imply that as n, m —

00,

nm 1

(Fat) — G0t [ (BCF)Pat
0

We observe from the previous expression that the asymptotic distribution of

n+m Jg

nm

e | ) = Gonf0))?

depends on F' which is unknown in practice. This observation creates an obstacle when considering a
two sample test problem based on the L2-distance (or any LP-distance with 1 < p < oo) between the
empirical cdfs F;, and G,,.

In the context of goodness-of-fit testing, that is when we want to test wether the sample X1, ..., X,
was drawn from a known cdf F’ or not, there is a way to go around the dependence on F' of the asymptotic
distribution of the L? difference between F}, and F. This is the original purpose of the L?-statistics of
the von Mises type. In fact, and the fact that the function f € D([0,1]) — fol(f(t))QdF(t) is
continuous imply that

Aumw—ﬂm%ﬂwéyéﬁwwfﬁw»

After changing variables we deduce that

1 1
/MWWMF/@M%,
0 0

which we observe does not depend on F'.

For the two sample problem an analogous procedure to the one presented above is not possible because
in practice the distribution F' is unknown. Nevertheless, a different situation occurs when one considers
the L°°-distance between F;, and G,,, as opposed to their LP-distance for 1 < p < oo. In fact, using again

(12.1)) we deduce that
mn
Vi g1 = Gmlloo = [IB 0 Flloo = Bl (12.3)

where the equality in the previous expression follows from the fact that the continuity of F' implies that
the interval [0, 1] is mapped onto the interval [0, 1]. In other words, we conclude that the asymptotic distri-

mn
m+n

for two sample problems.

We now turn our attention to the Q@ plots and specifically the L2-distance between F;! and G;,!. In
fact, it can be shown that if F" has a differentiable density f which (for the sake of simplicity) we assume
is bounded away from zero, then

bution of || Fy, — G| o is distribution free. This makes the Kolmogorov-Smirnov test appropriate

B
foF T

\/E(Fn_l_F_l) —w
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For a proof of the above statement see Chapter 18 in [190] or [S1] for a proof where the weak convergence
is considered in the space of probability measures on L?((0,1)).

We note that from this result, independence, and assuming the null hypothesis Hy : P = @, it follows
that

mn 1 el B
monn T On) T mo

In particular by continuity of the function b € L?((0,1)) ~ fol (h(t))2dt, we deduce that

m LB
/O(Fn G, )dt —>w/0 (foF—l(t))th'

m-+n

As when we considered the difference of the cdfs £}, and G,, we remark that the asymptotic distribution
of the L2-difference of the empirical quantile functions is also distribution dependent.

Note however that there is an important difference between QQ and PP plots when using the L™
norm. In fact, we saw that the asymptotic distribution of the L>° norm of the difference of F,, and G, is
distribution free. Unfortunately, in the quantile case, we obtain

[ mn 1 el B
m+n”Fn Gn HOO —w foF—l’

which of course is also distribution dependent.

12.3 Entropy Smoothed Wasserstein Distances (d > 1)

The theory of optimal transport [221] provides a set of powerful tools to compare probability measures
and distributions on R¢ through the knowledge of a metric D on R%, which we assume to be the usual
Euclidean metric between vectors in what follows. Among that set of tools, the family of p-Wasserstein
distances between probability measures is the best known and the subject of the next section.

12.3.1 Wasserstein Distance

Given an exponent p > 1, the definition of the p-Wasserstein distance reads:
Definition 43 (Wasserstein Distances). For p € [1,00) and probability measures p,v in P(SY), their
p-Wasserstein distance [221, Sect. 6] is

1/p
Wyt = (_nt [ e slranten)) (12.4)

el (p,v)

where T'(, V) is the set of all joint probability measures on R x R whose marginals are p, v, i.e. such
that for all subsets A C R? we have m(A x RY) = p(A) and (R x A) = v(A).

A remarkable feature of Wasserstein distances is that Definition @3] applies to all measures regardless
of their absolute continuity with respect to the Lebesgue measure: the same definition works for both
empirical measures and for their densities if they exist.

When comparing two empirical measures p, v supported respectively on X = (Xi,...,X,) €
R Y = (Y1,...,Yn) € RX™, with uniforweight vectors 1, /nand 1, /m p= 230 6y, v =

'The Wasserstein machinery works also for non-uniform weights. We do not mention this in this chapter because all of the
measures we consider in the context of two-sample testing are uniform.
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% Zznzl dy;, the Wasserstein distance W), (11, /) between p1 and v exponentiated to the power p is the opti-
mum of a network flow problem known as the transportation problem [[18, Section 7.2]. This problem has
a linear objective and a polyhedral feasible set, defined respectively through the matrix Mxy of pairwise
distances between elements of X and Y raised to the power p,

Mxy = [HXZ — }/J”p]w € Rnxm’ (12.5)

and the polytope U,,,, defined as the set of n X m nonnegative matrices such that their row and column
marginals are equal to 1,,/n and 1,,/m respectively. Writing 1,, for the n-dimensional vector of ones,

Upm == {T € R"™ : T1, =1,/n, TT1, = 1,,/m}. (12.6)

Let (A, B) := tr(A” B) be the Frobenius dot-product of matrices. Combining Eq. (12.3) & (12.6),
we have that W) (1, ) is the optimum of a linear program S of n x m variables,

W2 (p,v) = min (T, Mxy ), (12.7)

cUnm

of feasible set U,,,,, and cost matrix M xy .

12.3.2 Smoothed Wasserstein Distance

Aside from the slow convergence rate of the Wasserstein distance between samples from two different
measures to their distance in population, computing the optimum of Equation is expensive. This can
be easily seen by noticing that the transportation problem boils down to an optimal assignment problem
when n = m. Since the resolution of the latter has a cubic cost in n, all known algorithms that can solve
the optimal transport problem scale at least super-cubicly in n.

Using an idea can be traced back as far as Schrodinger [[186]], Cuturi [44] has recently proposed to use
an entropic regularization of the optimal transport problem, to define the Sinkhorn divergence between
two measures 4, v

S¥(p,v) == (T\, Mxy ) (12.8)
where A > 0, 1
Ty :=argmin (T, Mxy ) — —E(T), (12.9)

and F(T) is the entropy of 7" seen as a discrete joint probability distribution, namely

E(T) := — Z T;; log(T3;)-

This regularization has two benefits: (i) because the entropic penalization term in Equation is
1-strongly convex with respect to the £1 norm, the regularized problem is itself strongly convex and admits
a unique optimal solution T’ (as opposed to the initial OT problem, for which the minimizer may not be
unique); (ii) the optimal solution 7T’ in Equation (12.9) is a diagonal scaling of e~ Mxy  the element-wise
exponential matrix of —Mxy . Indeed, one can easily show using the Lagrange method of multipliers that
there must exist two non-negative vectors u € R", v € R™ such that T := D,e Mxv D, where D,
D,, are diagonal matrices with « and v on their diagonal. The solution to this diagonal scaling problem
can be found efficiently through Sinkhorn’s algorithm [193]], which has a linear convergence rate [72].
Sinkhorn’s algorithm can be implemented in a few lines of code that only require matrix vector products
and elementary operations, which can all be easily parallelized on modern hardware.
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12.3.3 Smoothing the Wasserstein Distance to Energy Distance

An interesting class of modern tests are distance-based “energy statistics” as introduced in parallel by [[16]
and [207] (and generalized to other metrics, for a related independence testing problem, by [133]). The
test statistic is called the Cramer statistic by the former paper but we use the term Energy Distance as
done by the latter, and corresponds to the population quantity

ED := 2E|X — Y| - E|X — X'|| - E[[Y - Y|

(where our convention is always X, X' ~ P and Y, Y’ ~ Q). An unbiased and a biased test statistic can
be calculated as

ED, = *ZZI!X il - Z 12X = X = Z 1Y = Y

i=1 j=1 z;«é] 1 Z#J 1
ED, = —3 > [Xi-Yill-— > [IXi-Xjl—— > ¥l (12.10)
=1 j=1 7,7=1 2,7=1

Appropriately thresholding ED,, or ED, leads to a test which is consistent (in the classical sense)
against all fixed (and some local) alternatives where P # () under very general conditions (natural re-
strictions do exist, like finiteness of E[X ], E[Y] and so on) and such results can be found in the associated
references.

Writing, as we did in Section W= % Yo dx,andv = % ETzl dy; for the empirical measures
corresponding to the samples of P and (), the Sinkhorn divergence defined in Equation can be linked
to the the energy distance through the following formula

n —

ED, = " Jim (25 S5 - 53
u n )\lg% ( /\(:uv ) A(lu?:u) )\(Va V))
This can proved by noticing that Ty := limy_,o 7\ = ab’, namely the maximal entropy table in

U (a, b) is the tensor product of the marginals a and b. Following this, we have that
and we recover the four terms described in Equation (12.10).

12.3.4 From Energy Distance to Kernel Maximum Mean Discrepancy

Another popular class of tests that has emerged over the last decade, are kernel-based tests introduced
independently by [85]] and [70], and expanded on in [82]. Without getting into technicalities that are
irrelevant for this chapter, the Maximum Mean Discrepancy between P, () is defined as

MMD (Hy, P, Q) = Hf”HanEpf(X) —Eqf(Y)

where #y, is a Reproducing Kernel Hilbert Space associated with Mercer kernel (-, -), and || f ||, < 1is
its unit norm ball. While it is easy to see that MMD > 0 always, and also that P = @) implies MMD = 0,
[85]] show that if k is “characteristic”, the equality holds iff P = () (see their paper for more details; the
Gaussian kernel k(a, b) = exp(—||a — b||?/?) is a popular example).
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One can easily argue that
MMD(Hy, P, Q) = [Epk(X, ) — Egh(Y, )|,
and hence by the reproducing property,
MMD? = Ek(X, X') + Ek(Y,Y’) — 2Ek(X,Y)

This gives rise to a natural associated test, that involves thresholding the following unbiased estimator of
MMD?:

1 n 1 m 2 n m
MMD%(k('v )) = m Z k<Xi7Xj) + m Z k(YuYD - % ZZk(XZ,Y})

i#j=1 i#j=1 =1 j=1

Apart from the fact that MMD(P, Q) = 0 iff P = @ (which is also satisfied by the KL-divergence, for
example) the other fact that makes this a useful test statistic is that its estimation error, i.e. the error of
MMD% in estimating MMD?, scales like 1/+/n, independent of d (unlike the KL-divergence which is in
general hard to estimate in high dimensions). See [85] for a detailed proof of this fact.

At first sight, the Energy Distance and the MMD look like fairly different tests. However, there is a
natural connection that proceeds in two steps. Firstly, there is no reason to stick to only the Euclidean
norm || - ||2 to measure distances for ED — the test can be extended to other norms, and in fact also other
metric spaces (where the corresponding metric replaces the Euclidean distance in the calculation of the
test statistic); [133] explains the details for the closely related independence testing problem. Following
that, [187] discuss the relationship between distances and kernels (again for independence testing, but the
same arguments hold in the two sample testing setting also), and show that there is a (nearly) one-to-one
mapping between these two concepts and corresponding test statistics. Loosely speaking, for every kernel,
there exists a metric such that MMD with that kernel equals ED with that metric, and also vice versa. This
is a very strong connection between these two families of tests.

12.4 Wasserstein Distance and QQ plots (d = 1)

We recall that in general, for p € [1,00) the p-Wasserstein distance between two probability measures
P, ) on R with finite p-moments is given by

1/p
W,(P,Q) = inf (/ Hw—prdW(aj,y)> : (12.11)
RxR

7el(P,Q)

Because the Wasserstein distance measures the cost of transporting mass from the original distribution
P into the target distribution (), one can say that it measures “horizontal” discrepancies between P and
Q. Intuitively, two probability distributions P and () that are different over ”long” (horizontal) regions
will be far away from each other in the Wasserstein distance sense, because in that case mass has to travel
long distances to go from the original distribution to the target distribution.

In the one dimensional case (in contrast with what happens in dimension d > 2), the p-Wasserstein
distance has a simple interpretation in terms of the quantile functions F~! and G~! of P and @ respec-
tively. The reason for this is that the optimal way to transport mass from P to () has to satisfy certain
monotonicity property which we describe in the proof of the following Lemma.

Proposition 44. The p-Wasserstein distance between two probability measures P and Q) on R with p-finite
moments can be written as

1
WpP.Q) = [ 1P - 67 o
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Proof: This is a well known fact that can be found in [210], nevertheless here we present its proof for the
sake of completeness. We first observe that the infimum in the definition of W),(P, Q) can be replaced by
minimum, namely, there exists a transportation plan 7 € I'(P, Q) that achieves the infimum in (I2.TT).
This can be deduced in a straightforward way by noting that the expression [; |z — y[Pdr(z,y) is linear
in 7 and that the set I'(P, Q) is compact in the sense of weak convergence of probability measures on
R x R. Let us denote by 7* an element in I'(P, Q) realizing the minimum in (I2.T1). Let (z1,y1) €
supp(7*) and (z2, y2) € supp(7*) and suppose that 21 < x2. We claim that the optimality of 7* implies
that y; < ys. To see this, suppose for the sake of contradiction that this is not the case, that is, suppose
that y2 < y;. We claim that in that case

|21 — 2lP + 22 — 1P < |21 — 31 |P + |22 — 2P (12.12)

Note that for p = 1 this follows in a straightforward way. For the case p > 1, first note that ; < x3 and
y2 < y1 imply that there exists ¢ € (0, 1) such that tz; + (1 — t)y; = tza + (1 — t)y2. Now, note that

21 = y2| = |z — (tz1 + (L= Oy1)| + [(Ez1 + (1 = H)y1) — w2

because the points z1, y2 and tx; + (1 — ¢)y; all lie on the same line segment. But then, using the fact
that tx1 + (1 — t)y1 = txa + (1 — t)y2, we can rewrite the previous expression as

w1 — g2 = (L= t)|z1 — g1] + tlyz — 2.
Using the strict convexity of the function ¢ — tP ( when p > 1), we deduce that
71—yl < (L= t)|zr — g’ + tlwa — yaf”.
In a similar fashion, we obtain
2o — 1P <ty — |+ (1 = 1)|z2 — ya”.

Adding the previous two inequalities we obtain (I12.12). However, we notice that this inequality contra-
dicts the optimality of 7%, because it shows that 7* is not cyclically monotone, which essentially means
that it is possible to rearrange the way mass is transported from P to () by 7* in order to reduce the trans-
portation cost. Therefore, we conclude that if (21,y1) € supp(7*) and (z2,y2) € 7* and 1 < w2, then
y1 < y2. The previous monotonicity property of 7*, together with the fact that 7* € I'( P, @) imply that
if x € supp(P) and y € supp(Q) then (x,y) € supp(n*) if and only if F'(x) = G(y). From this fact we
conclude that

1
/ & — ylPdn*(z,y) = / & — yPdn* (z,y) = / (1) — 6Lt P,
RxR supp(7*) 0

as we wanted to show.

Having consider the p-Wasserstein distance W,(P, Q) for p € [1, c0), we turn to the case p = co. Let
P, Q be two probability measures on R with bounded support. That is, assume that there exist a number
N > 0 such that supp(P) C [~ N, N] and supp(Q) C [-N, N]. We define the co-Wasserstein distance
between P and () by

We(P,Q) :== well“r(llf;,Q) esssupr|r — yl.
Proceeding as in the case p € [1,00), it is possible to show that the co-Wasserstein distance between
P and @ with bounded supports can be written in terms of the difference of the corresponding quantile
functions as
Weo(P, Q) = ||Fi1 - Gil”oo-

205



12.5 A Distribution-Free Wasserstein Test

As we saw in Section[12.2.2] under the null hypothesis Hy : P = (), the statistic

| ER) - a3 0) de

m-—+n

has an asymptotic distribution which is not distribution free, i.e., it depends on F'. We also saw that as
opposed to what happens with the asymptotic distribution of the L°° distance between F;, and G,,, the
asymptotic distribution of || F,; * — G|~ does depend on the cdf F.

In this section we introduce the ROC and ODC curves associated to two distributions. The ultimate
goal is to relate those curves to a distribution-free Wasserstein test.

12.5.1 ROC and ODC curves

Let P and Q) be two distributions on R with cdfs ' and G and quantile functions F~! and G~! respec-
tively. We define the ROC curve between F' and G as the function.

ROC(t):=1-F(G Y1 -1)), telo,1].
In addition, we define their ODC curve by,
ODC(t) := G(F~\(t)), te][o0,1].

We observe that the ROC curve can be obtained from the ODC curve after reversing the axes. In addition,
the following are straightforward properties of the ROC curve (see [103])).

1. The ROC curve is increasing and ROC(0) = 0, ROC(1) = 1.

2. If G(t) > F(t) for all t then ROC(t) > t for all ¢t.

3. If F' and G have densities with monotone likelihood ratio, then the ROC curve is concave.

4. The area under the ROC curve is equal to P(Y < X), where Y ~ @ and X ~ P.
Intuitively speaking, the faster the ROC curve increases towards the value 1, the easier it is to distinguish
the distributions P and (). Given that the ROC curve can be obtained from the ODC curve by reversing
the axes, we focus from this point on the ODC curve.

The first observation about the ODC curve is that it can be regarded as the quantile function of the
distribution G4 P (the push forward of P by G) on [0, 1] which is defined by

GyP([0,)) == P (G ([0,a))), a€]0,1].

Similarly, for X1,..., X, and Y7, ...,Y,, two independent samples drawn from P and () respectively,
we can consider the measure G,y Py, that is, the push forward of P, by G;,,. We note that the empirical
ODC curve Gy, o F; ! is the quantile function of Gy P.

From the results of the previous section, we deduce that

1
W(GusPunGaP) = [ G0 (0 = Go P (0P

for every p € [1,00) and also
Woo (G P, GiP) = ||Gim o ' — G o 7|
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That is, the p-Wasserstein distance between the measures G, P, and Gy PP can be computed by consider-
ing the LP distance of the ODC curve and its empirical version.

First we observe that under the null hypothesis Hy : P = @, the distribution of empirical ODC curve
is actually independent of P. In particular, W5 (GmyPn, Gy P) and W (Gpy Py, Gy P) are distribution
free. This is the content of the next lemma.

Lemma 34 (Reduction to uniform distribution). Let F' be a continuous and strictly increasing cdf and let
Xi,..., XpandYy,..., Y, be two independent samples of F'. Consider

Ui := F(Xy),

and

Let @m be the c.d.f. associated to U 1y, Um. Then,
Gm(Xp) = Gm(Uy), VEke{l,...,n}.

In particular,

Proof: We denote by Y1) < -+ < Y{;,) the order statistic associated to the ¥'s. Fork = 1,...,m —1
and ¢t € (0,1), we have G, (t) = % if and only if t € [Y(4), Y{341)) which holds if and only if ¢ €
[F_l(ﬁ(k)), F_l(ﬁ(k+1))), which in turn is equivalent to F(t) € [(A](k), (A](kﬂ)). Thus, Gy, (t) = £ if
and only if G,,(F(t)) = % From the previous observations we conclude that G,,, = Gy, o F.. Finally,
since X = F~1(Uy;) we conclude that

Gn(Xp) = G o F o F~Y(Uy) = G (Uy).

Now we establish a result related to the asymptotic distribution of W) (GmyPn, Gy P) and Woo (Giy P, G4 P)
. We do this by first considering the asymptotic distribution of the difference between the empirical ODC
curve and the population ODC curve regarding both of them as elements in the space D([0, 1]). This is
the content of the following Theorem which follows directly from the work of [117] (see [103]]).

Theorem 45. Suppose that F' and G are two cdfs with densities f, g satisfying
9 () _
)

forallt € |0, 1]. Also, assume that

as n, m — oo. Then,

mn _ _ A — 1 Q(F_l('))
o (OnlF ) = GE00) o 3@ P70 S B

where By and By are two independent Brownian bridges and where the weak convergence must be inter-
preted as weak convergence in the space of probability measures on the space D([0, 1]).
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As a corollary, under the null hypothesis Hy : P = () we obtain the following. Suppose that F' is a
continuous, strictly increasing cdf. Then,

mn 1

n+m Jg

mn

W2 (Gong P, GsP) (G 0) ~ %0 5 [ (B0)
0

n-—+m

and

mn mn
Woo(Gmp Pn, Gy P) = sup |G (F, ' () — t| = sup [B(t)].
o Wee G s GyP) = [ sup (G (0) = ] =0 sup BI0)
To see this, note that by Lemma [34]it suffices to consider F(t) = ¢ in [0, 1]. In that case, the assumptions
of Theorem 5] are satisfied and the result follows directly.

Conclusion

In this chapter, we connect a wide variety of univariate and multivariate test statistics, with the central piece
being the Wasserstein two-sample test statistic. The Wasserstein statistic is closely related to univariate
tests like Kolmogorov-Smirnov, Cramer-von-Mises, and Anderson Darling, QQ plots and a distribution-
free variant of the test is connected to ROC curves. Through entropic smoothing, the Wasserstein test is
also related to the multivariate tests of Energy Distance and Kernel Maximum Mean Discrepancy. We
hope that this is a useful resource to connect the seemingly vastly different families of two sample tests.
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Chapter 13

Nonparametric testing : Stein shrinkage
for kernel independence testing

This chaptelﬂ deals with the problem of nonparametric independence testing, a fundamental decision-
theoretic problem that asks if two arbitrary (possibly multivariate) random variables X, Y are independent
or not, a question that comes up in many fields like causality and neuroscience. While quantities like cor-
relation of X, Y only test for (univariate) linear independence, natural alternatives like mutual information
of X,Y are hard to estimate due to a serious curse of dimensionality. A recent approach, avoiding both
issues, estimates norms of an operator in Reproducing Kernel Hilbert Spaces (RKHSs). Our main con-
tribution is strong empirical evidence that by employing shrunk operators when the sample size is small,
one can attain an improvement in power at low false positive rates. We analyze the effects of Stein shrink-
age on a popular test statistic called HSIC (Hilbert-Schmidt Independence Criterion). Our observations
provide insights into two recently proposed shrinkage estimators, SCOSE and FCOSE - we prove that
SCOSE is (essentially) the optimal linear shrinkage method for estimating the true operator; however, the
non-linearly shrunk FCOSE usually achieves greater improvements in fest power. This work is important
for more powerful nonparametric detection of subtle nonlinear dependencies for small samples.

13.1 Introduction

The problem of nonparametric independence testing deals with ascertaining if two random variables are
independent or not, making no parametric assumptions about their underlying distributions. Formally,
given n samples (x;, y;) fori € {1,...,n} where z; € RP, y; € RY, that are drawn from a joint distribution
Pyxy supported on X' x ) C RP*4, we want to decide between the null and alternate hypotheses

HQZP)(Y:P)(XPY VS. leny#PxxPy

where Py, Py are the marginals of Pxy w.rt. X, Y. A test is a function from the data to {0,1}. Tests
aim to have high power (probability of detecting dependence, when it exists) at a prespecified allowable
type-1 error rate « (probability of detecting dependence when there isn’t any).

Independence testing is often a precursor to further analysis. Consider for instance conditional inde-
pendence testing for inferring causality, say by the PC algorithm [[198]], whose first step is (unconditional)
independence testing. It is also useful for scientific discovery like in neuroscience, to see if a stimulus
X (say an image) is independent of the brain activity Y (say fMRI) in a relevant part of the brain. Since

!See Ramdas™ and Wehbe* [163]).

209



detecting nonlinear correlations is much easier than estimating a nonparametric regression function (of Y
onto X), it can be done at smaller sample sizes, with further samples collected for estimation only if an
effect is detected by the hypothesis test. For such situations, correlation only tests for univariate linear
independence, while other statistics like mutual information that do characterize multivariate indepen-
dence are hard to estimate from data, suffering from a serious curse of dimensionality. A recent popular
approach for this problem (and a related two-sample testing problem) involve the use of quantities defined
in reproducing kernel Hilbert spaces (RKHSs) - see [66} 81} 82, [84]].

This chapter will concern itself with increasing the statistical power at small samples of a popular
kernel statistic called HSIC, by using shrunk empirical estimators of the unknown population quantity
(introduced below).

13.1.1 Hilbert Schmidt Independence Criterion

Due to limited space, familiarity with RKHS terminology is assumed - see [[184] for an introduction. Let
k: XXX —Randl : Y x Y — R be two positive-definite reproducing kernels that correspond to
RKHSs H};, and H; respectively with inner-products (-, -), and (-, -);. Let k, [ arise from (implicit) feature
maps ¢ : X — Hy and ¥ : Y — H;. In other words, ¢, v are not functions, but mappings to the Hilbert
space. i.e. ¢(x) € Hy,¥(y) € H; respectively. These functions, when evaluated at points in the original
spaces, must satisfy ¢(z)(z’) = (¢(x), ¢(2'))r = k(z,2") and ¥ (y)(y') = (Y(y), v (y)) = Uy, y).

The mean embedding of Px and Py are defined as 1y := Epop, ¢(z) € Hiand py :=Eyop, ¥(y) €
H, whose empirical estimates are fix = 3" | ¢(z;) and fiy = 23" ¢(y;). Finally, the cross-
covariance operator of X, Y is defined as

Yxy = Egy)oryy (0(2) — px) @ (¥(y) — py)

where ® is an outer-product. For unfamiliar readers, if we used the linear kernel k(z,2’) = x” 2’ and
I(y,y') = yTy', then the cross-covariance operator is just the cross-covariance matrix. The plug-in em-
pirical estimator of X xy is
1 n
Sxy = > (d(x:) — fix) @ (V(yi) — fiy)
i=1
For conciseness, define ¢(z;) = () — fix, ¥(yi) = $(yi) — fiy, Kz, 2') = (d(x), 6(x'))x and
Uy,y") = (¥(y),¥(y')):. The test statistic Hilbert-Schmidt Independence Criterion (HSIC) defined in

[§1]~is the squ~ared Plilbert—Sch~midt norm of Sxvy, and can be calculated using centered kernel matrices
K, L, where K;; = k(x;,2;), Lij = l(ys,y;), as

1 ~~
HSIC := ||Sxy|/%g = ﬁtr(KL) (13.1)

For unfamiliar readers, if we used the linear kernel, this just corresponds to the Frobenius norm of the
cross-covariance matrix. The most important property is: when the kernels k,l are “characteristic”, then
the corresponding population statistic ||% Xnyg g is zero iff X, Y are independent [81]]. This gives rise to
a natural test - calculate || Sxy ||% ¢ and reject the null if it is large.

_ 12
Examples of characteristic kernels include Gaussian k(x, 2') = exp <— ”ﬂ%“?) and Laplace k(z,2') =

— ! . . . . . . .
exp <— M) , for any bandwidth -, while the aforementioned linear kernel is not characteristic — the
corresponding HSIC tests only linear relationships, and a zero cross-covariance matrix characterizes in-

dependence only for multivariate Gaussian distributions. Working with the infinite dimensional operator
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with characteristic kernels, allows us to identify any general nonlinear dependence (in the limit) between
any pair of distributions, not just Gaussians.

13.1.2 Independence Testing using HSIC

A permutation-based test is described in [81], and proceeds in the following manner. From the given
data, calculate the test statistic 7 := || Sxy ||% 5. Keeping the order of z1, ..., z, fixed, randomly permute
Y1, ---, Yo a large number of times, and recompute the permuted HSIC each time. This destroyed any de-
pendence between z, y simulating a draw from the product of marginals, making the empirical distribution
of the permuted HSICs behave like the null distribution of the test statistic (distribution of HSIC when H
is true). For a pre-specified type-1 error «, calculate threshold ¢, in the right tail of the null distribution.
Reject Hg if T > t,. This test was proved to be consistent against any fixed alternative, meaning for
any fixed type-1 error «, the power goes to 1 as n — co. Empirically, the power can be calculated using
simulations by repeating the above permutation test many times for a fixed Pxy (for which dependence
holds), and reporting the empirical probability of rejecting the null (detecting the dependence). Note that
the power depends on Pxy (unknown to the user of the test).

Shrunk Estimators of Sxy

Even though Sxy is an unbiased estimator of X xy-, it typically has high variance at low sample sizes. The
idea of Stein shrinkage [203]] is to trade-off bias and variance, first introduced in the context of Gaussian
mean estimation. This strategy of introducing some bias and decreasing the variance to get different
estimators of Y xy was followed by [139]] who define a linear shrinkage estimator of Sxy called SCOSE
(Simple Covariance Shrinkage Estimator) and a nonlinear shrinkage estimator called FCOSE (Flexible
Covariance Shrinkage Estimator). When we refer to shrunk estimators, we implicitly mean SCOSE and
FCOSE. We will describe these briefly in the next section.

Contributions

Our first contribution is the following :

1. We provide evidence that employing shrunk estimators of X xy, instead of Sxy, to calculate
the aforementioned test statistic, can increase the power of the associated independence test at low false
positive rates, when the sample size is small (there is higher variance in estimating infinite-dimensional
operators).

Our second contribution is to analyze the effect of shrinkage on the test statistic, to provide some
practical insight.

2. The effect of shrinkage on the test-statistic is very similar to soft-thresholding, shrinking very small
statistics to zero, and shrinking other values nearly (but not) linearly, and nearly (but not) monotonically.

Our last contribution is an insight on the two estimators considered in this chapter, SCOSE and
FCOSE.

3. We prove that SCOSE is (essentially, up to lower order terms) the optimal/oracle linear shrinkage
estimator with respect to quadratic risk. However, we observe that FCOSE typically achieves higher power
than SCOSE. This indicates that it may be useful to search for the optimal estimator in a larger class than
linearly shrunk estimators, and also that quadratic loss may not be the right loss function for the purposes
of test power.

The rest of this chapter is organized as follows. Section [13.2] introduces SCOSE, FCOSE and their
corresponding shrunk test statistics. Section presents illuminating experiments that bring out the
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statistically significant improvement in power over HSIC. Section conducts a deeper investigation
into the effect of shrinkage and proves the oracle optimality of SCOSE under quadratic risk.

13.2 Shrunk Estimators and Test Statistics

Let HS(Hy, H;) represent the set of Hilbert-Schmidt operators from . to H;. We first note that Sxy
can be written as the solution to the following optimization problem.

. 1
Sxy := min -
ZEHS(Hp,Hy) N

n
~ ~ 2
> ||#@) @ dw) - 2|
=1
Using this idea [139] suggest the following two shrunk/regularized estimators.

From SCOSE to HSIC”®
This is derived in [139]] by solving

. 1
min —

5 @ 3w - 2|+ Ni213
ZGHS(Hk,Hz)n;H(b(xz)@w(yl)_ HHS+ 1215

and the optimal solution (called SCOSE) is

A

where A (and hence the shrinkage intensity) is estimated by leave-one-out cross-validation (LOOCYV), in

closed form as
pS _ A\CV
T4V

[% Z?:l kzzfu - # ZZj:l I?ijfij
(n—2)% > iz KijLij + Ly KiiLii

n2

Observing the expression for A“V in [139], the denominator can be negative (for example, with the Gaus-
sian kernel for small bandwidths, resulting in a kernel matrix close to the identity). This can cause AV
to be negative, and p° to be (unintentionally) outside the range [0, 1]. Though not discussed in [139], we
shall follow the convention that when p° < 0, we shall use p° = 0 and if p° > 1, we use pg = 1.

Indeed, one can show that (1 — 14%\) . Sxy dominates (1 — 1%\) Sxy where (z); = max{z,0}. We
later prove that S f(y is (essentially) the optimal/oracle linear shrinkage estimator with respect to quadratic

risk.
We can now calculate the corresponding shrunk statistic HSIC® = [|S5[|%¢ =
o 2

LS KiiLi; —HSIC

Ly KiiLi
(n — 2)HSIC + A "

HSIC (13.2)

While the above expression looks daunting, one thing to note is that the amount that HSIC is shrunk
(i.e. the multiplicative factor) depends on the value of HSIC. As we shall later, small HSIC values get
shrunk to zero, but as can be seen above, the shrinkage of HSIC is non-monotonic.

212



From FCOSE to HSIC”

The Flexible Covariance Shrinkage Estimator is derived by relying on the Representer theorem, see [[184],
to instead minimize

2
Hwi) @ V(ys) Z Zo) @ v+ MBI
HS
over all 5 € R™, and the optlmal solution (called FCOSE) is
F . ﬁz
SXY : Z ¢ Iz ® 1/} yz)
where 8 = (KoL—I—)\I) KoLl

where o denotes elementwise (Hadamard) product, 1 is the vector [1, 1, ..., 1]T, and as before the best )\ is
determined by LOOCV. The procedure to evaluate the optimal )\ efficiently is described by [139] - a single
eigenvalue decomposition of Kol costing O(n?) can be done, following which evaluating LOOCV is
only O(n?) per )\, see [139], section 3.1 for more details. As before, after picking the A by LOOCYV, we
can derive the corresponding shrunk test statistic as

HSIC" = ||S%y |I7rs
1 _ _
= ﬁtr(M(M + M) TIM(M + M) M)

where M = K o L. Note here that the shrinkage is not linear, and the effect on HSIC cannot be seen
immediately. Similar to SCOSE, as we shall later see, small HSIC values get shrunk to zero (LOOCV
chooses a large ).

13.3 Linear Shrinkage and Quadratic Risk

In this section, we prove that SCOSE is (essentially) optimal within a particular class of estimators. Such
“oracle” arguments also exist elsewhere in the literature, like [121], so we provide only a brief proof
outline.

Proposition 46. The oracle (with respect to quadratic risk) linear shrinkage estimator and intensity is
defined as

S* p* = arg min 1Z — Sxvl)s
ZeHS,Z=(1-p)Sxvy,0<p<1

and is given by S* := (1 — p*)Sxy where
« _ ElSxy —Sxvllks
ElSxy?
Proof: Define a® = HEXYH%IS’ 52 = EHSXY — EXY”%{S’ e EHSX)/”Q. Since E[SXy] = Xxy,itis
easy to verify that o + 32 = §2. Substituting and expanding the objective, we get:
EllZ - Zxvllizs = E|—pSxy + (Sxy — Sxv)lks
_ 252 +/82 2p((52 a2)
= pla’+(1-p)*p°

2
Differentiating and equating to zero, gives p* = ’?—2.
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This p* appears in terms of quantities that depend on the unknown underlying distribution (hence the
term oracle estimator). We use plugin estimates b, d for 8,4. Letd*> = |Sxy|}s = 12 Yo =1 KijLij =

HSIC. Since /32 is the variance of Sxy, let b2 be the sample variance of Sxy, i.e. b* = %% > ory gz~5(:nl)®
Vg, — Sxy? = % [% S KiiLii — # szzl KijLij}. Plugging these into S* and simplifying, we see
that HSIC* := ||S*||%, is

(13.3)

1 n - 71 2
Ly~ g L. — HSIC
HSIC* = <1 _ i 2im Kl > HSIC

nHSIC

Comparing Eq.(13.3)) with Eq.(13.2)) shows that SCOSE is essentially S, up to a factor in the denominator
which is of the same order as the bias of the HSIC empirical estimatOIEI (see Theorem 1 in [81]). In other
words, SCOSE just corresponds to using a slightly different estimator for 62 than the simple plugin d?,
which varies on the same order as the bias 6> — Ed?. Hence SCOSE, as estimated via regularization and
LOOCY, is (essentially) the optimal linear shrinkage estimator under quadratic risk.

To the best of our knowledge, this is the first such characterization of optimality of an estimator
achieved through leave-one-out cross-validation. We are only able to prove this because one can ex-
plicitly calculate both the oracle linear shrinkage intensity p* as well as the optimal AV (as mentioned
earlier). This raises a natural open question — can we find other situations where the LOOCYV estimator
is optimal with respect to some risk measure? (perhaps when explicit calculations are not possible, like
ridge regression).

13.4 Experiments

In this section, we run three kinds of experiments: a) to verify that SCOSE has better quadratic risk
than FCOSE and original sample estimator, b) detailed synthetic experiments to verify that shrinkage
does improve power, across interesting regimes of & = {0.01,0.05, 0.1}, and c) real data obtained from
MNIST, to show that we shrinkage detect dependence at much lower samples than the original data size.

Quadratic Risk

Figure shows that SCOSE is indeed much better than both S'xy and FCOSE with respect to quadratic
risk. Here, we calculate E|| Z—X xvy||% ¢ for the distribution given in dataset (A) for Z € {Sxy, S5y, Sky }-
The expectation is calculated by repeating the experiment 1000 times. Each time Z is calculated accord-
ing to N € {20,50, 100} samples and ¥ xy is approximated by the empirical cross-covariance matrix on
5,000 samples. The four panels use four different kernels which are linear, polynomial, Laplace and Gaus-
sian from top to bottom. The shrunk estimators are always better than the unshrunk, with a larger differ-
ence between SCOSE and FCOSE for finite-dimensional feature spaces (top two). In infinite-dimensional
feature spaces (bottom two), SCOSE and FCOSE are much better than the unshrunk estimator but very
similar to each other. The differences between all estimators decreases with increasing n, since the sample
cross-covariance operator itself becomes very accurate.

Synthetic Data

We perform synthetic experiments in a wide variety of settings to demonstrate that the shrunk test statistics
achieve higher power than HSIC in a variety of settings. We follow the schema provided in the introduction

*HSIC and HSIC — 2% — n% both converge to population HSIC at same rate determined by the dominant term (HSIC).
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Figure 13.1: All panels show quadratic risk E| X — Sxy %4 for X € {Sxv,S%y,S%y}. Dataset
(A) was used in all four panels, but the kernels were varied - from top to bottom is the linear, quadratic,
Gaussian and Laplace kernel.

for independence testing and calculating power. We only consider difficult distributions with nonlinear
dependence between X, Y, on which linear methods like correlation are shown to fail to detect dependence
(some of them were used in previous papers on independence testing like [[86]] and [40]).

For all experiments, o € {0.01,0.05,0.1} is chosen as the type-1 error (for choosing the threshold
level of the null distribution’s right tail). For every setting of parameters of each experiment, power is
calculated as the percentage of rejection over 200 repetitions (independent trials), with 2000 permutations
per repetition (permutation testing to find the null distribution threshold at level o). We use the Gaussian
kernel where the bandwidth is chosen by the common median heuristic [184]. Table [I3.]is a representa-
tive sample from what we saw on other examples - either large, small or no improvement in power was
seen but almost never a worsening of power. The improvements in power may not always be huge, but
they are statistically significant - it is difficult to detect such non-linear dependencies at low sample sizes,
S0 any increase in power can be important in scientific applications.

Real Data

We use two real datasets - the first is a good example where shrinkage helps a lot, but in the second it does
not help (we show it on purpose). Like the synthetic datasets, for most real datasets it either helps or does
not hurt (being very rarely worse; see remark in the discussion section).

The first is the Eckerle dataset [60] from the NIST Statistical Reference Datasets (NIST StRD) for
Nonlinear Regression, data from a NIST study of circular interference transmittance (n=35, Y is trans-
mittance, X is wavelength). A plot of the data in Figure [I3.2] reveals a nonlinear relationship between
X,Y (though the correlation is 0.035 with p-value 0.84). We subsample the data to see how often we can
detect a relationship at 10%, 20%, 30% of the original data size, when the false positive level is always
controlled at 0.05. The second is the Aircraft dataset [25] (n=709, X is log(speed), Y is log(span)). Once
again, correlation is low, with a p-value of over 0.8, and we subsample the data to 5%, 10%, 20% of the
original data size.
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a=0.01 a=0.05 a=0.10

HSIC | HSICs | HSICp | | | HSIC [ HSICs [ HSIC; | | | HSIC | HSICs | HSICy |
' "X_ 022 | 021 | 034 1052 | 052 | 071 v 1073 | 072 | 090
w t +0.03 +0.03 +0.03 +0.04 +0.04 +0.03 +0.03 +0.03 +0.02
4 041 | 041 | 048 v 1068 | 068 | 088 v 1085 | 085 | 099
+0.03 +0.03 +0.04 +0.03 +0.03 +0.02 +0.03 +0.02 +0.01

%

"; . | 041 | 040 | 052 v 1074 | 074 | 094 v 1094 | 094 | 099
=+0.03 =+0.03 +0.04 +0.03 +0.03 +0.02 +0.02 +0.02 +0.01
* ‘: 052 | 052 | 0.66 v 1091 | 091 | 089 099 | 099 | 096
= +0.04 +0.04 +0.03 +0.02 +0.02 +0.02 +0.01 +0.01 +0.01
T 1004 | 004 | 004 0.12 | 0.12 | 0.14 023 | 023 | 024
+0.01 =+0.01 =+0.01 +0.02 +0.02 +0.02 +0.03 +0.03 +0.03
" 0.10 | 0.10 | 0.12 031 | 031 | 0.40 v 1047 | 047 | 058
~ +0.02 +0.02 +0.02 +0.03 +0.03 4+0.03 +0.04 +0.04 +0.03
g 1033 | 033 | 046 v 1077 | 077 | 091 v 1095 | 096 | 099
) =+0.03 =+0.03 +0.04 +0.03 +0.03 +0.02 +0.01 +0.01 +0.01
-, 1093 | 093 | 096 v 1100 | 1.00 | 1.00 1.00 | 1.00 | 1.00
* +0.02 +0.02 +0.01 +0.00 +0.00 +0.00 +0.00 +0.00 +0.00
1007 | 007 | 0.09 024 | 026 | 032 v 044 | 047 | 048
b +0.02 +0.02 +0.02 +0.03 +0.03 +0.03 +0.04 +0.04 +0.04
"' 0.06 | 0.07 | 0.09 026 | 028 | 032 045 | 047 | 048
" +0.02 +0.02 +0.02 +0.03 +0.03 +0.03 +0.04 +0.04 +0.04
5 2010 | 012 | 0.4 034 | 034 | 039 051 | 052 | 053
- +0.02 +0.02 +0.02 +0.03 +0.03 +0.03 +0.04 +0.04 +0.04
71007 | 007 | 0.10 v 1030 | 033 | 035 053 | 054 | 057
) +0.02 +0.02 +0.02 +0.03 +0.03 +0.03 +0.04 +0.04 +0.04
0.04 | 0.05 | 0.04 018 | 027 | 024 |v |v 034 | 045 | 044
+0.01 +0.02 +0.01 +0.03 +0.03 +0.03 +0.03 +0.04 +0.04
wli-| 016 | 020 | 0.20 045 | 058 | 058 |v |v 067 | 073 | 073
’ +0.03 +0.03 +0.03 +0.04 +0.03 +0.03 +0.03 +0.03 +0.03
: ; 034 | 043 | 043 |v |v 071 | 080 | 079 | v |~ 085 | 090 | 0.89
’ 40.03 40.04 +0.04 +0.03 +0.03 +0.03 +0.03 +0.02 +0.02
2| 063 | 072 | 073 |V |V 091 | 092 | 092 095 | 096 | 096
= +0.03 +0.03 +0.03 +0.02 +0.02 +0.02 +0.01 +0.01 +0.01

Table 13.1: The first column shows scatterplots of X vs Y (all having dependence between X, Y'). There
are 3 sets of 5 columns each - for « = 0.01,0.05,0.1 (controlled by running 2000 permutations). In
eachs set, the first three columns show the power of HSIC, HSIC®, HSICY (with standard deviation over
200 repetitions below). The fourth column shows when HSIC® is significantly better than HSIC, and the
fifth column when HSIC®" has significantly higher power than HSIC. A blank means the powers are not
significantly better or worse. In the first dataset (A) (top 4) we show how the power varies with increasing
n (becomes easier). In the second dataset (B) (second 4) we show how the power varies with rotation
(goes from near-independence to clear dependence%.1 n the third dataset (O) (third 4), we demonstrate a
case where shrinkage does not help much, which is a circle with a hole. In the last dataset (D) (last 4), we
demonstrate a case where HSIC® does as well as HSICY. We tried many more datasets, these are a few
representative samples.
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Figure 13.2: Top Row: The left figure shows a plot of wavelength against transmittance. The right figure
shows the power of HSIC, HSIC® HSIC!" when the data are subsampled to 10%, 20%, 30% (error bars
over 100 repetitions). Bottom Row: The left figure shows a plot of log(wingspan) vs log(airspeed). The
right figure shows the power of HSIC, HSICS, HSICY when the data are subsampled to 5%, 10%, 20%
(error bars over 100 repetitions).

13.5 Discussion

Why might shrinkage improve power? Let us examine the net effect of using shrunk estimators on the
value of HSIC, i.e. let us compare HSIC® and HSIC to HSIC by computing these over all the repetitions
of the permutation testing procedure described in the introduction. In Fig. [I3.3] both estimators are
visually similar in transforming the actual test statistic. Perhaps the more interesting phenomenon is that
Fig. [13.3]is reminiscent of the graph of a soft-thresholding operator ST;(z) = max{0, z — ¢}. Intuitively,
if the unshrunk HSIC value is small, the shrinkage methods deem it to be “noise” and it is shrunk to zero.
Looking at the X-axis scaling of the top and bottom row, the size of the region that gets shrunk to zero
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decreases with n - as expected, shrinkage has less effect when Sxy has low variance). The shrinkage
being non-monotone (more so for n = 20 than n = 50 in Figure[I3.3) is key to achieving an improvement
in power.

. .
0 0.05 0 0.05
HSIC HSIC

0
0 0.02 0 0.02
HSIC HSIC

Figure 13.3: The top row corresponds to n = 20, and the bottom row has n = 50. The left plots compare
HSIC® to HSIC, and the right plots compare HSIC* to HSIC. Each cross mark corresponds to the shrunk
and unshrunk HSIC calculated during a single permutation of a permutation test.

Using the intuition from the above figure, we can finally piece together why shrinkage may yield
benefits. A rejection of Hy occurs when the test statistic stands out in the right tail of its null distribution.
Typically, when the alternative is true (this is when rejecting the null improves power) the unshrunk
test statistics calculated from the permuted samples is smaller than the unshrunk HSIC calculated on the
original sample. However, the effect of shrinking the small statistics towards zero, and setting the smallest
ones to zero, is that the unpermuted test statistic under the alternative distribution stands out more in the
right tail of the null.

In other words, relative to the unshrunk null distribution and the unshrunk test statistic, the tail of the
null distribution is shrunk more towards zero than the unpermuted test statistic, causing the latter to have a
higher quantile in the right tail of the former (relative to the quantile before shrinkage). Let us verify this
experimentally. In Fig[T3.4we plot for each of the datasets in Table[I3.] the average ratio of unpermuted
statistic T to the 95th percentile of the permuted statistics, for 7 € {HSIC, HSIC®, HSIC?'}. Recall that
for dataset (C), we didn’t see much of an improvement in power, but for (A),(B),(D) it is clear from Fig.
[13.4]that the unpermuted statistic is shrunk less than its null distribution’s 95th quantile.

Remark. In our experiments, real and synthetic, shrinkage usually improves (and almost never wors-
ens) power in false-positive regimes that we usually care about. Will shrinkage always improve power?
Possibly not. Even though shrunk the shrunk Sxy dominates Sy for estimation error, it may not be
the case that shrunk HSIC always dominates unshrunk HSIC for test power (i.e. the latter may not be
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Figure 13.4: All panels show the ratio of the unpermuted HSIC to the 95th percentile of the null distri-
bution based on HSICs calculated from the permuted data. (see Table[B_j'[) The top row has datasets (C)
with radius 2.2, (B) with angle 3 x 7/32, and the bottom row has (D) with N = 25, (A) with N = 40.
These observations were qualitatively the same in all other synthetic data parameter settings, and also for
other percentiles than 95th, and since the figures look identical in spirit, they were omitted due to lack of
space.

inadmissible). However, just as no single classifier always outperforms another, it is still beneficial to add
techniques like shrinkage, that seem to consistently yield benefits in practice, to the practitioner’s array of
tools.

Conclusion

We presented evidence for an important phenomenon - using biased but lower variance shrunk estimators
of cross-covariance operators can often significantly improve test power of HSIC at small sample sizes.
This observation (that shrinkage can improve power) has rarely been made in the statistics and machine
learning testing literature. We think the reason is that most test statistics for independence testing cannot
be immediately expressed as the norm of an empirical operator, making it less obvious how to apply
shrinkage to improve their power at low sample sizes.

We also showed the optimality (among linear shrinkage estimators) of SCOSE, but observe that the
nonlinear shrinkage of FCOSE usually yields higher power. To the best of our knowledge, there seems
to be no current literature showing that the choice made by leave-one-out cross-validation (SCOSE) ex-
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plicitly leads to an estimator that is “optimal” in some sense (among linear shrinkage estimators). This
may be because it is often not possible to explicitly calculate the form of the LOOCYV estimator, nor the
explicit form of the best linear shrinkage estimator, as can both be done in this simple setting.

Since even the best possible linear shrinkage estimator (as represented by SCOSE) is usually worse
than FCOSE, this result indicates that in order to improve upon FCOSE, it will be necessary to further
study the class of non-linear shrinkage estimators for our infinite dimensional operators, as done for finite
dimensional covariance matrices in [122] and other papers by the same authors.

We ended with a brief investigation into the effect of shrinkage on HSIC and why shrinkage may
intuitively improve power. We think that our work will be important for more powerful nonparametric
detection of subtle nonlinear dependencies at low sample sizes, a common problem in scientific applica-
tions.
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