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Role of Human Feedback in Al development
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How to align Al systems with human values and expectations?



Human Preference Feedback

Trajectory feedback in
autonomous navigation

Preference for products
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I'm a large language model
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Fine-tuning Large Language Models



Modeling Human Preferences

Human Preference

Data (offline) D = {m,y+,y_}'

Model (Bradley-Terry-Luce BTL model for preferences):

exp(r*(z,y'))
exp(r*(z,y')) + exp(r*(z, y?))

Pyt = y? | x) =

r* - human’s implicit reward model

Many other models of preferences e.g. Thurstone, Weak/Strong Stochastic Transitivity etc.



Al model as a policy

Al model as a policy (e.g. LLM trained on a large corpus)

Tref ¢ Prompt x — token a Token-level
Trer ¢ Prompt x — distribution of response y Response-level

@ ~ What's the best way to 1. Distract them with a fun ac.....,

" to keep someone quiet? 2. Give them something to eat or dr

Sp = X t =0:

a So = what is the capital of France?
0 ap = the

S1 = {So Ao} =

5 s1 = what is the capital of France? the
1

a, = capital

LR R ]

Sp = what is the capital of France? the capital of France is Paris.
a, =< EOS >



Al model as a policy

Al model as a policy (e.g. LLM trained on a large corpus)

Tref ¢ Prompt x — token a Token-level
Trer ¢ Prompt x — distribution of response y Response-level
~ What's the best way to _, 1. Distract them with a fun ac.....,
" to keep someone quiet? 2. Give them something to eat or dr
SO =X ao
S; = {Sg Ao} Cl y=130a; ... ay}
S; = {0 ap a1} C))
Sy ={Sgaga ... ay.1} ay = EOS

p(YlX) = p(ao dp ... dy | SO) = HZI=O P(ah|30; ai,.. ah—l)

LLM operates at token level whereas preference rewards are generated at response-level



Al model as a policy

Generate multiple responses with reset

Prompt:
x = what is the capital of France?

Response:
Yo = the capital of France is Paris.

y, = Paris
y, = It is Paris.

Obtain preference feedback

D = {X, Ychosen» yreject}

Yo, V1 . Yo, Y1
3’3;3’5—> - _>y31y5
V2,V4 Human 1 V2,Y4



Aligning Al models with preference feedback

Human Preference Data (offline) D = {:1:, y+, y_} '

generated according to r* - human’s implicit reward model

Al model as a policy (e.g. LLM trained on a large corpus)

Trer ¢ Prompt x — distribution of response y

What's the best way to 1. Distract them with a fun activity
: . - : :
to keep someone quiet? 2. Give them something to eat

Human Alignment Goal: Find policy T that maximizes human internal
reward r*:

J(ﬂ) - |Ex~p|Ey~ﬂ(-|x)[r*(x9 y)]




Aligning Al models with preference feedback

Maximize likelihood of human preferences under BTL model:

r* = arg max
r

1—[ exp(r (X, Ychosen))

- £ e exp(r (X, Ychosen)) + €xXp(r (X, Yreject))
»ychosenYreject

But human feedback data is small!



Fine-tuning Al models with preference feedback

Human Preference Data (offline) D = {:1:, y+, y_} '

generated according to r* - human’s implicit reward model

Al model as a policy (e.g. LLM trained on a large corpus)

Trer ¢ Prompt x — distribution of response y

What's the best way to 1. Distract them with a fun activity
: ; — ; )
to keep someone quiet? 2. Give them something to eat

Human Alignment Goal: Find policy T that maximizes human internal
reward r* while staying close to 17, f :

J®) = By Byl 3)] = KL - | %) || 7))




Key algorithms

RLHF using PPO — reward-based
GRPO - reward-based

DPO — reward-free
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RLHF

Reward based: Reinforcement Learning from Human Feedback (RLHF)

Step 1: Learn reward model # by maximizing likelihood of preference data

_ ~ exp(r(z,y"))
r € argmaxK, + [Iog(
e exp(r(z, y+)) + exp(r(z,y ™))

Step 2: Find policy T that maximizes the (regularized) learned reward

Trhf € argmaXEmND [Eywﬁum) [’?(3}, y)] T /BKL(W( | m)”ﬂ-ref(‘ | CL‘))]

T

using PPO (proximal policy optimization) online policy rollouts



RLHF via PPO

Trihf € argmaXEmN’D [Eyww(-|m) [’?(ﬁ?, y)] e /BKL("T( | m)”ﬂ-ref(‘ | m))]

T

In LLMs, value = reward, as reward is only received at end

Policy gradient to maximize value/reward: V. [V;(s)] = ViEq r(s)[Qr(s, a)]
REINFORCE — gradient instability
TRPO — introduces trust-region constraint e.g. hard KL constraint but expensive

Proximal Policy Optimization (PPO) —
Trick 1. reduces variance of gradients by leveraging actor-critic framework
S, a
A(s,a) = —Qﬂ( )
V(s)
where policy is learnt by actor model and value is learnt by separate critic model
Note: Gradient of Advantage same direction as Gradient of Q function
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RLHF via PPO

Trihf € argmaXEmN’D [Eyww(-|m) [’?(ﬁ?, y)] e /BKL("T( | m)”ﬂ-ref(‘ | ﬂ'}))]

T

Proximal Policy Optimization (PPO) —

Trick 1. reduces variance of gradients by leveraging actor-critic framework

A(s,a) = %

where policy is learnt by actor model and value is learnt by separate critic model
Note: Gradient of Advantage same direction as Gradient of Q function

Trick 2. importance weighting to ensure policy stays close locallv
Ly, (9) = F; [rt(g) . At] where r,«t(g) — mo(at|st)

o, (a¢]st)
k

Trick 3. clipping (PPO-clip) or KL regularization (PPO-KL) to ensure stability
Lotip(0) = By [min (ro(0) - Ay, clip(r(6),1— €, 1+¢)- 4,)]

or ‘CQk (9) — Bk 'EKL(Q ” gk:) 14



RLHF via PPO

Trihf € argmaXEmN’D [Eyww(-|m) [’?(ﬁ?, y)] e /BKL("T( | m)”ﬂ-ref(‘ | ﬂ'}))]

T

Proximal Policy Optimization (PPO) —

Trick 1. reduces variance of gradients by leveraging actor-critic framework

S, a
A(S,a) — Qﬂ'( ? )
V(s)
where policy is learnt by actor model and value is learnt by separate critic model
Note: Gradient of Advantage same direction as Gradient of Q function

Trick 2. importance weighting to ensure policy stays close locallv

Lo (0) = E, [Tt(ﬁ)-flt] where r4(6) =

o (at|st)
o, (at|st)

Trick 3. clipping (PPO-clip) AND KL regularization (PPO-KL) wrt 6., to ensure
stability

E, [min (frt(Q) - flt, clip(r¢(0),1 —¢,1+¢) - /Lﬂ — By - Dir(0 | O.ef)
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RLHF via PPO

Proximal Policy Optimization (PPO)

Initialize 6, for the policy

Fort=0-T On-policy rollouts

Run 7, to collect multiple trajectories, and form the dataset {s, a, A™ (s, a)}

Construct the loss ?ﬁml(é?) using the dataset

Perform a few steps of mini-batch gradient updates on £ final(0) to g€t 0,

~

y
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Key algorithms

RLHF using PPO — reward-based
GRPO - reward-based

DPO — reward-free
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DeepSeek & GRPO

JGemini-Ultra i
so| GPT-4 API DeepSeekMath-7B ;k
/
/
> GPT-4 early version I,'
S 40 ;
3 Qwen-72B
< e
Llemma-34B .
~ o ”
® 30 MlStra|-7B’,’.
o Qwen-14B _-®
— WizardMath-70B _ _ e~
= -
= 20 —=
LLaMA1-65B __--""
10 _*~
2023-04 2023-07 2023-10 2024-01
Date
Figure 1 | Top1 accuracy of open-source mg T . S B
(Hendrycks et al., 2021) without the use of e b Hloleg Sostlo 1A

DeepSeek R1 $5 million

OpenAl GPT-40 $60 million +

OpenAl o1 $100 million +

OpenAl 03-mini $?2?



GRPO

Group Relative Policy Optimization — reward-based but don’t need critic

Advantages - less compute expensive
- more stable (since critic only receives rewards at end)

PEem—0y

Sample G responses

Compute z-score normalized
— reward as advantage

S
Prompt
SN > o o — mean(ri,Te,...7q)
1‘, —
std(ry,re,...7q)
Fi—
b .
Compute average clipped
—— loss with KL regularization
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GRPO

Group Relative Policy Optimization — reward-based but don’t need critic

Sample G responses

Compute z-score normalized reward as advantage

i — mean(r1,72,...7q)

.
A =
% std(ry,72,...7¢)

Compute average clipped loss with KL regularization

Jorro(0) = E[q ~ P(Q),{0i}{.; ~ 6,,(0lq)] [
G
% Z (mm( g (0ilq) A Clip ( o(0;|q) 1-¢,1 +£) Ai) — BDk1, (ﬂﬂlﬂ-rt’f))]

O, (DIM) Y -"FI-I‘E-'L,M(':"ilq)lIr
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Key algorithms

RLHF using PPO — reward-based
GRPO - reward-based

DPO — reward-free
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Reward-free: Direct Preference Optimization (DPO)

Re-parametrization trick on online RLHF objective suggests

rxy) = Blog ( s %(:n))

Step 1: Directly find policy m that maximizes likelihood of offline
preference data under above reward

Tdpo € argmax, Lgpo(m)

7(y*t|z)
) = B S )

exp( Blog U ) + exp (Blog (Ll




Closed-form solution to RLHF objective

J(76) = By, gyt lo) |7 (]7) — BKL(mo(-|2) || meer(-|2)) |

Plug-in KL expression L(y|[mees) = Z?Te (y]z) log T f((y ))
o(y|x
o () = S terte) - s 2]

We want m*(y|z) = arg max, J(m) subjectto ), m(y|z) = 1.

This is a constrained optimization problem; use a Lagrange multiplier A for normalization:

L= Z ylw[ (ylz) ﬂlog;;i?(jﬁ)]+/\(1—Zﬂ(y\w))

Y

oL
om(ylx)

= r(y|z) — 5(log 7(y|z) — log mres (y|x) + 1) —A=0



Closed-form solution to RLHF objective

r(ylz) — (A + B)

= log m(y|z) = log mer(y|z) +

'P(ylw))

T (y|x) o mes(y|z) exp ( 3

ﬂref(y|$) exp(r (y|$)//3

™ (ylz) =
V1) e WP 4,

This closed-form solution for optimal policy suggests we can rewrite the
objective using reparametrized reward:

r(XIy) = ‘8 ].Og ( T ref Ery(lyml)m%(m) )

Reparameterization trick! .



Reward-free: Direct Preference Optimization (DPO)

Re-parametrization trick on online RLHF objective suggests

rxy) = Blog ( s %(:n))

Step 1: Directly find policy m that maximizes likelihood of offline
preference data under above reward

Tdpo € argmax, Lgpo(m)

7(y*t|z)
) = B S )

exp( Blog U ) + exp (Blog (Ll




Comparison

Stability increases

* RLHF via PPO Computation decreases

reward based

policy and value model plus KL constraints ]
on-policy rollouts

e GRPO
reward based

policy model, but no value model plus KL constraints
on policy rollouts

e DPO
reward free

policy model, but no value model or KL constraints N
offline data only
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