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Role of Human Feedback in AI development

1970s    2020s

Expert systems   Self-supervised systems
   

How to align AI systems with human values and expectations?



Human Preference Feedback

Trajectory feedback in 
autonomous navigation

[Palan et al’19]
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Modeling Human Preferences

Human Preference 

 Data (offline)

 Model (Bradley-Terry-Luce BTL model for preferences):

 
 r* - human’s implicit reward model

Many other models of preferences e.g. Thurstone, Weak/Strong Stochastic Transitivity etc.



AI model as a policy

AI model as a policy (e.g. LLM trained on a large corpus)

 𝜋𝑟𝑒𝑓 ∶ prompt x → token a 

 𝜋𝑟𝑒𝑓 ∶ prompt x → distribution of response y

           :           →

s0 = x   
a0

s1 = {s0 a0}  
a1

…
sH = {s0 a0 a1 … aH-1}  
aH = EOS

y = {a0 a1 … aH}

Token-level
Response-level



AI model as a policy

AI model as a policy (e.g. LLM trained on a large corpus)

 𝜋𝑟𝑒𝑓 ∶ prompt x → token a 

 𝜋𝑟𝑒𝑓 ∶ prompt x → distribution of response y

           :           →

s0 = x   a0

s1 = {s0 a0}  a1

s2 = {s0 a0 a1}  a2

…
sH = {s0 a0 a1 … aH-1}  aH = EOS

y = {a0 a1 … aH}

p(y|x) = p(a0 a1 … aH|s0) = ςℎ=0
𝐻 𝑝(𝑎ℎ|𝑠0, 𝑎1, . . 𝑎ℎ−1)

Token-level
Response-level

LLM operates at token level whereas preference rewards are generated at response-level
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AI model as a policy

Generate multiple responses with reset

Obtain preference feedback



Aligning AI models with preference feedback

AI model as a policy (e.g. LLM trained on a large corpus)

 𝜋𝑟𝑒𝑓 ∶ prompt x → distribution of response y

           :           →

Human Preference Data (offline)

 generated according to r* - human’s implicit reward model

Human Alignment Goal: Find policy 𝜋 that maximizes human internal 
reward r* :
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Aligning AI models with preference feedback

Maximize likelihood of human preferences under BTL model:

But human feedback data is small! 



Fine-tuning AI models with preference feedback

AI model as a policy (e.g. LLM trained on a large corpus)

 𝜋𝑟𝑒𝑓 ∶ prompt x → distribution of response y

           :           →

Human Preference Data (offline)

 generated according to r* - human’s implicit reward model

Human Alignment Goal: Find policy 𝜋 that maximizes human internal 
reward r* while staying close to 𝜋𝑟𝑒𝑓 :

   



Key algorithms
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RLHF using PPO – reward-based

GRPO – reward-based

DPO – reward-free



RLHF

Reward based: Reinforcement Learning from Human Feedback (RLHF)

Step 1: Learn reward model Ƹ𝑟 by maximizing likelihood of preference data

Step 2: Find policy 𝜋 that maximizes the (regularized) learned reward

   

              using PPO (proximal policy optimization) online policy rollouts



RLHF via PPO
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In LLMs, value = reward, as reward is only received at end
 

Policy gradient to maximize value/reward:  
 REINFORCE – gradient instability
 TRPO – introduces trust-region constraint e.g. hard KL constraint but expensive

 Proximal Policy Optimization (PPO) – 
 Trick 1. reduces variance of gradients by leveraging actor-critic framework

 where policy is learnt by actor model and value is learnt by separate critic model
 Note: Gradient of Advantage same direction as Gradient of Q function

∇𝜋 𝑉𝜋 𝑠 =  ∇𝜋𝐸𝑎~𝜋(𝑠)[𝑄𝜋(𝑠, 𝑎)]



RLHF via PPO
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Proximal Policy Optimization (PPO) – 

 Trick 1. reduces variance of gradients by leveraging actor-critic framework

 where policy is learnt by actor model and value is learnt by separate critic model
 Note: Gradient of Advantage same direction as Gradient of Q function

 Trick 2. importance weighting to ensure policy stays close locally

 Trick 3. clipping (PPO-clip) or KL regularization (PPO-KL) to ensure stability

where

or



RLHF via PPO
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Proximal Policy Optimization (PPO) – 

 Trick 1. reduces variance of gradients by leveraging actor-critic framework

 where policy is learnt by actor model and value is learnt by separate critic model
 Note: Gradient of Advantage same direction as Gradient of Q function

 Trick 2. importance weighting to ensure policy stays close locally

 Trick 3. clipping (PPO-clip) AND KL regularization (PPO-KL) wrt ref to ensure 
stability

where

ref)



RLHF via PPO
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Proximal Policy Optimization (PPO)

On-policy rollouts



Key algorithms
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RLHF using PPO – reward-based

GRPO – reward-based

DPO – reward-free



DeepSeek & GRPO
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GRPO

Group Relative Policy Optimization – reward-based but don’t need critic 

Advantages - less compute expensive

       - more stable (since critic only receives rewards at end)
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Sample G responses

Compute z-score normalized 
reward as advantage

Compute average clipped 
loss with KL regularization



GRPO
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Group Relative Policy Optimization – reward-based but don’t need critic 

Sample G responses

Compute z-score normalized reward as advantage

Compute average clipped loss with KL regularization
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Key algorithms
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RLHF using PPO – reward-based

GRPO – reward-based

DPO – reward-free



DPO

Reward-free: Direct Preference Optimization (DPO)

Re-parametrization trick on online RLHF objective suggests 

         r(x,y) =

Step 1: Directly find policy 𝜋 that maximizes likelihood of offline 
preference data under above reward 
  

                   = 



Closed-form solution to RLHF objective

Plug-in KL expression

to get
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r(x,y) = 

Z(x)

Closed-form solution to RLHF objective

This closed-form solution for optimal policy suggests we can rewrite the 
objective  using reparametrized reward:

Reparameterization trick!



DPO

Reward-free: Direct Preference Optimization (DPO)

Re-parametrization trick on online RLHF objective suggests 

         r(x,y) =

Step 1: Directly find policy 𝜋 that maximizes likelihood of offline 
preference data under above reward 
  

                   = 



Comparison

• RLHF via PPO
 reward based
 policy and value model plus KL constraints
 on-policy rollouts

• GRPO
 reward based
 policy model, but no value model plus KL constraints
 on policy rollouts

• DPO
 reward free
 policy model, but no value model or KL constraints
 offline data only
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Stability increases
Computation decreases
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