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Data source in RL

> Exploration

offline RL online RL Wl generative model
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The capability of exploration increases from left to right.



RL with generative data

S, A Jelk
(Tobuer)
oy | o] [B> #
| (\ ged ookl S
il g § ok~ Cpo
generative model L [ Bied sarypie P
74 $e)

SAN total samples

For each (s, a), collect N independent samples {(s,a,s(;)}1<i<n

-_— =

Empirical estimates: estimate P (s'|s,a) by — Z ]l{s(l) =

em plrlcal frequency

Compute 7T given (I3,r) using Value iteration or Policy iteration.



Simulation Lemma

Given policy 7, does P ~ P imply V* ~ VZ.?
— —— P
Proposition

« Given any two transitions P and P , and any policy &, we have:

Vsg ‘{,E(SO) - V%(SO) Infinite horizon setting
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Sample complexity of RL using
generative model

With probability greater than 1-0
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Need N ~ In (%) to get e-accurate in policy value w.p. 1-0

SA

S2A
Total samples SAN 21 )" In (?) matches parameter count

argument

Can improve scaling to SA (drop S term) if we only care about model
error for high value state-action pairs - analyze model error
projected on V* 5



RL with online data

Tabular setting (finite S, A)

Finite horizon

Non-stationary

Only reset to initial state s;~

A
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M = { (V) APy g Ho o S, A}

For simplicity, u is point mass at s,
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RL with online data

|

1. Learner initializes a policy T = {JZ'O, - ﬂ'H_l}

2. At episode n, learner executes 7" and obtains trajectory

{s” al, r"}H__l. Can’t guarantee fixed N samples
h°>“h° " hJh=0 : .
from each state, action pair

with a; = 7"(syy), ry = r(sy, @), Sy ~ PC- sy, a)

|

3. Learner updates policy to 7" using all prior information

Performance measure: REGRET

- n <h
E [Z(V*—V”)} = poly(S, A, Hn/N G

n—1
T— 7



RL with online data

» Need exploration (unlike generative model setting) to encourage
visiting unexplored state-action pairs starting from s;, while
exploiting promising state-action pairs

soae 7 _ ul
Ko X (kT K H’"‘ oSN
Attempt 1: Treat MDP as a Multi-armed bandit problem and run UCB

Doesn’t work. Shouldn’t treat policies as independent arms —
they do share information

Attempt 2: The Upper Confidence Bound Value Iteratlon Algorithm
(UCB-VI) A — P ;_d_b Jugands
#lma “""“d
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Attempt 2: UCB-VI

 Upper Confidence Bound Value Iteration (UCB-VI)

Model-based Learning

At each iteration n

— Use all previous data to estimate transitions 77, ..., P 7, |

Design reward bonus

Optimistic planning with learned model:

N

. Collect a new trajectory by executing 7" in the real world {Ph}f;:ol starting from s,



UCB-VI: Model est. & reward bonus

Let us consider the very beginning of episode n:

A
Dy = S @y Spar Fizy > VI

Ny (s,a,s")
A]]?(Sa a) -

Estimate model P }(s'[s,a),Vs,a,s’, h: ﬁz(s’l 4=
-

n—1

where  Ni(s,a,8) = ) 1{(s),af, 51, ) = (5,0,5)),¥5,a,h o
=1
=

N,’;(iq) = Z 1{(s},a}) = (s,a)},Vs,a,h Not fixed N samples

i=1 b

Reward bonus

In (SAHN/S5)  Encourage to explore A+b

new state-actions
n
Nj(s, a)
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UCB-VI: Value iteration

) ) . . on . n H—l‘
Value iteration at episode nusing { P r, + b},

v}’{(s) =0,Vs
For h=H-1,H-2, ..., 1

62(5, a) = min {rh(s,a) + b;(s,a) + ?Z( s, a) - ZZH, H},Vs, a
E——

—~ o~ Vv
Vy(s) = max Qi(s,a) | 7

m,(s) = arg max az(s, a),Vs
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UCB-Vi

Forn=1-> N:
n—1
1. 8et Nj(s,a) = Z 1{(s;;, a;;) ={(s,a)},Vs,a,h
i=1n—1
2.Set N)/(s,a,s’) = Z 1{(s;;, a;l, S;;_H) = (5, &,5)}, Y8, @,k

i=1

Ny (s,a,s’)

3. Estimate P " : TD\Z(S’l D Y&.a.8.h
Nj(s,a)
e _ In(SAHN/0)
4. Plan: 7* = Vl<{ Por & b;ll}h>, with by'(s,a) = cH
L-Eb N]’,}(S, a)
v

. n
5. Execute 7" : {sy,dy, 1y, -+ -» Sy_1- Og_1> Yr—1» Sp1)

12



UCB-VI regret bound

Regret

? ‘s'q'ﬁ Tqﬂﬂdrd‘

Dependency on H and S are suboptimal; but the same algorithm

can achieve H2VSAN in the leading term
[Azar et.al 17 ICML, and AJKS book Ch 7]
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Proof sketch

Bonus b;/(s, a) is related to (( ﬁg( - |s,a) — Py( - |s, a)) : V,:‘H)

—

VI with bonus inside the learned model gives optimism, i.e.,

A,
Vv el ntuL
Vi(s) > VX(s),Vh,n,s,a rel 4

-_— —_ V"'

»
Upper bound per-episode regret:

VX(se) — VE'(sp) < Vi(sp) — VZ(sp)
- J s ®

Apply simulation lemma: Vg(so) — V”n(so)
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Model error projected on V*

Given a fixed function f: S — [0,H], w/prob 1 — 6 :

e T
‘ ( Pi(-|s,a)—=Py(-|s, u)) f

< O(H\/ In(SAHN/5)/N!(s,a)),¥'s,a, h, N

\ )
|

Bonus by, (s, a)

Intuition:
1. Assume for some i, S;; =g, a,i = a,
then f(s;,, ;) is an unbiased estimate of Eg,_p (.5 ,,/(5")

n—1
D 1U(si, al) = (s, @)lf(sf, )

i=1

2.Note P (- [s,a)-f=

Nj(s, a)
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Optimism via induction

Lemma [Optimism]: T/hf,:(s) > V;(S),VH,)"&,S

Recall Bonus-enhanced Value lteration at episode n:

Vi(s)=0, 0%sa) = min {rh(s, a) + bi(s,a)+ PI(-|s,a) - /V\ZH,H}

Vi(s) = max Q's,a), x'(s) =argmax Q(s,a),Vs
a a

Inductive hypothesis: AZH(S) >V (s), Vs

62(5‘, a) — Q) (s,a) = (s, a) + bj(s,a) + ?Z( s, a) - T/\zﬂ — 1(s,a) — Py( - |s,a) - Vi34
> bl(s,a)+ P (- |s,a)- Vi = Py~ |5,0) - V',
= bj'(s,a) + (?Z( |s,a) = P -, a)) - Vi
> b;(s,a) —b;(s,a) =0, Vs,a w.p. > 1-8
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Bounding regret using optimism

per-episode regret := Vb* (Sg) — Vg"(so)

/\

« 0<s0) - V(sp)

” ThIS Is something
we can control!
And this is related

to our policy 7"
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Bounding regret using Simulation lemma

NN

T/\I’ZI(S) =0, Q}(s,a)=min {rh(s, a) + by (s,a) + ?Z( s, a) - /V\ZH,H}

V(s) = max Q(s,a), w'(s)=argmax Q(s,a),Vs

Simulation lemma for finite horizon: Value of policy " under Pvs.Patsteph

H-1
Vis) — VI (sp) < Z Ey gmdp” [bif(~*~‘= a)+ (Py(-|s,a) = Py(-[s,a)) V}:H]
h=0
Proof: V(sp) — VZ'(sp) = Q (s, 7(5)) — OF (50 7 (50))
S ro(So, ﬂ:n(SO)) + b;;(SO, ﬂ'n(SO)) + ﬁg( d |So, ﬂ'n(SO)) . vfi’ = ro(So, ﬂn(SO)) — Po( . |S0, 71'"(50)) : an

= b(50, 7(50)) + P+ |5, B(s)) - V7 — Py( - | 50, 7"(5p)) - V'

= by (50, 7"(5p)) + (ﬁg( - |50, £(50)) — Po( - | 50, ﬁn(so))) : /V\]f + Py( - | 59, " (s0)) - (vlf = an)

H-1
= Y Eeagp B0+ (P 15,0 = Py 1s,@) - T, ]
h=0 18



Bounding regret using Simulation lemma

per-episode regret := V[J'(s)) — Vg”(so) < Vg(so) — V(’)’”(SO)

H-1
< Y Bowap B0+ (PR 15,0 = Py 15,00 - Vi

h=0
H-1
SIn(SAHN/6)
< E,,gn | b/ (s,a) + H w.p. > 1-0
]é) - [h \/ Nji(s,a) ] P

H-1
S In(SAHN/6)
<) E, o | H
}é a~d l \/ Ni(s, a) ]

(Prc1s.a =P 1s.@) - Vi, <IPC 150 = PiC1sallll Vil

- S In(SAHN/S
<H||P(-|s,a)— Pi(-|s,a)ll, < H\/ n( ),Vs, a, h,n, with probl — §

Nj(s,a) 19



Bounding regret using Simulation lemma

per-episode regret := V[J'(s)) — Vg”(so) < Vg(so) — V(’)’”(SO)

H-1
< Y Bowap B0+ (PR 15,0 = Py 15,00 - Vi

h=0
H-1
SIn(SAHN/6)
< E,,gn | b/ (s,a) + H w.p. > 1-0
]é) - [h \/ Nji(s,a) ] P

H-1
S In(SAHN/6)
<) E, o | H
}é a~d l \/ Ni(s, a) ]

H-1
1
= 2H\/ST(SAHNI8) ) E,, g [ ]

- Nj(s, a)
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Regret bound UCB-VI

per-episode regret :=

Vi (so) — Vy(so)

Total regret

Reg rety

< H\/SIn(SANH/§)E

H-1
< 2H,/SIn(SAHNI5) ) E
h=0

sa~ds’" [

N
E |2, (V(so) - V({"(So))] + 26NH
n=1

Nj(s, a) ]

+ 20NH
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Regret bound UCB-VI

il—l—l H-1 Nh(sa) 1
— < \/NN(S a)
n=1 h=0 4 | NJ'(s]!, af! % g:’ EZ:/ ig) g
H-1
< Z SAZN,ﬂV(s,a)
h=0 s.a
H-1
< Z\/SAN = H\/SAN
h=0
E |Regrety| < 2HS\/AN In(SAHN/5) + 26NH Set§ = 1/(HN)

< 2HzS\/AN In(SAH?N?) = (HzS\/AN)
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High-level idea: Exploration-
Exploitation tradeoff

Upper bound per-episode regret: V(")* (Sg) — Vgn(so) < Vs — Vgn (Sp)
1. What if V7i(sy) — VZ'(s,) < €?
Then " is close to 7™, i.e., we are doing exploitation
2. What if V7(so) — VZ'(sy) > €2

H-1
e < Viloo) = V60 £ Y, B B, @) + (PR 5,00 = P Is,@) - Vi,
h=0

We collect data at steps where bonus is large or model is wrong, i.e., exploration
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RL in generative vs. online setting

Generative Online

reset to any state reset to initial state only

24



RL in generative vs. online setting

Generative Online
reset to any state reset to initial state only
obtain fixed amount of data for each online roll-out don’t guarantee fixed

state-action pair amount of data per (s,a)

25



RL in generative vs. online setting

Generative Online

reset to any state reset to initial state only

obtain fixed amount of data for each online roll-out don’t guarantee fixed
state-action pair amount of data per (s,a)

plug-in and exploit explore-exploit using confidence

26



RL in generative vs. online setting

Generative

reset to any state

obtain fixed amount of data for each
state-action pair

plug-in and exploit

Regret, E[V* = V% | <e€

if scal les SAN =0 ( s%A )
if scalar samples SAN = 0 ( 7=

Online
reset to initial state only

online roll-out don’t guarantee fixed
amount of data per (s,a)

explore-exploit using confidence

Regret, E[XN_,(V*—V™)] < Ne

- 5¢c2
if scalar samples NH =0 (H >4 )

€2

27



RL in generative vs. online setting

Generative

reset to any state

obtain fixed amount of data for each
state-action pair

plug-in and exploit

Regret, E[V* = V% | <e€

if scal les SAN =0 ( s%A )
if scalar samples SAN = 0 ( 7=

improve to remove S, 1/(1-y)

Online worse by H since assume non-stationary at each of the H steps!

Online
reset to initial state only

online roll-out don’t guarantee fixed
amount of data per (s,a)

explore-exploit using confidence

Regret, E[XN_,(V*—V™)] < Ne

- 5¢c2
if scalar samples NH =0 (H >4 )

€2

improve to remove S, H (tighter
bonus via Bernstein concentration)
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Next Questions

> How to handle unknown state transition and reward

functions?
Done!

» How to handle continuous states and actions?

Next

29
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