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Supervised Learning Tasks

Sports
Science
News

Classification

Regression

Anemic cell
Healthy cell

X = Document Y = Topic X = Cell Image Y = Diagnosis

X = Brain Scan

Y = Age of a subject



Regression Tasks
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Estimating
Contamination

X = new location
Y = sensor reading

Estimating
Energy Usage

X = building characteristics
Y = energy consumption

energystar.gov



Mean Squared Error (MSE) 
Minimization
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Empirical Minimizer:

Optimal predictor:

Law of Large Numbers:

Empirical mean

n       ∞



Restrict class of predictors
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Empirical Minimizer:

Optimal predictor:

Class of predictors

- Class of Linear functions
- Class of Polynomial functions
- Class of nonlinear functions

F
Ø Why?



Linear Regression
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- Class of Linear functions

b1 - intercept

b2 = slopeUni-variate case:

Multi-variate case: 1

where ,

Least Squares Estimator



Linear Regression (Matrix-vector form)
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f(Xi) = Xi�



Linear Regression
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ØPoll

Is the objective convex in b?

A) Convex, quadratic in b
B) Non-convex, A may not be positive semi definite
C) Depends on conditioning (ratio of max:min eigenvalues) of ATA
D) Convex, ATA is positive semi definite



Linear Regression
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Linear regression solution satisfies 
Normal Equations
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If                  is invertible, 

p x p p x1 p x1

90O

Y
Space spanned by data 
points (rows of A)

0
A�̂

<latexit sha1_base64="/Wwu+LCAcLJS/bBvvUjXtqmhxzc=">AAAB/HicbVDLSsNAFJ3UV62vaJduBovgqiRV0GXVjcsK9gFNKJPppB06mYSZG6GE+ituXCji1g9x5984abPQ1gMDh3Pu5Z45QSK4Bsf5tkpr6xubW+Xtys7u3v6BfXjU0XGqKGvTWMSqFxDNBJesDRwE6yWKkSgQrBtMbnO/+8iU5rF8gGnC/IiMJA85JWCkgV31IgLjIMyuZ96YgBcwIAO75tSdOfAqcQtSQwVaA/vLG8Y0jZgEKojWfddJwM+IAk4Fm1W8VLOE0AkZsb6hkkRM+9k8/AyfGmWIw1iZJwHP1d8bGYm0nkaBmcyj6mUvF//z+imEV37GZZICk3RxKEwFhhjnTeAhV4yCmBpCqOImK6ZjoggF01fFlOAuf3mVdBp197zeuL+oNW+KOsroGJ2gM+SiS9REd6iF2oiiKXpGr+jNerJerHfrYzFasoqdKvoD6/MHCqSVBQ==</latexit>

= ProjA(Y)
<latexit sha1_base64="vPJvaweVLpEQwnuRaGPzKPzFLYI=">AAACD3icbZC7SgNBFIZn4y3GW9TSZjAosQm7UdBGiNpYRjAXyS5hdjKbjJm9MHNWDMu+gY2vYmOhiK2tnW/j5CJo4g8DH/85hznndyPBFZjml5GZm19YXMou51ZW19Y38ptbdRXGkrIaDUUomy5RTPCA1YCDYM1IMuK7gjXc/sWw3rhjUvEwuIZBxByfdAPucUpAW+38/im2gd1DUpXhbdpObJ9Az/WSszQt/vBNetDOF8ySORKeBWsCBTRRtZ3/tDshjX0WABVEqZZlRuAkRAKngqU5O1YsIrRPuqylMSA+U04yuifFe9rpYC+U+gWAR+7viYT4Sg18V3cOV1TTtaH5X60Vg3fiJDyIYmABHX/kxQJDiIfh4A6XjIIYaCBUcr0rpj0iCQUdYU6HYE2fPAv1csk6LJWvjgqV80kcWbSDdlERWegYVdAlqqIaougBPaEX9Go8Gs/Gm/E+bs0Yk5lt9EfGxzekDZ0K</latexit>

Predicted labels for training points A�̂
<latexit sha1_base64="/Wwu+LCAcLJS/bBvvUjXtqmhxzc=">AAAB/HicbVDLSsNAFJ3UV62vaJduBovgqiRV0GXVjcsK9gFNKJPppB06mYSZG6GE+ituXCji1g9x5984abPQ1gMDh3Pu5Z45QSK4Bsf5tkpr6xubW+Xtys7u3v6BfXjU0XGqKGvTWMSqFxDNBJesDRwE6yWKkSgQrBtMbnO/+8iU5rF8gGnC/IiMJA85JWCkgV31IgLjIMyuZ96YgBcwIAO75tSdOfAqcQtSQwVaA/vLG8Y0jZgEKojWfddJwM+IAk4Fm1W8VLOE0AkZsb6hkkRM+9k8/AyfGmWIw1iZJwHP1d8bGYm0nkaBmcyj6mUvF//z+imEV37GZZICk3RxKEwFhhjnTeAhV4yCmBpCqOImK6ZjoggF01fFlOAuf3mVdBp197zeuL+oNW+KOsroGJ2gM+SiS9REd6iF2oiiKXpGr+jNerJerHfrYzFasoqdKvoD6/MHCqSVBQ==</latexit>

= ProjA(Y)
<latexit sha1_base64="vPJvaweVLpEQwnuRaGPzKPzFLYI=">AAACD3icbZC7SgNBFIZn4y3GW9TSZjAosQm7UdBGiNpYRjAXyS5hdjKbjJm9MHNWDMu+gY2vYmOhiK2tnW/j5CJo4g8DH/85hznndyPBFZjml5GZm19YXMou51ZW19Y38ptbdRXGkrIaDUUomy5RTPCA1YCDYM1IMuK7gjXc/sWw3rhjUvEwuIZBxByfdAPucUpAW+38/im2gd1DUpXhbdpObJ9Az/WSszQt/vBNetDOF8ySORKeBWsCBTRRtZ3/tDshjX0WABVEqZZlRuAkRAKngqU5O1YsIrRPuqylMSA+U04yuifFe9rpYC+U+gWAR+7viYT4Sg18V3cOV1TTtaH5X60Vg3fiJDyIYmABHX/kxQJDiIfh4A6XjIIYaCBUcr0rpj0iCQUdYU6HYE2fPAv1csk6LJWvjgqV80kcWbSDdlERWegYVdAlqqIaougBPaEX9Go8Gs/Gm/E+bs0Yk5lt9EfGxzekDZ0K</latexit>



Linear regression solution satisfies 
Normal Equations
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If                  is invertible, 

Later: When is                    invertible ? 

Now: What if                  is invertible but expensive (p very large)?

p x p p x1 p x1



Gradient Descent
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Even when                    is invertible, might be computationally expensive if A is huge.

Initialize: 

Update:

0 if      = 

Stop:  when some criterion met e.g. fixed # iterations, or                  < ε.

Since J(b) is convex, move along negative of gradient

step size



Least Square solution satisfies Normal 
Equations
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If                  is invertible,

1) If dimension p not too large, analytical solution:

2)  If dimension p is large, computing inverse is expensive O(p3)
Gradient descent since objective is convex (ATA 0)

p x p p x1 p x1

gives

⌫
<latexit sha1_base64="36Nd5lM32SYYbayZJsA8dmXn1X8=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ae0oWy2k3bpZhN3N0IJ/RFePCji1d/jzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHM0nQj+hQ8pAzaqzU7umUMXzslytu1Z2DrBIvJxXI0eiXv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtVTSCLWfzc+dkjOrDEgYK1vSkLn6eyKjkdaTKLCdETUjvezNxP+8bmrCaz/jMkkNSrZYFKaCmJjMficDrpAZMbGEMsXtrYSNqKLM2IRKNgRv+eVV0qpVvYtq7f6yUr/J4yjCCZzCOXhwBXW4gwY0gcEYnuEV3pzEeXHenY9Fa8HJZ47hD5zPH3N3j6Q=</latexit>



Linear regression solution satisfies 
Normal Equations
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p x p p x1 p x1

When is                    invertible ? 
Recall: Full rank matrices are invertible. What is rank of                 ? 




