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Supervised Learning Tasks

Classification

= = Sports = Anemic cell
¥ 5.7 =) Science @ Healthy cell
News
X = Document Y = Topic X = Cell Image Y = Diagnosis
— —

Regression

Y = Age of a subject

X = Brain Scan



Regression Tasks
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Mean Squared Error (MSE) e )
Minimization

Optimal predictor: f*=arg mfin E[(f(X) —Y)?] = E[‘I\)ﬂ

f - —
Empirical Minimizer: f, = ar% (f(Xz') _ Yz‘)2
€

Empirical mean

Law of Large Numbers:
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Restrict class of predictors

Optimal predictor: f* = arg mfin E[(f(X) — Y)?]
Empirical Minimizer: f — arg mi & ﬁ: (f(X;) — y.)2
n féé n = i i

Class of predictors
» Why?

F - Class of Linear functions ¥~
- Class of Polynomial functions ~
- Class of nonlinear functions ~
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Fr - Class of Linear functions
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Uni-variate case:

FX) =64 X preintercent ]|
Multi-variate case: 1
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Linear Regression (Matrix-vector form)

fl=arg min = Z(f(X) Y;)?
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Linear Regression

N

3 = arg mﬁin l(Aﬁ — Y)T(Aﬁ —Y)=arg mﬂin J(3)
n

J(B) = (AB-Y)'(AB-Y)
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Is the objective convexin [3?

A) Convex, quadratic in 3

B) Non-convex, A may not be positive semi definite

C) Depends on conditioning (ratio of max:min eigenvalues) of ATA
D) Convex, A'A is positive semi definite





