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Experimental Result

Rectification Tracking

Surface Reconstruction

Effectiveness of Nearest Neighbor The Pull-back Operation Sample Distribution

1. Guaranteed worst-case convergence to 
the global optimum using only 
O(Cd log(1/ε)) samples. 

2. Decoupling accuracy 1/ε from the 
dimension d of the parameter space.
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Disadvantages Local minima Exponential #samples

Dense Warping Field  W(x; p)Template T = I0 Distorted image Ip

Problem Statement

W(x; p) = x + B(x)p
Bases   B(x)
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‖Ip-q - H(Ip, q)‖ ≤  R ‖p-q‖

A constant related to 
max (‖ B(x)‖, ‖ T‖)

H(Ip, q) = Inv(Ip, q) = Ip-q

Failure case 
(one-to-many mapping)

Ip = Iq for  p ≠ q
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L1 ‖Ip – Iq‖ ≤ ‖p – q‖ ≤ L2 ‖Ip – Iq‖

For any Ip with ‖p‖≤ r, there exists Itr :

‖Itr – Ip‖ ≤ βr / L2 , with β < 1.

‖p‖≤ r0
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‖p‖≤ βr0 ‖p‖≤ β2r0

O(L2/βL1)d O(L2/βL1)d O(L2/βL1)d#Sample:

N(β, ε) = O                              = O(Cd log )
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Total number of samples for accuracy 1/ε:

ε
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For invertible distortion (e.g. affine):

H(Ip, q)

Less distorted

Iq

q known
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For non-invertible distortion:

W(x; p) = x + B(x)p

Final Estimation

In the case of 

We prove

Failure case:
Resampling artifacts.
E.g.  Aliasing

Lipchitz Continuity:

Distortion Model •Linear & Rigid
•Spatial nonlinearity
•Measurement-based

Fewer dimensions 

Distorted  image    Feature Matching B-spline registration Our approach Template
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[Data from J.Taylor et.al, CVPR 2010]
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More results on   http://www.cs.cmu.edu/~yuandong/

http://www.cs.cmu.edu/~yuandong/

