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Abstract. We present a technique for modeling non-central catadioptric
cameras consisting of a perspective camera and a rotationally symmetric
conic reflector. While previous approaches use a central approximation
and/or iterative methods for forward projection, we present an analyt-
ical solution. This allows computation of the optical path from a given
3D point to the given viewpoint by solving a 6" degree forward pro-
jection equation for general conic mirrors. For a spherical mirror, the
forward projection reduces to a 4** degree equation, resulting in a closed
form solution. We also derive the forward projection equation for imag-
ing through a refractive sphere (non-central dioptric camera) and show
that it is a 10" degree equation. While central catadioptric cameras
lead to conic epipolar curves, we show the existence of a quartic epipolar
curve for catadioptric systems using a spherical mirror. The analyti-
cal forward projection leads to accurate and fast 3D reconstruction via
bundle adjustment. Simulations and real results on single image sparse
3D reconstruction are presented. We demonstrate ~ 100 times speed
up using the analytical solution over iterative forward projection for 3D
reconstruction using spherical mirrors.

1 Introduction

Catadioptric cameras allow large field of view 3D reconstruction and stable ego-
motion estimation from few images. As analyzed in [1], there are only a few
configurations that allow an effective single-viewpoint (central) catadioptric sys-
tem. Simple mirrors such as sphere as well as configurations when the camera
is not placed on the foci of hyperbolic/elliptical mirrors lead to a non-central
system. To handle such configurations, it is important to accurately model a non-
cental catadioptric camera. Approximations using a central model could lead to
inaccuracies such as skewed 3D estimation [2].

The projection of a scene point onto the image plane (Forward Projection)
requires computing the light path from the scene point to the perspective cam-
era’s center of projection (COP). Thus, the reflection point on the mirror needs
to be determined. This is considered to be hard problem and iterative solutions
are usually employed assuming there are no closed form solutions. In this paper,
we present an analytical solution to compute the forward projection (FP) for
conic catadioptric systems, where the mirror is obtained by revolving a conic
section around the axis of symmetry and the camera’s COP is placed on the
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mirror axis. We show that for a given 3D point, the mirror reflection point can
be obtained by solving a 6" degree equation for a general conic mirror. Interest-
ingly, it reduces to solving a 4*" degree equation for a spherical mirror, resulting
in a closed form solution. We show how to use these analytical solutions for fast
3D reconstruction using bundle adjustment, achieving a two order of magnitude
speed up over previous approach [2].

Forward projection for imaging through a refractive sphere (non-central diop-
tric camera) is even more challenging due to two refractions. We show that the
optical path from a given 3D point to a given viewpoint via a refractive sphere
can be obtained by solving a 10*" degree equation. Thus, similar to mirrors,
refractive spheres can also be used for 3D reconstruction by plugging its forward
projection equation in a bundle adjustment algorithm. We believe that ours is
the first paper to analyze this problem and derive a practical solution.

The epipolar geometry for central catadioptric systems (CCS) and for several
non-central cameras (pushbroom, cross-slit, etc.) has been extensively studied.
However, analyzing the epipolar geometry for non-central catadioptric cameras
is difficult due to non-linear forward projection. We show the existence of a
quartic epipolar curve for catadioptric systems employing spherical mirror.
Contributions: Our paper makes the following contributions:

— We analyze forward projection for axial non-central dioptric/catadioptric
cameras with conic reflectors and refractive spheres, and show that analytical
solutions exist.

— We demonstrate that the back-projection for a spherical mirror can be for-
mulated as a matrix-vector product and that the corresponding epipolar
curves are quartic.

— We utilize the forward projection equations for fast sparse 3D reconstruction.

1.1 Related Work

Back-Projection and Epipolar Geometry: Baker and Nayar [1] presented
the complete class of central catadioptric systems. Svoboda et al. [3, 4] studied
the epipolar geometry for CCS and showed that the epipolar curves are conics.
Geyer and Daniilidis [5] showed the existence of fundamental matrix for para-
catadioptric cameras. A unified imaging model for all CCS was proposed by
Geyer and Daniilidis [6]. Using this model for forward /back-projection with sec-
ond order lifted image coordinates, Strum and Barreto [7] formulated the funda-
mental matrix for all CCS. For non-central cameras, Pless [8] introduced essential
matrix for the calibrated case. Rademacher and Bishop [9] described epipolar
curves for arbitrary non-central images. The epipolar geometry of cone-shaped
mirrors, when restricted to planar motions was derived by Yagi and Kawato [10].
Spacek [11] described the epipolar geometry for two cameras mounted one on
top of the other with aligned mirror axes.

Representing back-projection as a matrix-vector product for general mir-
rors is typically difficult. Several non-central cameras can be modeled by back-
projection matrices operating on second order lifted image coordinates, result-
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ing in conic epipolar curves. These include linear pushbroom cameras [12], lin-
ear oblique cameras [13], para-catadioptric cameras [14], and all general linear
cameras (GLC) [15]. For the one-coefficient classical radial distortion model, the
epipolar curves are cubic [16]. We show that for spherical mirror, back-projection
can be described as matrix-vector product using fourth order lifted image coor-
dinates, and thus the epipolar curves are quartic.

Forward projection for a non-central catadioptric camera is a hard problem,
since the point on the mirror where the reflection happens need to be determined.
In general, there is no closed-form solution for this problem, so non-linear opti-
mization have been proposed (as in [17,2]). Gongalves and Nogueira [18] inves-
tigated quadric-shaped mirrors and reduced the problem to an optimization in
a single variable. Baker and Nayar [1] were unable to find a closed form solution
while analyzing mirror defocus blur and used numerical solutions. Their analysis
was in 3D, since the finite camera aperture requires considering viewpoints not
on the mirror axis. Vandeportaele [19] also analyzed forward projection for axial
case, but in 3D using intersection of quadrics. In contrast, we derive a much
simpler solution for the axial case in 2D with lower degree equation compared
to [19].

Spherical mirrors have been used for visual servoing and wide-angle 3D re-
construction [20-22,17,2,23]. Both [22] and [2] state that computing forward
projection does not have a closed-form solution. In [22], a GLC approximation
is used by tessellating the captured multi-perspective image into triangles and
associating a GLC with each of them. In [2], an iterative method for forward
projection is used. Interestingly, for spherical mirror, forward projection corre-
sponds to the classical Alhazen’s problem with four solutions [24]. We show that
our FP equation for general quadric mirror reduces to a 4" order equation for
spherical mirror. Garg and Nayar [25] used a refractive sphere model for rain
drops for generating near-perspective images (environment at infinity). However,
they did not solve for the forward projection from a 3D point to compute the
optical path, which we describe.

2 Forward Projection: Conic Reflectors

We first derive the forward projection equation for conic catadioptric systems.
Let z axis be the mirror axis. A pinhole camera is placed at a distance d from
the origin on the mirror axis. Let P = [X,Y, Z]T be a 3D scene point. Since the
mirror is rotationally symmetric, the mirror reflection of P can be analyzed in
the plane 7 containing the mirror axis and P (Figure 1 (left)). Let (z,z2) be
the local coordinate system of 7. In this plane, P has coordinates p = [u, ]
given by u = Ssinf and v = Z, where S = VX2 + Y2+ Z2 is the distance of
P from the origin and 6 = cos™!(Z/9) is the angle between the mirror axis and
the line joining the origin and the 3D point.

In plane 7, the mirror is parameterized as a 2D conic Az3 + 27 + Bzy = C.
This parametrization is used in [26] to handle spherical mirror along with other
mirrors for computing the caustics. Let m = [z, y]T be the reflection point on the
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Fig. 1. (Left) Reflection for conic catadioptric systems can be analyzed in the plane 7
containing the mirror axis and the 3D scene point. (Right) Imaging through a refractive
sphere can also be analyzed similarly.

mirror. Then x = ++/C — By — Ay?. The incident ray vector v; and the normal
vector n at m are given by v; = [z, —d|” and n = [z, B/2 + Ay”. Using the
law of reflection, the reflected ray vector v, = v; — 2n(n%v;)/(nTn). Since the
reflected ray should pass through P, v, x (p — m) = 0, where x denotes the
cross product. Solving using Matlab symbolic toolbox!, we obtain a 6t order
forward projection (FP) equation in y

w?Ki(y) + K3 (y)(Ay* + By - C) =0, (1)
where K (y) and Ks(y) are polynomials in y defined as

Ki(y) = Kny® + Kioy® + Kisy + Kua,  Ka(y) = Kay® + Kooy + Kos,  (2)
and the individual terms are given by

K11 =4A(1 — A), K =4B —4A(d + Ad + 2B)

Kis = 8AC — 4Bd — 3B> — 4C — 4ABd, Kis = —dB* + 4CB + 4Cd

K21 = 4(A—1)(A(d +v) + B), Kz =8C + 2B* + 4A(—2C + B(d + v) + 2dv)
Koz = B*(d + v) + 4B(—C + dv) — 4C(v + d).

For a given P, solving (1) results in six solutions for y. The correct solution can
be found by checking the law of reflection for each real solution. Note that for
the correct solution vin = —vI'n. Using x = sign(u)\/C — By — Ay?, the 3D
mirror reflection point can be obtained as xz1/||z1|| + yz2/||z2]|-

Spherical Mirror: Substituting A = 1, B = 0,C = r2, where r is the mirror
radius, results in a 4*" order forward projection equation

u?(r3(d + y) — 2dy*)? — (r* — y?)(r*(d + v) — 2dvy)* = 0. (3)

Thus, a close form solution for y can be obtained. Notice that for a spherical
mirror, the pinhole location is not restricted. For any pinhole location, a new axis

! Matlab code and intermediate steps are provided in the supplementary materials.
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Table 1. Degree of forward projection equation for central and non-central catadioptric
systems using conic reflectors.

Mirror Shape Pinhole Placement Parameters Central System Degree
General On axis AB,C No 6
Sphere Any A=1,B=0,C>0 No 4
Elliptic On axis, At Foci B=0 Yes 2
Elliptic ~ On axis, Not at Foci B=0 No 6

Hyperbolic ~ On axis, At Foci A<0,0<0 Yes 2
Hyperbolic On axis, Not at Foci A<0,C0<0 No 6
Parabolic On axis, d = o© A=0,C=0 Yes 2
Parabolic On axis, Finite d A=0,C=0 No 5

joining the pinhole and the sphere center can be defined. In all other cases, the
pinhole needs to be on the mirror axis. Table 1 shows the degree of FP equation
for spherical (A =1,B = 0,C > 0), elliptical (B = 0), hyperbolic (4 < 0,C < 0)
and parabolic (A = 0,C = 0) mirrors. Note that when the catadioptric system
is central, the degree of FP is two. This is intuitive, since the reflection point
can be obtained by intersecting the mirror with the ray joining the 3D point and
the effective projection center.

3 Back-Projection & Epipolar Curve for Spherical Mirror

Now we show that back-projection equations for a non-central catadioptric sys-
tem using a spherical mirror can be written in matrix-vector form. By intersect-
ing the back-projected ray with a general 3D ray, we show the existence of a
quartic epipolar curve. Then we verify that the projection of points on the same
3D line onto the image plane using the FP equation results in the same curve.

Let C, = [0,0, —d]T be the COP and let the spherical mirror of radius r
be located at the origin (Figure 2 (left)). For an image point q, let s = K~ q
be the ray direction, where K33 is the internal camera calibration matrix. The
intersection points b with the mirror are given by

Jdss + Vd?s? — (d% —r2)(sTs)
sTs

b=C,+ , (4)

where s3 is the third element of s. Note that bYb = r2 and the normal at b is
b/r. Since v; = b — C,,, the reflected vector v, is given by

v, = (b—C,) —2b(b"(b—C,))/r? = =b — C, + 2b(b"C,)/r?,  (5)

which intersects the mirror axis at m = [0,0,%]", where k = dr2/(2dbs + 12).
Thus, the Pliicker coordinates of the reflected 3D ray are given by L = (b’ —
m7?, (b x m)T)T where x denotes the cross product. Similar to [7], we use L
and L_ to represent the reflected rays corresponding to the two intersections of
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Fig. 2. (Left) Depicting back-projection. (Right) Epipolar curves, analytically com-
puted by Equation (8) (a) and numerically computed by using the FP equation (b) for
a known 3D line match.

v; with the sphere (b and b_). We represent the two lines with a second-order
line complex C, described as a symmetric 6 X 6 matrix

C~ WL LY +L_LT)W, wn=<?é), (6)
where ~ denotes the equality of matrices up to a scale factor. By substituting
b and m, we obtain a line complex C that includes quartic monomials of s. As
in [7], let v4ym(C) be the column-wise vectorization of the upper-right trian-
gular part of C (21-vector) and § denote double lifted coordinates of s in the
lexicographic order (15-vector). Then we obtain the back-projection equation in
a matrix-vector form:

Vsym(C) ~ Br,dé = Br,d}?{iléla (7)

where B, 4 is a sparse 21 x 15 matrix depending only on r and d, as shown in
the supplementary materials.

Note that the difference between [7] and ours is that m = [0, 0, 0] in [7], since
the reflected ray passes through the center of an imaginary sphere that models
all central catadioptric systems [6]. For a non-central catadioptric system, m
becomes dependent on the image pixel q. Note that when the pinhole is on the
mirror axis, one can always find the intersection point m as [0, 0, k] for some k.
Epipolar Curve: Consider a 3D ray defined in the sphere-centered coordinate
system and represented with Pliicker coordinates as Lg. This ray intersects the
line complex C iff

LicL, =o. (8)

Since C includes quartic monomials of s (thus q), the constraint results in a
4" order curve. The projection of Lg therefore appears as a quartic curve in the
image of spherical mirror, which means that spherical-mirror based catadioptric
systems yield quartic epipolar curves. Our FP equation allows us to validate the
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degree and shape of epipolar curves. Figure 2 (right) compares the epipolar curve
analytically computed from (8) with the curve obtained by projecting 3D points
on Ly using the FP equation. We can observe that the shape of curves agree and
the numerical curve (using FP) is a continuous section of the analytical quartic
curve. Note that the image point converges as the 3D point goes to 0o on Ly.

Similar to perspective cameras, the quartic epipolar curve can be used to re-
strict the search space for dense stereo matching. Typically, approximations such
as epsilon-stereo constraint [22] are used, which assumes that the corresponding
match will lie approximately along a line. However, our analysis provides the
analytical 2D epipolar curve for non-central spherical mirror cameras. Note that
the FP equation for general conic mirrors simplifies the correspondence search
for other non-central conic catadioptric systems as well.

4 Sparse 3D Reconstruction using Spherical Mirrors

We demonstrate the applicability of analytical forward projection (AFP) for
sparse 3D reconstruction using well-known bundle adjustment algorithm, and
compare it with iterative forward projection (IFP) method [2]. We choose a
simpler setup of a single perspective camera imaging multiple spherical mirrors
as shown in Figure 4. We assume that the internal camera calibration is done
separately (off-line) and the sphere radius is known (we used high sphericity
stainless steel balls as spherical mirrors for real experiments). Thus, our opti-
mization involves estimating the sphere centers and the 3D points in the camera
coordinate system. Note that the FP equation can be easily applied to more gen-
eral calibration/3D reconstruction involving rotationally symmetric setups with
parabolic/hyperbolic mirrors [2]. For moving camera+mirror system, one may
require a central approximation to get the initial estimate of the relative camera
motion. However, AFP can replace IFP in subsequent bundle adjustment. In
addition, since AFP leads to a fast algorithm, we demonstrate in Section 4.3
that a central approximation is not required for iterative outlier removal.

4.1 Bundle Adjustment for Spherical Mirror using AFP

Let C(i) = [ Cy(i), Cy (i), Cz(i)}T,i = 1... M be the sphere centers and P(j) =

[Ps(4), Py(j), Pz(j)]T, j =1...N be the 3D points in the camera coordinate

system, when the pinhole camera is placed at the origin. First we rewrite the FP

equation (3) in terms of 3D quantities. For a given 3D point P(j) and mirror

center C(i), the orthogonal vectors z; and zy defining plane 7 are given by
(

NT .
zo = —C(i) and z; = P(j) — C(z)% Further, d = ||z2]|, © = ||2z1]|, and
v = —C(i)T(P(j) — C(7))/||C(i)||. By substituting d, v and v in (3), the FP
equation can be re-written as

ay’ + cay® + esy® + cay + 5 = 0, (9)

where each coefficient ¢; becomes a function of P(j) and C(i) only. In general,
when the scene point is outside the sphere and is visible through mirror reflection,
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there are four real solutions. The single correct solution is found by checking the
law of reflection for each of them.
Using the solution, the 3D reflection point on the sphere is obtained as

R (i, §) = [ Xm(is ), Yin (s 5), Zim (i, 5)]" = C(i) + /7% — g2+ y—2. (10)

lzall "Izl

Finally, the 2D image projection pixel is obtained as p(i,j) = feXmGg) 4 (o

. . Zm (1,5)
q(i,j) = % + ¢y, where (fy, fy) and (¢, ¢y) are the focal length and the

principal point of the camera, respectively.

Let [p(i,5),q(i,5)]" be the image projection of the j* 3D point for the i'®
sphere and [p(i, 7), q(4, j)]T denote their current estimates, computed from the
current estimates of sphere centers and 3D scene points. Each pair (i, j) gives a
2-vector error function F(i,5) = [p(¢,7) — p(4,5),q(¢,7) — (j(z',j)]T, and the aver-
age reprojection error is given by E = Zjvzl Zi\il | F(i,7)|>. We perform
bundle adjustment by minimizing E (using Matlab function 1sqnonlin), start-
ing from an initial solution. The initial 3D points are obtained as the center of
the shortest transversal of the respective back-projection rays. The initial sphere
centers are perturbed from their true positions (simulations) and obtained using
the captured photo (real experiments).

Jacobian Computation: AFP also enables the analytical Jacobian computa-
tion, which speeds up bundle adjustment. Let ¢ denote an unknown. Then

. Opi.j 1 0Xm(id)  Xen(ig) 0Zm(i5)
OFG,g) _ | 25| _ [ felzagy o — e ) (11)
8t BQ(L]) f ( 1_ _ OYm (17]) _ Ym (7'7.7) azm,(l;]) ) :
Y\ Z(2,5) ot Zm (3,5)? ot
Since X,,, Y, Zm depend on y, the above derivatives depend on %. Typically,

one would assume that a closed form expression for y is required to compute %.

However, it can be avoided by taking the derivative of the FP equation (9) as
W _ YRR R S+ S (12)
ot 401y3 + 362y2 + 2C3y +cq '

For a given 3D point P(j) and sphere center C(i), y can be computed by solving
the FP equation and thus can be substituted in above to obtain %. The gradient
of the reprojection error with respect to each unknown can be obtained using
Equations (10),(11), and (12). Thus, we showed that the analytical FP equation
can be used to compute the Jacobian of the reprojection error, without obtaining
a closed-form solution for the mirror reflection point.

4.2 Simulations

We place a pinhole camera at the center of the coordinate system and M = 4
spheres (radius r = 0.5”) at a distance of 200 mm. N = 100 3D points were ran-
domly distributed in a hemisphere of radius 1000 mm surrounding the spheres
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Fig. 3. Bundle adjustment simulations using M = 4 spherical mirrors and N = 100
3D points for different image noise levels. (Left) Reprojection error. (Right) RMSE
of reconstructed 3D points. The IFP curve matches the AFP curve when sufficient
iterations are used.

Table 2. Comparison of bundle adjustment run time (in seconds) using IFP [2] and
our AFP for N 3D points and M = 4 spherical mirrors. The run times were obtained
by repeating bundle adjustment 20 times and averaging.

Run Time | Iterative FP | AFP (Without Jacobian) | AFP (With Jacobian)
N =100 470 6.6 4.0
N = 1000 4200 68 48

and their true image projections were computed using the FP equation. Gaussian
noise was added both to sphere centers (¢ = 0.5 mm) and true image projec-
tions (0 = [0 — 1] pixels). We compare the reconstruction error using (a) AFP,
(b) central approximation (the projection center was fixed at 0.64r mm from
the sphere center as in [2]), and (c¢) IFP [2]. IFP first computes the initial im-
age projection of a 3D point using the central approximation and then performs
non-linear optimization to minimize the distance between the 3D point and the
back-projected ray. It required ~ 5 iterations to converge in the simulations.
Figure 3 compares the reprojection error and the root mean square error
(RMSE) in 3D points for different image noise levels. Note that only when suf-
ficient iterations are performed for IFP (referred to as ‘full iterations’), its error
reduces to that of AFP (same curve). The central approximation or smaller num-
ber of iterations for IFP lead to larger errors. In Figure 3 (right), the error due
to central approximation is too large (1.5 x 10* mm) to be shown in the graph.
Run time for projecting 10° 3D points with a single sphere was 1120 seconds
for IFP (full iterations) and 13.8 seconds for AFP (~ 80 times faster). Table 2
compares the bundle adjustment run time, which shows that AFP along with
analytical Jacobian computation achieves a speed up of ~ 100. While the number
of iterations in bundle adjustment was almost the same for IFP and AFP, IFP
takes much longer time due to iterative optical path computation for each 3D
point and mirror pair. Similar speed-ups were obtained for elliptic, hyperbolic,
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Plane 3

Fig. 4. Input images (left) and zoom-in of sphere images (middle and right) superim-
posed with extracted SIFT features. Red dots and green crosses respectively represent
inliers and outliers determined in the iterative bundle adjustment process. Top shows
rendered image using POV-Ray and bottom shows real photo captured using a camera.

and parabolic mirrors as well (projecting 10° 3D points took 1600-1800 seconds
for IFP and 22 seconds for AFP).

4.3 POV-Ray Simulations and Real Results using Feature Matching

In practice, the corresponding image points are estimated using a feature match-
ing algorithm such as SIFT, and invariably contain outliers and false matches.
We first show results using SIFT on sphere images rendered using POV-Ray,
which allows performance evaluation using available ground truth data.

Figure 4 (top) shows a rendered image (resolution 2000 x 2000) of four spher-
ical mirrors, placed at the center of a cube 1000mm on each side. The walls of the
cube consist of textured planes. We extract SIFT features and select correspond-
ing points that are consistent among the four sphere images. For initial sphere
centers, we add Gaussian noise (¢ = 0.3mm) to their ground truth locations.
Since the SIFT matches contains outliers, we perform robust reconstruction by
iterating bundle adjustment with outlier removal. After each bundle adjustment
step, we remove all 3D points whose reprojection error is greater than twice the
average reprojection error. Figure 5 shows that by iterating bundle adjustment
and outlier removal, the reprojection error and RMSE of 3D points reduces sig-
nificantly for all planes (from ~ 460 mm to 6 mm). Figure 5 also shows the
number of inliers after each bundle adjustment step. Note that since AFP signif-
icantly reduces bundle adjustment time, this simple procedure can be repeated
multiple times and is effective in handling outliers.
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Fig. 6. 3D reconstruction results for the real data. (Left) Reprojection error. (Middle)
Average distance of reconstructed 3D points from their fitted planes. (Right) Number
of inliers after each bundle adjustment/outlier removal step.

Real Results: We used four spherical mirrors (radius 0.75”) placed with an
interval of 3”, and captured a single photo using a Mamiya 645AFD camera,
as shown in Figure 4 (bottom). Each sphere image in the captured photo has
1300x 1300 resolution. To determine initial sphere centers, we mark several points
on each sphere boundary, corresponding to the rays tangential to the sphere. We
find the central ray that makes the same angle « with all the tangential rays. The
sphere center is then at a distance of 5 — along the central ray. Figure 6 shows
the reconstruction results. Since the ground truth is not available, we fit planes
to the set of 3D points corresponding to each plane in the scene (Planes 14 in
Figure 4) and measure the average distance error of the 3D points from the plane.
Note that this error measure includes a bias, but validates that the reconstructed

3D points are aligned on a plane with small errors (Figure 6 (middle)).

5 Forward Projection for Refractive Sphere

Now we derive the forward projection equation for imaging through a refractive
sphere, which results in a non-central dioptric system. The key idea is to use the
vector equation of the refracted ray [27], instead of directly applying Snell’s law.

Let a refractive sphere of radius r and constant refractive index p be placed
at the origin of the coordinate system. Let the COP be at distance d from the
origin. As before, we consider the plane containing the optical axis and the scene
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Fig. 7. Solving the FP equation for a refractive sphere with r =1, y = 1.5 and d = 5.
(Left) 8 real solutions. (Middle) 4 solutions after constraining y > r2/d. (Right) Correct
solution after testing Snell’s law.

point P. Let n; = [z, y]T and ny = [xg,yg]T be refraction points on the sphere,

and v; — ve — vz represent the optical path from COP to P (Figure 1 (right)).
Then vi = [z,y — d]T and nfn; = nIny, = r?. Given an incoming ray v; and
normal n at a surface separating mediums of refractive index p; and puo, the

refracted ray v, can be written in vector form [27] as v, = av; + bn, where

mo,_ —mvin VEdeTn)? = (6 = @) (Vv n)

Lo p2(n"'n)

(13)

This gives vin o £1/p3(vIn)2 — (13 — p3)(vIv;)(nTn). The correct sign is
obtained by using the constraint that the signs of v.'n and vIn should be the
same. Since the tangent ray from COP to the sphere occurs at y = r2/d, y > r?/d
for valid refraction point. This gives vin; = 2 — dy < 0. Thus,

—ving — V/(vin)? = r2(1 - p?)(vivi)

pur? '

1
Vo = —V] + 1 (14)
I
The second refraction point ny can be written as n; + Avs for some constant A,
which can be obtained as follows.

r? =nlng =72 + \vIvy +2X\vin;, = A= —2vin;/viv,. (15)

The outgoing refracted ray is given by v = pvs + bsgno, for some bs. Note
that the symmetry of sphere results in viny = —vin; and viny = —vln,.
Using these constraints, bz is obtained as b3 = (—vin; — pviny)/r?. Finally,
the outgoing refracted ray vs should pass through the scene point p = [u, ’U]T
Thus, vs X (p — ny) = 0. By substituting all the terms, we get

0=vy3x(p—m2) =0=K(z,y)+ Kalz,y)VA+ Ks(z,y)A%?,  (16)

where A = d?p2r? —d?x? — 2dp®r?y + p?r*, and K, Ko and K3 are polynomials
in z and y (provided in the supplementary materials with Matlab code). After
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Fig. 8. Bundle adjustment simulations using M = 4 refractive spheres and N = 100
3D points for different image noise levels. (Left) Reprojection error. (Right) RMSE of
reconstructed 3D points.

removing the square root terms, substituting 2 = r? — 32 and simplifying, we
finally obtain a 10" degree equation in .

Figure 7 shows an example of solving the FP equation for refractive sphere. In
general, when the 3D point is not on the axis, only 8 out of 10 solutions are real.
Constraining y > r2/d further reduces to 4 solutions and the correct solution is
found by testing the Snell’s law for each of them. Figure 8 demonstrates that
the FP equation can be used in a bundle adjustment algorithm for sparse 3D
reconstruction using refractive spheres, similar to catadioptric systems.

6 Discussions and Conclusions

We believe that our paper advances the field of catadioptric imaging both the-
oretically and practically. Theoretically, we have derived analytical equations
of forward projection for a broad class of non-central catadioptric cameras and
have shown existence of quartic epipolar curves for spherical-mirror based cata-
dioptric systems. We hope that our work will lead to further geometric analysis
of non-central catadioptric cameras for mirror defocus, epipolar geometry, and
wide-angle sparse as well as dense 3D reconstruction. Practically, the analytical
FP and Jacobian computation significantly reduce the bundle adjustment run
time. Thus, the computational complexity of using a non-central model becomes
similar to that of a central approximation. The FP equation may be useful for
reducing the search space in dense stereo matching and for auto-calibration via
projection of scene features such as lines. We have also shown sparse 3D recon-
struction using a dioptric non-central camera with refractive spheres, by deriving
its forward projection equation. Unlike a catadioptric system, the camera is not
visible in the captured image for a refractive setup. This could be a benefit in
certain wide-angle applications, replacing expensive fish-eye lenses.
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