
Warm-up as you walk in

ÁFor the following Bayes net, write the query P(X4 | e1:4) in terms of 
the conditional probability tables associated with the Bayes net.

P(X4 | e1,e2,e3,e4) = 

X2

e1

X1 X3 X4

e2 e3 e4



Announcements

Assignments

Á HW11

Á Due Thur 4/25

Á P5

Á Due Thur, 5/2

In-class Polls

Á Denominator capped after midterm 2, 56 polls



AI: Representation and Problem Solving

HMMs and Particle Filters

Instructors: Pat Virtue & Stephanie Rosenthal

Slide credits: CMU AI and http://ai.berkeley.edu



Markov chain warm-up

If you know the transition probabilities, ὖὢ ὢ᷄ , and you know ὖὢ ,

write an equation to compute  ὖὢ .

X2X1 X3 X4



Markov chain warm-up

If you know the transition probabilities, ὖὢ ὢ᷄ , and you know ὖὢ ,

write an equation to compute  ὖὢ .

ὖὢ В ὖὼȟὢ

В ὖὢ ὼ ὖὼ

X2X1 X3 X4



Markov chain warm-up

If you know the transition probabilities, ὖὢ ὢ᷄ , and you know ὖὢ ,

write an equation to compute  ὖὢ .

ὖὢ В ȟ ȟ ȟ ὖὼȟὼȟὼȟὼȟὢ

В ȟ ȟ ȟ ὖὢ ὼ ὖὼ ὼ᷄ ὖὼ ὼ᷄ ὖὼ ὼ᷄ ὖὼ

В ὖὢ ὼ В ȟ ȟ ὖὼ ὼ᷄ ὖὼ ὼ᷄ ὖὼ ὼ᷄ ὖὼ

В ὖὢ ὼ В ȟ ȟ ὖὼȟὼȟὼȟὼ

В ὖὢ ὼ ὖὼ

X2X1 X3 X4



States {rain, sun}

rain sun

0.9

0.7

0.3
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Two new ways of representing the same CPT

sun

rain

sun

rain

0.1

0.9

0.7

0.3

Xt-1 P(Xt| Xt-1)

sun rain

sun 0.9 0.1

rain 0.3 0.7

ÁInitial distribution P(X0) 

ÁTransition model P(Xt | Xt-1)

P(X0)

sun rain

0.5 0.5

Weather prediction



Weather prediction

Time 0: P(X0) =<0.5,0.5>

What is the weather like at time 1?
P(X1) =

X1X0

äx0
P(X0=x0, X1)

=äx0
P(X1| X0=x0) P(X0=x0)

= 0.5<0.9,0.1>+ 0.5<0.3,0.7>

= <0.6,0.4>

Xt-1 P(Xt| Xt-1)

sun rain

sun 0.9 0.1

rain 0.3 0.7



äx1
P(X1=x1, X2)

=äx1
P(X2| X1=x1) P(X1=x1)

= 0.6<0.9,0.1> + 0.4<0.3,0.7>

= <0.66,0.34>
X0

Weather prediction, contd.

Time 1: P(X1) =<0.6,0.4>

What is the weather like at time 2?
P(X2) =

X2X1

Xt-1 P(Xt| Xt-1)

sun rain

sun 0.9 0.1

rain 0.3 0.7



äx2
P(X2=x2, X3)

=äx2
P(X3| X2=x2) P(X2=x2)

= 0.66<0.9,0.1>+ 0.34<0.3,0.7>

= <0.696,0.304>

Weather prediction, contd.

Time 2: P(X2) =<0.66,0.34>

What is the weather like at time 3?
P(X3) =

X3X2X1

Xt-1 P(Xt| Xt-1)

sun rain

sun 0.9 0.1

rain 0.3 0.7



Forward algorithm (simple form)

What is the state at time t?
P(Xt) = äxt-1

P(Xt-1=xt-1, Xt)

=äxt-1
P(Xt| Xt-1=xt-1) P(Xt-1=xt-1)

Iterate this update starting at t=0

Probability from 
previous iteration

Transition model



Hidden Markov Models



HMM as a Bayes Net Warm-up

ÁFor the following Bayes net, write the query P(X4 | e1:4) in terms of the conditional 
probability tables associated with the Bayes net.

P(X4 | e1,e2,e3,e4) = 

X2

e1

X1 X3 X4

e2 e3 e4



Hidden Markov Models

Usually the true state is not observed directly

Hidden Markov models (HMMs)
ÁUnderlying Markov chain over states X

ÁYou observe evidence Eat each time step

ÁXt is a single discrete variable; Et may be continuous and 
may consist of several variables

X5X1X0 X2 X3

E1 E2 E3 E5



Example: Weather HMM

Umbrella t-1 Umbrella t Umbrella t+1

Weather t-1 Weather t Weathert+1

An HMM is defined by:
ÁInitial distribution:   P(X0)
ÁTransition model:    P(Xt | Xt-1)
ÁSensor model:          P(Et | Xt)

Wt-1 P(Wt| Wt-1)

sun rain

sun 0.9 0.1

rain 0.3 0.7

Wt P(Ut| Wt)

true false

sun 0.2 0.8

rain 0.9 0.1



Example: Ghostbusters HMM

ÁState: location of moving ghost

ÁObservations: Color recorded by 
ghost sensor at clicked squares

ÁP(X0) = uniform

ÁP(Xt | Xt-1) = usually move clockwise, but 
sometimes move randomly or stay in place

ÁP(Ctij | Xt) = same sensor model as before:
red means close, green means far away.

1/9 1/9

1/9 1/9

1/9

1/9

1/9 1/9 1/9

P(X1)

P( X2 | X1=(2,3) )

1/6

0 1/6

1/2

0

0 0 0

1/6

X5

X1X0 X2 X3

C1ij C2ij C3ij

[Demo: Ghostbusters ςCircular Dynamics ςHMM (L14D2)]



HMM as Probability Model

ÁJoint distribution for Markov model: 

P(X0ΣΧΣXT) = P(X0)Ôt=1:T P(Xt | Xt-1)

ÁJoint distribution for hidden Markov model:                                                                 

P(X0, X1,E1Σ ΧΣXT,ET) = P(X0) Ôt=1:T P(Xt | Xt-1) P(Et | Xt)

ÁFuture states are independent of the past given the present

ÁCurrent evidence is independent of everything else given the current state

ÁAre evidence variables independent of each other?

X5X1X0 X2 X3

E1 E2 E3 E5

Useful notation: Xa:b = Xa , Xa+1Σ ΧΣ Xb

For example: P(X1:2| e1:3) =P(X1, X2, | e1 , e2, e3)



Real HMM Examples

Speech recognition HMMs:
ÁObservations are acoustic signals (continuous valued)
ÁStates are specific positions in specific words (so, tens of thousands)

Machine translation HMMs:
ÁObservations are words (tens of thousands)
ÁStates are translation options

Robot tracking:
ÁObservations are range readings (continuous)
ÁStates are positions on a map (continuous)

Molecular biology:
ÁObservations are nucleotides ACGT
ÁStates are coding/non-coding/start/stop/splice-site etc.



Other HMM Queries

Filtering: P(Xt| e1:t)

X2

e1

X1 X3 X4

e2 e3 e4

X2

e1

X1 X3 X4

e2 e3 e4

X2

e1

X1 X3 X4

e2 e3 e4

X2

e1

X1 X3 X4

e2 e3

Prediction: P(Xt+k| e1:t)

Smoothing: P(Xk| e1:t), k<t Explanation: P(X1:t| e1:t)



Inference Tasks

Filtering: P(Xt| e1:t)
Ábelief stateτinput to the decision process of a rational agent 

Prediction: P(Xt+k| e1:t) for k > 0 
Áevaluation of possible action sequences; like filtering without the evidence 

Smoothing: P(Xk| e1:t) for л Җ k < t
Ábetter estimate of past states, essential for learning 

Most likely explanation: argmaxx1:t
P(x1:t | e1:t) 

Áspeech recognition, decoding with a noisy channel 



PacmanςHunting Invisible Ghosts with Sonar

[Demo: PacmanςSonar ςNo Beliefs(L14D1)]



Filtering Algorithm

P(Xt+1| e1:t+1) = h  P(et+1| Xt+1) äxt
P(Xt+1| xt) P(xt | e1:t)

f1:t+1 = FORWARD(f1:t , et+1)

PredictUpdateNormalize



Filtering Algorithm

X2

e1

X1

e2

Query: What is the current state, given all of the current and past 
evidence?

Marching forward through the HMM network



Filtering Algorithm

X3

e2

X2X1

e3e1

Query: What is the current state, given all of the current and past 
evidence?

Marching forward through the HMM network



Filtering Algorithm

X4

e3

X3X1

e4e1

X2

e2

Query: What is the current state, given all of the current and past 
evidence?

Marching forward through the HMM network



Filtering Algorithm

X4

e3

X3
X1

e4e1

X2

e2

Query: What is the current state, given all of the current and past 
evidence?

Marching forward through the HMM network



Example: Prediction step

As time passes, uncertainty AþaccumulatesAÿ

T = 1 T = 2 T = 5

(Transition model: ghosts usually go clockwise)


