Warmup as you walk In

A For the following Bayes net, write the queX, | e,.,) in terms of
the conditional probability tables associated with the Bayes net

POX, | €1,€,,€3,€y) =



Announcements

Assignments

A HW11
A DueThu 4/25

A P5
A DueThur 5/2

In-class Polls
A Denominator capped after midterm 2, 56 polls



Al. Representation and Problem Solving
HMMs and Particle Filters

Instructors: Pat Virtue & Stephanie Rosenthal
Slide credits: CMU Al and http://ai.berkeley.edu



Markov chain warnup

>0 -->

If you know the transition probabilities, &~ & , and you know) & |,
write an equation to computed) & .
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Weather prediction

States fain, surn}

A Initial distributionP(Xy)
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Weather prediction

Time 0:P(X,) =<0.5,0.5>

X1 PG %-0)
sun rain

sun| 0.9 0.1

rain | 0.3 0.7

What is the weather like at time 17

P(Xl) - axo P(x():)% Xl)

=8, PO X0=%) P%G=%)

=0.5<0.9,0.1>+0.5<0.3,0.7>

= <0.6,0.4>




Weather prediction, contd.

Time 1:P(X)) =<0.6,0.4> Xa | P&IXa)

sun rain

sun 0.9 0.1

rain 0.3 0.7

What is the weather like at time 2?
PO%) =a, POG=x, %)
=a, PG| X=x) PO4=x)
=0.6<0.9,0.1>+0.4<0.3,0.7>
= <0.66,0.34>




Weather prediction, contd.

Time 2:P(X,) =<0.66,0.34> Xa | P&IXa)

sun rain

sun 0.9 0.1

rain 0.3 0.7

What is the weather like at time 3?
PXg) = a,, PO%=x, %)
=a,, P X%=%) PO%=X)
=0.66<0.9,0.1>+0.340.3,0.7>
= <0.696,0.304>




Forward algorithm (simple form)

Probability from ]

Transition modeﬂ previous iteration

What Is the state at tim&?
P(Xt) :é)(t_1 P(X-lzxt-b Xt)
= éxt-l POSI X1=%.0) POS1=% )
lterate this update starting &at=0



Hidden Markov Models




HMM as a Bayes Net Waiup Py X )

A For the following Bayes net, write the que®X, | e,.,) in terms of the conditional
probability tables associated with the Bayes net. = =
-%( ; t.p

POX, | €1,6,,€3,64) = X ?<X’~/3 ewe’be? \6‘(\ @

= X 2 2 2 ?stX(X'b X'f € €, T~ 645

X, X, X,

P(% 1% POX)
3 )




Hidden Markov Models

Usually the true state is not observed directly

Hidden Markov models (HMMs)
A Underlying Markov chain over stat&s
A You observe evidendeat each time step

A X is a single discrete variablg; may be continuous and
may consist of several variables

oo E
® O




Example: Weather HMM

An HMM is defined by:

Alnitial distribution: P(X,)
ATransition model: P(X | X_,)

P& [ X)

Qo/ﬁ
Weather;_4 Weather, wh_erty}

ASensor model:

A

Wi | PW Wi )

sun rain
sun | 0.9 0.1
rain | 0.3 0.7

W, | PUIW,)
true false

sun| 0.2 0.8

rain | 0.9 0.1

] [




Example: Ghostbusters HMM

A State: location of moving ghost
A Observations: Color recorded by 1/6|1/6 | 1/2
ghost sensor at clicked squares 0 116 o
A P(X,) = uniform
A P(X | X_;) = usually move clockwise, but [ 19]1/9]1/9 vjpege
sometimes move randomly or stay in place
1/9 | 1/9 | 1/9 P(%|X.=(2,3))

A P(G;j | %) = same sensor model as before:
red means close, green means faraway | 1/9(1/9 | 1/9

P(%)
A4 A4

@ @ ©

[Demo: Ghostbusters Circular Dynamics HMM (L14D2)]



HMM as Probabllity Model

A Joint distribution for Markov model:

PG K= P) O o POS | %)

A Joint distribution for hidden Markov model:

PO XE1 . OER=PX) Oty PO | X%0) PE | X)

AFuture states are independent of the past given the present
ACurrent evidence is independent of everything else given the current state
AArg evidence vari?fes indepengent of each other?

(

Useful notationX,., = X, X2 X 2

For exampleP (X .5 | e£3__) :P(Z(_l’ ﬁ | €1, &, €3)




Real HMM Examples

Speech recognition HMMs:
A Observations are acoustic signals (continuous valued)
A States are specific positions in specific words (so, tens of thousands)

Machine translation HMMs: /oL s«

A Observations are words (tens of thousands) O_’

A States are translation options \L g
» @O D

Robot tracking:
A Observations are range readings (continuous)
A States are positions on a map (continuous)

Molecular biology:
A Observations are nucleotides ACGT
A States are coding/nowgoding/start/stop/splicesite etc.



Other HMM Queries

Filtering:P(X| e,)
(>

© ® @ @

SmoothingP(X | e,.,), k<t

Prediction:P(X.,| €;+)

DD-H®)
© @ @

ExplanationP(X,.| e,+)

orororo
@ @ @ @




Inference Tasks

Filtering POX| €1 +)

Abelief stata input to the decision process of a rational agent

Prediction P(X | €1+4) fork>0
Aevaluation of possible action sequences; like filtering without the evidence

Smoothing P(X | e1) for - KXt

Abetter estimate of past states, essential for learning

Most likely explanationargmax  P(X;| ;)
Aspeech recognition, decoding Wlth a noisy channel




Pacmarg Hunting Invisible Ghosts with Sonar

——)

21.0 26.0

[Demo:Pacmarng Sonar¢ No Beliefs(L14D1)



FiIteringAIgorithm/
PGl €1140) =M P(ELa| K0 By POKal %) PO €1)

| Normalizel %pdate ] >Predict ]

f14+1 = FORWARD , €.1)




FilteringAlgorithm

Query: What Is the current state, given all of the current and past
evidence?
Marchingforward through the HMM network

o

P(X, )e)*% F(Xzi 6)—%?0(2 leufb “‘9?()(3)6,%)
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evidence?
Marchingforward through the HMM network
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FilteringAlgorithm

Query: What Is the current state, given all of the current and past
evidence?
Marchingforward through the HMM network

O-O-Of®




Example: Prediction step

As time passes, uncertainfgiccumulatesy (Transition model: ghosts usually go clockwise



