Warmup as you walk in

Given these N=10 observations of the world:

What Is the approximate value for
0( o8 ¢h We

e Counts
A. 1/10 RO [Fa[+m][+c] 0
B. 5/10 A6 +a| +tb | -C 0
C. 1/4 A +a| b | +c | 3
D. 1/5 ¢h ¢ch +a| -b | -c 0
E.LQY y20 &adzNb GO al +b | +c | 4
ah ah @ a| b | +c| 2




Announcements

Assignments

A HW10
A DueWed 4/17
A P5
A Adjusted Plan: Out Wednesday, due 5/2
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Review: Bayes Nets

Joint distributions® answer any query
6((1)' .Q _ 6("|‘1Q —B B B 6 .,IV'?‘IV’?‘I",QI".Q

Break down joint using chain rule
0(OMMHORO) 1 (6) V(6]0) V(6|6M) L(Ol6MHY) b OB HO
With Bayes nets @
0(OMMHORD) 1(B) V(6]0) 0(6]6) V(O|6) U O
OO

© ©



Variable Elimination Example
QueryPB| J, m)



Variable Elimination order matters

AOrder the terms D, Z, A, B C

AP(D) =" &, ,,,P(Dl 2 P Mal 2) Pb| 2) Xc| 2 e
A =h 4,AD|2 PR a,Pal2a,Pbl2a.Pd2)
ALargest factor has 2 variables (D,Z)

AOrder the terms A, B C, D, Z ° G e Q

AP(D) = &, Pl 2) Pbl 2) P(cl 2) POl 2) P(@)
A =N a,a,4.8,Pal2 Pbl2) Pd 2 Dl 2 PR
ALargest factor has 4 variables (A,B,C,D)

Aln general, witm leaves, factor of siz2"



VE: Computational and Space Complexity

The computational and space complexity of variable elimination is
RSOSNX¥AYSR o0& UKS fFNBSad FF O02NJI «

The elimination ordering can greatly affect the size of the largest factor.
AE.g., previous sli®example 2vs. 2

Does there always exist an ordering that only results in small factors?
ANo!



VE: Computational and Space Complexity

Inference in Bayd®ets is NFhard.
No known efficient probabilistic inference in general.




Bayes Nets

« Part I: Representation

« Part Il: Exact inference
' AEnumeration (always exponential complexity)
v AVariable elimination (worstase exponential complexity, often better)

« Alnference is Nfdard in general

Part Ill: Approximate Inference
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Approximate Inference: Sampling

B %




Inference vs Sampling



Motivation for Approximate Inference

Inference in Bayd®ets is NFhard.
No known efficient probabilistic inference in general.




Motivation for Approximate Inference



Sampling

Sampling from given distribution Example

AStep 1: Get samplefrom uniform

distribution over [0, 1) C P(C)

Ae.g. random() in python red 0.6 0<u<06,—C=red
AStep 2: Convert this samplgnto an green | 0.1 0.6 <u<0.7, = C = green
outcome for the given distribution blue 0.3 0.7<u<1,— C = blue

by having each outcome associated

with a subinterval of [0,1) with sub )

interval size equal to probability of A If random() returnsu = 0.83, then
the outcome our sample 1= blue

A 2 2 2 2 A A A E.g after sampling 8 times:

T W o



Sampling

How would you sample from a conditional distribution?

- +a | 1/2
@ U0 -a | 1/2
+a | +b | 1/10
5w o -b [9/10
UV O
(6) > a | +b | 172
-b | 1/2




Sampling in Bayé€blets

Prior Sampling
Rejection Sampling
Likelihood Welighting

Gibbs Sampling



Prior Sampling




Prior Sampling

P(C)
+c | 0.5
-C 0.5

P(S|C)
+c| +s| 0.1
-s | 0.9
c | +s| 0.5 w
-s | 0.5
P(W|S, R)
+s +r +w | 0.99
-w | 0.01
-r +w | 0.90
-w | 0.10
S +r +w | 0.90
-w | 0.10
-r +w | 0.01
-w | 0.99

P(R|C)

+C

+r

0.8

0.2

+r

0.2

0.8

Samples:

+C,-S, +I, +W
-C, +S;1, +W

X




Prior Sampling

Forif MX HX XZI Y
ASample xfrom P(X| Parents(X)

Return (X, %2 XX 2
N
o)
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Piazza Poll 1

h h
Prior Sampling: What does the vafue( ) approximate?
A. 0 ¢hah o
B. (0 dh w
C.u ws adh
D. 0 w
E.L RZ2Yy QU 1Y 209



Piazza Poll 2

How many ¢h oh @ samples out of N=1000
should we expect?

A. 1 0 O
B. 50 (8)
C. 125
D. 200 0 6D
E. | have no idea

@ 0 0D

+a | 1/2

-a | 1/2

+a | +b | 1/10
-b |9/10

-a | +b | 1/2
-b | 1/2

+b | +c | 4/5
-c | 1/5

-b +C 1




Probability of a sample

Given tbis Bayes Net & CPT,
what is0( o¢h «h @7

Algorithm: Multiply likelihood of
each node given parents:

Aw=1.0

Aforif MmX HE XI VY
ASet w = w * P( Parents(X)

A return w

+a | 1/2

-a | 1/2

+a | +b | 1/10
-b |9/10

a | +b | 1/2
-b | 1/2

+b | +c | 4/5
-c | 1/5

-b +C 1




Prior Sampling
This process generates samples with probability:

T
Spg(x1...xn) = H P(x;|Parents(X;)) = P(xq...xn)
1=1

XA ®S @ sijoitprobattlity
Let the number of samples of an event bNpg(z1 ... xn)

Then Iim P(zq,...,zn) lim Npg(z1,...,zn)/N

N—oo N—oc
SPS(mlw"axn)
P(xq...xpn)

l.e., the sampling procedure ctensistent



Example

2 Sligget a bunch of samples from the BN:
+C,-S, +r, +W
+C, +S, +1, +W
-C, +S, +I-W
+C,-S, +r, +W
-C, -S, I, +w

If we want to know P(W)

AWe have counts <+w:4y:1>

ANormalize to get P(W) <+w:0.8,-w:0.2>

AThis will get closer to the true distribution with more samples

ACan estimate anything else, too

AWhat about P(C| +)? P(C| +, +w)? P(C|-r, -w)?

ACIL a0y Oly dzaS FSgSNthetdHrawbdck®a AT f Saa



Rejection Sampling




Rejection Sampling

Let s say we want P(C)
ANo point keeping all samples around
AJust tally counts of C as we go

Let s say we wanP(C| +3

ASame thing: tally C outcomes, but ignore
(reject) samples which dofhave S=+s

AThis is called rejection sampling

Alt is also consistent for conditional
probabilities (i.e., correct in the limit)

+C,-S, +I, +W
+C, +S, +I, +W
-C, +S, +r-W
+C,-S, +I, +W
-C, -S, I, +W



Rejection Sampling
IN: evidence instantiation
Forif MX HX XX V

A Sample xfrom P(X| Parents(X)

A If x not consistent with evidence
A Reject: Return, and no sample is generated in this cycle

Return (X, %2 XY 2




Piazza Poll 3

What queries can we answer with rejection samples (evidencg?

A. 0 ¢h ch @
B. 0 ¢h ws o
C. Both

D. Neither

E. | have no idea



Likelihood Weighting




Likelihood Weighting

A Idea: fix evidence variables and sample th
rest
A Problem: sample distribution not consistent!

A Solution: weight by probability of evidence
given parents

Problem with rejection sampling:

A If evidence is unlikely, rejects lots of samples
A Evidence not exploiteds you sample

A Consider Fghape]|blug

pyramid—green pyramid, blue
pyramid—red pyramid, blue
sphere, blue

sphere, blue
cube, blue

sphere, Dblue




Likelihood Weighting

P(C)
+c | 05
C 0.5
P(S|C) P(R|C)
+c| +s | 0.1 +c| +r | 0.8
-s [ 0.9 r 0.2
c| +s|0.5 c| +r [0.2
-s [ 0.5 r 10.8
P(W|S, R)
Samples:
+s +r +w | 0.99
-w | 0.01 +C, +S, +1, +wW
-r +w | 0.90 X
-w | 0.10
-S +r +W 0.90
w_} 0.10 w = 1.0x0.1x0.99
-r +w | 0.01
-w | 0.99




Likelihood Weighting

IN: evidence instantiation
w=1.0

fori=1,2, X, n

Aif X is an evidence variable
A X = observation Xor X
A Set w = w * P(} Parents(X)

Aelse
A Sample xfrom P(X| Parents(X)

return (X, %, X, X,), W




Likelihood Weighting

No evidence: Some evidence: All evidence:
Prior Sampling LikelihoodWeightedSampling Likelihood Weighted
Input: no evidence Input: evidence instantiation Input: evidence instantiation
w=1.0 w=1.0
fori=1, 2, X, n forif MX HXE XX VY forif MX HE XI VY

if X is an evidence variable
A X = observation xor X
A Setw = w * P} Parents(X) A Setw = w * P(} Parents(X)

else
A Sample xfrom P(X| Parents(X) A Sample xfrom P(X| Parents(X)

return (X, %, X, X,) return (X, %> XX, return w




Likelihood Weighting

Sampling distribution if z sampled and e fixed evidence

l
Sws(z,e) = || P(z;|Parents(Z;))

= <«

Now, samples have weights

w(z,e) = ﬁ P(e;|Parents(E;))
i=1

Together, weighted sampling distribution Is consistent

Sws(z,€) - w(z,e) = H P(z;|Parents(z;)) H P(e;|Parents(e;))

= P(z,e)



Piazza Poll 4

Two identical samples from likelihood weighted sampling will have the sam
exact weights.

. True

—alse

t depends
don®know

CoOwx




Piazza Poll 5

What does the following likelihood weighted value approximate?

. <A . h h
x AECEQ i )
A0 @ ch @
B. 0( ¢h o] &
C.LQY y20 a&adzNb



Likelihood Weighting

Likelihood weighting is good [ A1StAK22R 4 $SWehKauApyoilemR 2
A We have taken evidence into account as we generate A Evidence influences the choice of downstream
_ the sample | | G NAI 6t Sa3 odzii y erioredzLIs
A E.g. here, Ws value will get picked based on the likely to get a value matching the evidence)
evidence values of S, R : : :
We would like to consider evidence when we

A More of our samples will reflect the state of the world
suggested by the evidence

sample every variable




Likelihood Weighting

[ A1lSt AK22R dS®WehKauhpyoBemR 2
A Evidence influenAces the Choic,e of dowr]stream
JF NA I of Sax 0dzi VY 2moredzLJa
likely to get a value matching the evidence)
We would like to consider evidence when we
sample every variable

A Gibbs sampling



Gibbs Sampling




Gibbs Sampling

Procedurekeep track of a full instantiation x> XX >

1. Start with an arbitrary instantiation consistent with the evidence.

2. Sample one variable at a time, conditioned on all the rest, but keep evidence fixec
3. Keep repeating this for a long time.

Property:in the limit of repeating this infinitely many times the resulting sample is
coming from the correct distribution

Rationale both upstream and downstream variables condition on evidence.

In contrast: likelihood weighting only conditions on upstream evidence, and hence
weights obtained in likelihood weighting can sometimes be very small. Sum of weigh
over all samples is indicative of how mamyfectivee samples were obtained, so want
high weight.



Gibbs Sampling Example: P( S | +r)

Step 2: Initialize other variables
A Randomly

Step 1: Fix evidence
AR =+r

Steps 3: Repeat
A Choose a norvidence variable X
A Resample X from P( X | all other variables)

@@,@ @@:@ @@;@ @@,@ @@,@ @@,@ ______

Sample from P(S|+ ¢, —w,+r)  Sample from P(C|+ s,—w,+r) Sample from P(W|+ s, +c¢,+7)



Gibbs Sampling Example: P( S | +r)

Keep only the last sample from each iteration:

-

N
N [

AN

4P 4P 4



Efficient Resampling of One Variable
Sample from P(S | +c, +w)

P(S,+c, +r, —w)

P(+c,+r, —w)
 P(S,4c, 41, —w)
N > . P(s,+c,+r, —w)
_ P(4+c)P(S|+ ¢)P(+r| + c)P(—w|S, +7)
- > P(+e)P(s| + ¢) P(+r| + ¢) P(—wl|s, +r)
~ P(+c)P(S|+c)P(+r|+ c)P(—w|S, +7)
~ P(+e)P(+r|+¢) Y., P(s| + ¢)P(—w|s, +7)
_ P(S|+c)P(—w|S, +r)
>, P(s| + ) P(—wl|s, +7)

P(S|+ ¢, +r,—w) =

Many things cancel ouwgonly CPTs with S remain!

More generally: only CPTs that have resampled variable need to be considered, and
joined together



Further Reading on Gibbs Sampling

Gibbs sampling produces sample from the query distribution P(Q | e ) it
limit of re-sampling infinitely often

Gibbs sampling is a special case of more general methods called Marko
chain Monte Carlo (MCMC) methods

AMetropolis-Hastings is one of the more famous MCMC methods
(in fact, Gibbs sampling is a special case of Metroptasings)

You may read about Monte Carlo methagithey@: just sampling
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Prior Sampling P(Q, E) Rejection Sampling P(Q | e)

Likelihood Weighting P(Q , e) Gibbs Sampling P(Q | e)



