
Warm-up as you walk in
Each node in a Bayes net represents a conditional probability 
distribution.

What distribution do you get when you multiply all of these conditional 
probabilities together?
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Announcements
Midterm:

Á Mon 4/8, in-class

Á See Piazza for details

Course survey:

Á Thanks!

Á A few notes

Á In-class polls

Á Lectures

Á Recitation

Á TAs

Á Beyond Pac-man/Gridworld



AI: Representation and Problem Solving

Bayes Nets Independence

Instructors: Pat Virtue & Stephanie Rosenthal

Slide credits: CMU AI and http://ai.berkeley.edu



Piazza Poll 1
Each node in a Bayes net represents a conditional probability 
distribution.

What distribution do you get when you multiply all of these conditional 
probabilities together?

A) Marginal

B) Conditional

C) Joint

D) Poisson
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Answer Any Query from Condition Probability Tables

Bayes Net Joint

Query

ὖὥ Ὡ

ὖὃὖὄὃὖὅὃὖὈὅὖὉȿὅ



Bayes Net Independence Assumptions

Bayes Net

ὖὃὖὄὃὖὅὃὖὈὅὖὉȿὅ

ὖὃὖὄὃὖὅὃȟὄ ὖὈὃȟὄȟὅὖὉȿὃȟὄȟὅȟὈ

CPTs to Joint
ÁChain rule
ÁBayes net model
ÁCausality (or not)
ÁMarkov assumptions



Bayes Nets Representation

Á One node per random variable

Á DAG

Á One CPT per node: P(node | Parents(node) )

Á Encodes joint distribution as product of 
conditional distributions on each variable

ὖὢȟȣȟὢ ὖὢ ὖὥὶὩὲὸίὢ

Bayes net
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Ὀ Ὁ



Piazza Poll 2
Match the product of CPTs to the Bayes net.

I.

II.

III.
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Bayes Nets in the Wild

Wheel of Fortune

https://www.youtube.com/watch?v=-NIFGVlA3xI


Example: Speech Recognition

άŀǊǘƛŦƛŎƛŀƭ ẗẗẗẗẗẗẗẗẗẗẗέ

CƛƴŘ Ƴƻǎǘ ǇǊƻōŀōƭŜ ƴŜȄǘ ǿƻǊŘ ƎƛǾŜƴ άŀǊǘƛŦƛŎƛŀƭέ and the audio for second word.

Bayes Nets in the Wild



Example: Speech Recognition

άŀǊǘƛŦƛŎƛŀƭ ẗẗẗẗẗẗẗẗẗẗẗέ

CƛƴŘ Ƴƻǎǘ ǇǊƻōŀōƭŜ ƴŜȄǘ ǿƻǊŘ ƎƛǾŜƴ άŀǊǘƛŦƛŎƛŀƭέ and the audio for second word.

Which second word gives the 
highest probability?

ὖἴἱἵἪÁÒÔÉÆÉÃÉÁÌȟÁÕÄÉÏ

ὖἱἶἼἭἴἴἱἯἭἶἫἭÁÒÔÉÆÉÃÉÁÌȟÁÕÄÉÏ

ὖἮἴἩἾἷἺἱἶἯÁÒÔÉÆÉÃÉÁÌȟÁÕÄÉÏ

Break down problem

n-gram probability * audio probability

ὖἴἱἵἪÁÒÔÉÆÉÃÉÁÌ* ὖÁÕÄÉÏἴ᷄ἱἵἪ)

ὖἱἶἼἭἴἴἱἯἭἶἫἭÁÒÔÉÆÉÃÉÁÌ*ὖÁÕÄÉÏἱ᷄ἶἼἭἴἴἱἯἭἶἫἭ)

ὖἮἴἩἾἷἺἱἶἯÁÒÔÉÆÉÃÉÁÌ*ὖÁÕÄÉÏἮ᷄ἴἩἾἷἺἱἶἯ)

Bayes Nets in the Wild



Bayes Nets in the Wild

ίὩὧέὲὨz ÁÒÇÍÁØ▼▄╬▫▪▀ὖ▼▄╬▫▪▀ὥὶὸὭὪὭὧὭὥὰȟὥόὨὭέ

ÁÒÇÍÁØ▼▄╬▫▪▀
▼▄╬▫▪▀ȟ ȟ

ȟ

ÁÒÇÍÁØ▼▄╬▫▪▀ὖ▼▄╬▫▪▀ȟὥὶὸὭὪὭὧὭὥὰȟὥόὨὭέ

ÁÒÇÍÁØ▼▄╬▫▪▀ὖὥὶὸὭὪὭὧὭὥὰὖ▼▄╬▫▪▀ὥὶὸὭὪὭὧὭὥὰὖὥόὨὭέὥ᷄ὶὸὭὪὭὧὭὥὰȟ▼▄╬▫▪▀

ÁÒÇÍÁØ▼▄╬▫▪▀ὖὥὶὸὭὪὭὧὭὥὰὖ▼▄╬▫▪▀ὥὶὸὭὪὭὧὭὥὰὖὥόὨὭέ▼᷄▄╬▫▪▀

ÁÒÇÍÁØ▼▄╬▫▪▀ὖ▼▄╬▫▪▀ὥὶὸὭὪὭὧὭὥὰὖὥόὨὭέ▼▄╬▫▪▀

n-gram probability * audio probability



For the following Bayes nets, write the joint ὖὃȟὄȟὅ
1. Using the chain rule (with top-down order A,B,C)
2. Using Bayes net semantics (product of CPTs)

Conditional Independence Semantics

ὃ

ὄ ὅ
ὃ ὄ ὅ

ὃ ὄ

ὅ

ὖὃὖὄὃὖὅὃȟὄ

ὖὃὖὄὃὖὅὄ

Assumption:
ὖὅὃȟὄ ὖὅȿὄ
C is independent from A given B

ὖὃὖὄὃὖὅὃȟὄ

ὖὃὖὄὃὖὅὃ

Assumption:
ὖὅὃȟὄ ὖὅȿὃ
C is independent from B given A

ὖὃὖὄὃὖὅὃȟὄ

ὖὃὖὄ ὖὅὃȟὄ

Assumption:
ὖὄὃ ὖὄ
A is independent from B given { }



Causal Chains

This configuration is a causal chain

X: Low pressure          Y: Rain                          Z: Traffic

ÁGuaranteed X independent of Z ?  No!

ÁOne example set of CPTs for which X is not 
independent of Z is sufficient to show this 
independence is not guaranteed.

ÁExample:

ÁLow pressure causes rain causes traffic,
high pressure causes no rain causes no 
traffic

ÁIn numbers:

P( +y | +x ) = 1, P( -y | - x ) = 1,
P( +z | +y ) = 1, P( -z | -y ) = 1



Causal Chains

This configuration is a causal chain ÁGuaranteed X independent of Z given Y?

ÁEvidence along the chain ¬blocksºthe 
influence

Yes!

X: Low pressure          Y: Rain                          Z: Traffic



Common Cause

This configuration is a common cause ÁGuaranteed X independent of Z ?  No!

ÁOne example set of CPTs for which X is not 
independent of Z is sufficient to show this 
independence is not guaranteed.

ÁExample:

ÁProject due causes both forums busy 
and lab full 

ÁIn numbers:

P( +x | +y ) = 1, P( -x | -y ) = 1,
P( +z | +y ) = 1, P( -z | -y ) = 1

Y: Project 
due

X: Forums 
busy

Z: Lab full




