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Candy Grab Game

As you walk in: K S»\_a(%— Nowl
1. Grab a pack of game pieces (candy) o

2. Form groups of 2 (or 3 with an observer) \__/

3. Play the game!
A. 11 pieces on the table
B. Take turns taking either 1 or 2 pieces
C. Person that takes the last piece wins!

4. Think about how you might implement an Agent to play this in
code:

class Agent
function getAction(state)

return action
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Announcements

Recitation starting this Friday
" Recommended. Materials are fair game for exams
" Choosing sections

Assignments:

= HW1 (online)
= Released at the end of lecture
= Due Tue 9/3, 10 pm
= PO: Python & Autograder Tutorial
" Required, but worth zero points

=  Released at the end of lecture
= DueThu9/5, 10 pm



Today

What is artificial intelligence?
A brief history of Al

Al applications and techniques




Designing Agents

An agent is an entity that perceives
and acts.

Characteristics of the percepts,
environment, and action space
dictate techniques for selecting
actions

This course is about:

* General Al techniques for a
variety of problem types

" Learning to recognize when and
how a new problem can be
solved with an existing
technique
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Pac-Man as an Agent

SCORE: 18

e (T D\
Agent Environment
Sensors <
Percepts
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Pac-Man is a registered trademark of Namco-Bandai Games, used here for educational purposes



Candy Grab Agent

class Agent
function getAction (state)

return action



Candy Grab Agent

Agent 001 — Always choose 1

function getAction (

return 1
e — W



Candy Grab Agent

Agent 002 — Always choose 2

function getAction( numPiecesAvallable )

return 2



Candy Grab Agent

Agent 004 — Choose the opposite of opponent

function getAction( numPiecesAvallable )

return °?



Candy Grab Agent

Agent 007 — Whatever you think is best

function getAction( numPiecesAvallable )

return °?



Candy Grab Agent

Agent 007 — Whatever you think is best

function getAction( numPiecesAvallable )

1f numPiecesAvailable % 3 ==
return 2 -

else
return 1



Piazza Poll question
Games — Three “Intelligent” Agents

Which agent code is the most “intelligent”?



Games — Three “Intelligent” Agents

A: Search / Recursion

MAX (X)

MIN (O) X X X

MAX (X) o

MIN (O) X X
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Games — Three “Intelligent” Agents
B: Encode the pattern

function getAction( numPiecesAvallable )
1if numPiecesAvailable & 3 ==
return 2
else
return 1
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Games — Three “Intelligent” Agents

C: Record statistics of winning positions

Pieces Available

2 0% 100%
3 2% 0%
4 75% 2%
5 4% 68%
6 5% 6%
7 60% 5%



Piazza Poll question
Games — Three “Intelligent” Agents

Which agent code is the most “intelligent”?

A. Search / Recursion
B. Encode multiple of 3 pattern

C. Keep stats on winning positions



Games — Three “Intelligent” Agents

C: Record statistics of winning positions

Pieces Available

2 0% 100%
3 2% 0%
4 75% 2%
5 4% 68%
6 5% 6%
7 60% 5%



Al in the News

Signin Link your subscription | TNY Store

THE NEW YORRER

NEWS CULTURE BOOKS & FICTION SCIENCE & TECH BUSINESS HUMOR MAGAIINE YIDEO ARCHIVE SUBSCRIBE Q

FEBRUARY 25, 2015

ARTIFICIAL INTELLIGENCE GOES TO THE ARCADE *.%g%w

BY NICOLA TWILLEY r . M
Y (v iweet (8- ELEMENTS

shaky video, recorded with a
A mobile phone and smuggled out
of the inaugural First Day of

SIGN UP FOR NEWSLETTERS

Tomorrow technology conference, in
April, 2014, shows an artificially
intelligent computer program in its first
encounter with Breakout, the classic Atari

ADVERTISEMENT

https://www.youtube.com/watch?v=EfGD2qveGdQ



https://www.youtube.com/watch?v=EfGD2qveGdQ

Sci-Fi Al?




Piazza Poll: What is Al?

The science of making machines that:

A: Think like people C: Think rationally

B: Act like people D: Act rationally




Turing Test

In 1950, Turing defined a test of
whether a machine could “think”

“A human judge engages in a natural
language conversation with one
human and one machine, each of
which tries to appear human. If judge
can’t tell, machine passes the Turing
test”

en.wikipedia.org/wiki/Turing_test



Al Definition by John McCarthy

What is artificial intelligence

" |t is the science and engineering of making

intelligent machines, especially intelligent computer
programs

What is intelligence

= Intelligence is the computational part of the ability
to achieve goals in the world

http://www-formal.stanford.edu/jmc/whatisai/whatisai.html



Al Stack for CMU Al

“Al must understand the human
needs and it must make smart

design decisions based on that Planmng&Actmg
understanding”

Decision Support
I\/Iodehng

I\/Iachme Learnmg

Massive Data I\/Ianagement

Dewces

Computmg

https://ai.cs.cmu.edu/about

AJE1S IV
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Al Winter

Russell & Norvig 2003, p. 24: "Al
industry boomed from a few million
dollars in 1980 to billions of dollars in

1988. Soon after that came a period
called the 'Al Winter"".

Expert systems became difficult to
update, they could not learn, they were
"brittle" (i.e., make grotesque mistakes
when given unusual inputs)

Over optimism leads to disappointment
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as Fur
as four legs

v
4
X



A Brief History of Al
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Evolution of Al Research
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Evolution of Al Research
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Evolution of Al Research
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Evolution of Al Research
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Artificial Intelligence vs Machine Learning?

Artificial Intelligence

Focus of this course

Machine Learning

<Deep Learning>




Course Topics

Part |I: Making Decisions

= Fast search / planning

= Constraint satisfaction and optimization
= Adversarial and uncertain search

= Logic

Part II: Reasoning under Uncertainty
" Reinforcement learning

" Bayes’ nets

= Game theory

" Human compatible Al

Throughout

" Representation and reasoning




Applications

* Language, vision, robotics, games, ...
 Super-human performance in various tasks
e Al for Social Good




How Machine Learning Works

While it is NOT the focus of this course, a brief introduction may help




Neural Network

#bedrooms

#bathrooms




Gradient Descent

Cost

Learning step
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https://saugatbhattarai.com.np/what-is-gradient-descent-in-machine-learning/



https://saugatbhattarai.com.np/what-is-gradient-descent-in-machine-learning/

What Can Al Do?

Quiz: Which of the following can be done at present?

Vv = Play a decent game of table tennis?

v’ " Play a decent game of Jeopardy?

v’ " Drive safely along a curving mountain road?

“® = Drive safely across Pittsburgh?

v~ " Buy a week's worth of groceries on the web?

¥ ® Buy a week's worth of groceries at Giant Eagle?

“? = Discover and prove a new mathematical theorem?

¥ = Converse successfully with another person for an hour?
“® = Perform a surgical operation?

v’ * Put away the dishes and fold the laundry?

Vv = Translate spoken Chinese into spoken English in real time?
X = Write an intentionally funny story?




