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A 20} |
e Aperture serves as a memory aid for people with cognitive (((’ Text-to-Speech - e O O I SO0 gy o e
disabilities k o | .
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typing out a message on an app
e Image matching time increases with the number of annotations
added (see figure 3)

e Annotations could be reminders to take medication or warnings to

their locations
stay away from hot objects @
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e Annotations are read out to users when they point their ¢ [ncorporate location awareness to limit annotation search space
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Offload compute-intensive image matching to a nearby cloudlet to Mobile App Cloudlet location proxinmity

conserve constrained resources on the mobile device while

oreserving a seamless user experience e Image matching algorithm running on the cloudlet as a cognitive engine

in the Gabriel[1] framework

e (Camera frames sent to the cloudlet, annotations received back
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e Matches found using FLANN[2], which performs an approximate 1 110 210 310 410 510 610 710 810 910 100
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Figure 3: Time taken to find a matching annotation for a given number of
B h K annotations. By incorporating location awareness, the number of annotations we
encnmarks need to search may be much smaller than the total number of annotations added.

e Dataset of 60 images constructed with our use case in mind Challenges

e \Various feature extraction algorithms compared on their precision and

o _ e Many feature extraction algorithms with good performance
recall characteristics (see figure 1)

reported in literature do not have implementations ready to use
o KAZE[3] features selected for their high precision and recall, as well as

, _ _ e Existing image matching work focuses on different scenarios
low computation time (see figure 2)

than our use case
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6L | e Adapting code that has not been maintained for years involves
resolving dependency issues and rewriting code
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g 60l : Future Directions
e Image matching: matching different views of an object or scene ¢
. . e e S 40t } e Permit more than one annotation to match current camera frame
e Requires computation of distinctive image features that are =
iInvariant to image scale and rotation 20 2 e Ability to browse through all annotations in the current location
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