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Notes and reminders

* Location: CUC McKenna (when in person)

e Most weeks: two lectures, one “other”
> This week: virtual-only lectures today and Wednesday
» Lab 0 (optional) on Friday: Python review

o https://www.cs.cmu.edu/~ggordon/10606s22/syllabus-and-lecture-
outline.ntml

* Ask questions, participate, help one another learn! https://xkcd.com/1053/




What is ML?

Speech Recognition Robotics Games [ Reasoning

1. Learning to recognize spoken words 2. Learning to drive an autonomous vehicle 3. Learning to beat the masters at board games
THEN THEN THEN

“...the SPHINX system (e.g. *“...the ALVINN sysiem “...the world’s top computer

Lee 1989) learns speaker- (Pomerleau 1989) has used program for backgammon,

specific strategies for its leamned strategies to drive TD-GAMMON (Tesauro,

recognizing the primitive unassisted at 70 miles per 1992, 1995), learned its

sounds (phonemes) and hour for 90 miles on public strategy by playing over one

words from the observed highways among other million practice games 3 '“‘-lj

speech signal...neural cars...” against itself...” ;

network methods...hidden

Markov models...”

Coogle Now

(Mitchell, 1997) (Mitchell, 1997)

(Mitchell, 1997)

Source: https:/vwowvw.stonetemple.com/great-knowledge-box:

showdown/#VoiceStudyResults waymo.com
Computer Vision Learning Theory
4. Learning to recognize images * 5.In what cases and how well can we learn?
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 Dual problem (derivation):

D(w,b,0) = dwow = 5y [ (woxj +5) gy — 1 Why this course?

Oéj ZO, \V/j

o - weights on training pts (n-dim problem)

Dual SVM - linearly separable case Dual SVM - linearly separable case
max  Ah(«x)
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This course Is a bit odd

e Most courses:
» teach one semester’s worth of material in one semester

> go over enough examples of every topic that you can learn it from scratch
with no trouble

* This course:
» several semester’s worth of material in one!
» assumption: you’ve seen at least some of it before, need to work on rest

> not enough examples on any one topic to learn from scratch: you must ask
questions and seek out your own material

* Benefit: we cover a lot of ground, help build a strong base for ML courses



Formal systems
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Optimization




Optimization from data
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Example: density estimation
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Example
go to repl.it 2




