Announcements

HW1

= Due Mon 9/20, 11:59 pm

= Online + Written components

= Reach out for help (probability, LaTeX, anything!)

Quiz
= First quiz on Wed 9/22
" Details posted on Piazza soon



Mathematical
oundations for
Machine Learning

Calculus

Instructor: Pat Virtue



Today

Linear regression

" Linear algebra formulation
" Linear algebra properties

= Calculus

" Multivariate calculus

=  Calculus with linear algebra
= (Optimization

= Convex functions (briefly)

" C(Closed-form solutions



Linear Regression

Last time
Linear algebra needed to:
* Find m that minimizes MSE with model y = mx,

Today

Optimization

= Linear, convex, closed-form solution

Calculus needed to:

=  Find w that minimizes MSE with model y = w’Xx,

=  Find w, b that minimizes MSE with model y = wlx + b,
Calculus need for neural networks

x € R

X € R?
x € RM



1 input feature

Reminder: Derive the following expansion |Nebisterm

Yy =mx m,x € R

Figure out each step, given the provided justification All data
y,X € R
> Justification
. _1 2
Jm;x,y) = < |I§_— mx]I3 /
.T‘

C\/—MD Izl|2 = 27z
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Reminder: Linear Regression

Linear algebra formation

Find m that minimizes MSE with model y = mx, x € R

1

Jm;x,y) ==|ly — mx||5

T

= |~ 2|

yl'y —2my’x + m?x7x]

. <~ 4
D = {(x(l)’ y(l))}izl

What shapeis J(m)?

J
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Reminder: Linear Regression

1
] (7%1; x,y) =5 [y'y —2my"x + m*x

T

X]




Linear and Convex Functions



Optimization

Linear function

If f(x) is linear, then for any u, v:

" flu+z)=f(u)+f(2)

» f(az) =af(z) Va

» flau+(1—-—a)z2)=af(w)+ (1 —a)f(z2) Va



Optimization
Convex function

If f(x) is convex, then forany u, v :
" flau+(1-a)z)<af(W)+ (1 -a)f(z) VO<a<l

Convex optimization
If f(x) is convex, then:

" Every local minimum is also a
global minimum ©



Optimization
Linear function

If f(x) is linear, then for any u, v:

" flut+z)=f(w+f(2)

" flaz) = af(z) Va

» flau+(1—-—a)z2)=af(w)+ (1 —a)f(z2) Va

Proof: Is f(x) = mx + b linear?



Optimization
Linear function

If f(x) is linear, then for any u, v:

" flut+z)=f(w+f(2)

" flaz) = af(z) Va

» flau+(1—-—a)z2)=af(w)+ (1 —a)f(z2) Va

Proof: Is f(x) = mx + b linear?



Linear Regression

Last time
Linear algebra needed to:
* Find m that minimizes MSE with model y = mx,

Today

Optimization

= Linear, convex, closed-form solution

Calculus needed to:

=  Find w that minimizes MSE with model y = w’Xx,

=  Find w, b that minimizes MSE with model y = wlx + b,
Calculus need for neural networks

x € R

X € R?
x € RM



Optimization: Notation

T

Jm) =3 [y"y —2my”x + m*x"x]



Optimization: Closed-form Solution

We have a closed-form solution when we can write the optimal
parameter equal to an expression that can evaluate to a value(s).

Jim) =~ [y y —2my’x + mx'x]

] _ 1

- N[O 2y'x + 2mxTx]
0=-y'x+mx'x
=L

xT'x



Linear Regression



Adding Input Features

m O -0.15
b O 28000
30000

Error (RMSE)=3620.3

0 50000 100000 150000
Mileage (miles)



Linear Regression

Find w that minimizes MSE with model y = w'x, X € R?

D = (1”40}

-1
0 2 -1
-3 -2 0



Linear Regression

Find w that minimizes MSE with model y = w'x, X € R?

D = (1”40}

-1
0 2 -1
-3 -2 0



Calculus



Calculus with Linear Algebra

Vector in, scalar out

Gradient
y=fx) vy€ER x€eRM



Calculus with Linear Algebra

Vector in, scalar out



Calculus with Linear Algebra

Vector in, scalar out



Exercise

Prove > vT Ay = (AT + A)v forv € R% and A € R%*2

ov
. [A1,1 Al,zl

v
—viAv v = [ 1] —
f(v)=v'Av v v, Ayy Ags

Prove —=(AT +A)v

Hint: Start by expanding Av and then expanding vI Av, i.e., write f (v, v2) in terms of
scalars vq,v,,41 1,412, 421,45,

9 and — of

Hint: Write out scalar partial derivatives,
6 V1 avz

Hint: Work both top-down and bottom-up, i.e., also expand (AT + A)V, SO you can see
where you are going.



Linear Regression



Linear Regression

Find w that minimizes MSE with model y = w'x,

J(w) = %(yTy —2wTXTy + wTXTXw)

X € R?

0zl u —u
0z
- Or R
0zl u _ uT
0z
92 A2 _ (A + A7)z
9z
- Or R
0zl Az
= ZT(A + AT)

0z



Linear Regression

Last time
Linear algebra needed to:
* Find m that minimizes MSE with model y = mx,

Today

Optimization

= Linear, convex, closed-form solution

Calculus needed to:

=  Find w that minimizes MSE with model y = w’Xx,

=  Find w, b that minimizes MSE with model y = wlx + b,
Calculus need for neural networks

x € R

X € R?
x € RM



Linear Regression

Find w, b that minimizes MSE with model y = w!x + b, x € RM




Linear Regression

Find w, b that minimizes MSE with model y = w!/x + b, x € RM




Linear Regression A
Expanding objective before computing gradient J

J(0) =y lly—X6l5 — <

- %(y_XH)T(y—XH) hese TV e *)\é samnE
Yhese

1

= (yT — BTXT)(y — X0) /

=~(y"y —0"X"y —y"X0 + 67X"X0)
=~ (y"y —20"X"y + 67X X0)

EA) 2
o TEE



Linear Regression

Gradient of objective with respect to parameters

J(8) =~ lly — X613
=—(y"y —20"X"y + 67X"X0)

V() =~ (0 — 2X"y + 207%°X)

=—(0 — 2x"y + 2X"X0)

2
==(-X"y +X"X0)

=u
0z
- Or
azTu :uT
0z
0zl Az T
= (A+A )z

- Or -

0zT Az
= zT(A+ A7)

Dirmension Midmarcin



Linear Regression
Closed-form solution

v/(8) =2 (-X"y + X"X6)
7J(8) =0 0= |wW
XTXO =Xy < Pormal equstion

o= (1)

= (XTXY) XT>/




