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Learning	
  of	
  Bayes	
  Nets	
  

•  Four	
  categories	
  of	
  learning	
  problems	
  
–  Graph	
  structure	
  may	
  be	
  known/unknown	
  

–  Variable	
  values	
  may	
  be	
  fully	
  observed/parHally	
  unobserved	
  

•  Easy	
  case:	
  learn	
  parameters,	
  when	
  graph	
  structure	
  is	
  known,	
  
and	
  data	
  is	
  fully	
  observed	
  

•  InteresHng	
  case:	
  graph	
  known,	
  data	
  par2ally	
  known	
  

•  Gruesome	
  case:	
  graph	
  structure	
  unknown,	
  data	
  par2ally	
  
unobserved	
  



LEARNING	
  BAYESIAN	
  NETWORK	
  
PARAMETERS	
  WITH	
  KNOWN	
  
STRUCTURE	
  



Learning	
  CPTs	
  from	
  Fully	
  Observed	
  Data	
  

•  Example:	
  Consider	
  learning	
  the	
  parameter	
  

•  MLE	
  (Max	
  Likelihood	
  EsHmate)	
  is	
  

•  Remember	
  why?	
  

Flu Allergy 
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kth training 
example 



MLE	
  esJmate	
  of	
  	
  	
  	
  	
  	
  	
  	
  	
  from	
  fully	
  observed	
  data	
  

•  Maximum	
  likelihood	
  esHmate	
  

•  Our	
  case:	
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EsJmate	
  	
  	
  	
  	
  from	
  parJally	
  observed	
  data	
  

•  What	
  if	
  FAHN	
  observed,	
  but	
  not	
  S?	
  

•  Can’t	
  calculate	
  MLE	
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WHAT TO DO? 



EsJmate	
  	
  	
  	
  	
  from	
  parJally	
  observed	
  data	
  

•  Let	
  X	
  be	
  all	
  observed	
  variable	
  values	
  (over	
  all	
  samples)	
  

•  Let	
  Z	
  be	
  all	
  unobserved	
  variable	
  values	
  	
  	
  
•  Can’t	
  calculate	
  MLE:	
  

•  EM seeks to estimate: 

–  EM guaranteed to find local maximum 
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EM	
  with	
  ParJally	
  Observed	
  Data	
  

•  EM seeks to estimate: 

•  here, observed X={F,A,H,N}, unobserved Z={S}, K 
samples 
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EM	
  Algorithm	
  

•  EM is a general procedure for learning from partially observed 
data 

•  Given  observed variables X, unobserved Z  (X={F,A,H,N}, Z=
{S}), define 

•  Guaranteed to find local maximum.  
•  Each iteration increases   

Iterate until convergence: 

•  E Step: Use X and current θ to calculate P(Z|X,θ) 

•  M Step: Replace current θ by 	





E	
  Step:	
  Use	
  X,	
  θ,	
  to	
  Calculate	
  P(Z|X,θ)	
  

•  observed X={F,A,H,N}, unobserved Z={S} 
•  How?	
  	
  Bayesian	
  network	
  inference	
  problem.	
   Flu Allergy 
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P(Sk =1, fk,ak,hk,nk )
P( fk,ak,hk,nk )

=
P(Sk =1, fk,ak,hk,nk )

P(Sk =1, fk,ak,hk,nk ) + P(Sk = 0, fk,ak,hk,nk )



EM	
  and	
  esJmaJng	
  	
  	
  

•  observed	
  X	
  =	
  {F,A,H,N},	
  unobserved	
  Z={S}	
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E step:  Calculate P(Zk|Xk; θ) for each training example, k  

M step: update all relevant parameters.  For example: 

Recall MLE was: 



EM	
  and	
  esJmaJng	
  	
  	
  

•  More	
  generally,	
  given	
  observed	
  set	
  X,	
  unobserved	
  set	
  Z	
  of	
  
boolean	
  values	
  

Flu Allergy 
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Headache Nose 

E step:  Calculate for each training example 

 the expected value of each unobserved variable   
 inference algorithm! 

M step: 
Calculate estimates similar to MLE, but 
replacing each count by its expected count 



Y

X1 X4 X3 X2 

Y X1 X2 X3 X4 
1 0 0 1 1 
0 0 1 0 0 
0 0 0 1 0 
? 0 1 1 0 
? 0 1 0 1 

Learn P(Y|X) 

Using	
  Unlabeled	
  Data	
  to	
  Help	
  Train	
  	
  
Naïve	
  Bayes	
  Classifier	
  



LEARNING	
  BAYESIAN	
  NETWORK	
  
STRUCTURE	
  



Learning	
  Bayesian	
  Network	
  Structure	
  

•  Learning	
  a	
  Bayesian	
  network	
  structure:	
  open	
  problem	
  in	
  
general!	
  
–  can	
  require	
  lots	
  of	
  data	
  (else	
  high	
  risk	
  of	
  overfibng)	
  
–  Can	
  constrain	
  the	
  search	
  space	
  to	
  improve	
  computaHonal	
  efficiency	
  



Learning	
  Bayesian	
  Network	
  Structure	
  

•  Learning	
  a	
  Bayesian	
  network	
  structure	
  
–  Tree	
  structure	
  

•  RestricHve	
  model	
  structure	
  
•  Efficient	
  learning	
  and	
  inference	
  algorithms	
  

–  A	
  general	
  directed	
  acyclic	
  graph	
  structure	
  
•  Very	
  large	
  search	
  space	
  of	
  candidate	
  BN	
  structures	
  
•  Inexact	
  method:	
  heurisHc	
  search,	
  efficient	
  

•  Exact	
  method:	
  dynamic	
  programming,	
  exponenHal	
  Hme	
  
complexity	
  



Learning	
  a	
  Tree-­‐structured	
  Bayesian	
  Network	
  

•  A	
  key	
  result:	
  Chow-­‐Liu	
  algorithm	
  finds	
  “best”	
  tree-­‐structured	
  
network	
  	
  	
  
–  suppose	
  P(X)	
  is	
  true	
  distribuHon,	
  T(X)	
  is	
  our	
  tree-­‐structured	
  network,	
  

where	
  X	
  =	
  <X1,	
  …	
  Xn>	
  	
  

–  Chow-­‐Liu	
  minimizes	
  Kullback-­‐Leibler	
  divergence:	
  



Chow-­‐Liu	
  Algorithm	
  

•  Key	
  result:	
  	
  To	
  minimize	
  KL(P	
  ||	
  T),	
  it	
  suffices	
  to	
  find	
  the	
  tree	
  
network	
  T	
  that	
  maximizes	
  the	
  sum	
  of	
  mutual	
  informaHon	
  over	
  
its	
  edges	
  

•  Mutual	
  informaHon	
  for	
  an	
  edge	
  between	
  variable	
  A	
  and	
  B:	
  	
  

•  This	
  works	
  because	
  for	
  tree	
  networks	
  with	
  nodes	
  



Chow-­‐Liu	
  Algorithm	
  

Step	
  1:	
  For	
  each	
  pair	
  of	
  variables	
  A,B,	
  use	
  data	
  to	
  esHmate	
  P(A,B),	
  	
  P(A),	
  P(B)	
  

Step	
  2:	
  For	
  each	
  pair	
  of	
  variables	
  A,B,	
  calculate	
  mutual	
  informaHon	
  

Step	
  3:	
  Calculate	
  the	
  maximum	
  spanning	
  tree	
  over	
  the	
  set	
  of	
  variables,	
  using	
  
edge	
  weights	
  I(A,B)	
  (given	
  N	
  variables,	
  this	
  costs	
  only	
  O(N2)	
  Hme)	
  

Step	
  4:	
  Add	
  arrows	
  to	
  edges	
  to	
  form	
  a	
  directed-­‐acyclic	
  graph	
  by	
  picking	
  an	
  
arbitrary	
  node	
  as	
  root	
  and	
  direcHng	
  edges	
  outward	
  from	
  the	
  root	
  

Step	
  5:	
  Learn	
  the	
  CPD’s	
  for	
  this	
  graph	
  



Maximum	
  Spanning	
  Tree	
  Algorithm	
  

•  Kruskal’s	
  Algorithm	
  
–  Start	
  with	
  the	
  empty	
  graph	
  and	
  add	
  edges	
  one	
  by	
  one	
  

–  As	
  the	
  next	
  edge	
  to	
  add,	
  choose	
  one	
  that	
  	
  
•  Is	
  not	
  in	
  graph	
  yet	
  
•  Does	
  not	
  introduce	
  a	
  cycle.	
  Has	
  the	
  maximum	
  weight	
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[courtesy A. Singh, C. Guestrin] 



General	
  Bayesian	
  Network	
  Structure	
  Learning	
  

•  A	
  naïve	
  approach:	
  exhausHve	
  search	
  
–  Compute	
  the	
  score	
  of	
  every	
  structure	
  and	
  pick	
  the	
  one	
  with	
  the	
  

highest	
  score	
  

–  ExponenHally	
  large	
  search	
  space	
  
–  Maintaining	
  DAG	
  constraint	
  is	
  challenging	
  

•  HeurisHc	
  search	
  



Hill	
  Climbing	
  Algorithm	
  

•  Start	
  with	
  an	
  iniHal	
  structure	
  	
  
•  Repeat	
  unHl	
  terminaHon:	
  	
  

–  Generate	
  a	
  set	
  of	
  structures	
  by	
  modifying	
  the	
  current	
  structure.	
  

–  Compute	
  their	
  scores.	
  

–  Pick	
  the	
  one	
  with	
  the	
  highest	
  score	
  and	
  use	
  it	
  as	
  the	
  current	
  model	
  in	
  
the	
  next	
  step.	
  

–  Terminate	
  when	
  model	
  score	
  cannot	
  be	
  improved.	
  	
  

•  Return	
  the	
  best	
  network.	
  	
  



Search	
  Operators	
  

•  Search	
  operators	
  for	
  modifying	
  a	
  structure:	
  	
  
–  Add	
  an	
  arc	
  
–  Delete	
  an	
  arc	
  	
  
–  Reverse	
  an	
  arc	
  	
  

•  Note:	
  	
  
–  The	
  add-­‐arc	
  and	
  reverse-­‐arc	
  not	
  permired	
  if	
  results	
  in	
  directed	
  cycles	
  	
  



Search	
  Operators	
  



EvaluaJng	
  Candidate	
  Models	
  

•  Suppose	
  there	
  are	
  n	
  variables	
  
•  The	
  number	
  of	
  candidate	
  models	
  at	
  each	
  iteraHon:	
  O(n2)	
  
•  We	
  need	
  to	
  compute	
  the	
  score	
  of	
  each	
  of	
  the	
  candidate	
  

models	
  
–  This	
  is	
  the	
  most	
  Hme-­‐consuming	
  step	
  

–  Structures	
  of	
  scoring	
  funcHons	
  can	
  be	
  exploited	
  to	
  simplify	
  the	
  
computaHon	
  	
  



Problems	
  with	
  Hill	
  Climbing	
  

•  Local	
  maxima:	
  
All	
  one-­‐edge	
  changes	
  reduced	
  the	
  score,	
  but	
  not	
  opHmal	
  yet	
  	
  

•  Plateaus:	
  
Neighbors	
  have	
  the	
  same	
  score	
  	
  

•  SoluHons:	
  	
  
–  Random	
  restart	
  	
  
–  TABU-­‐search:	
  	
  

•  Keep	
  a	
  list	
  of	
  K	
  most	
  recently	
  visited	
  structures	
  and	
  avoid	
  them	
  

•  Avoid	
  plateau	
  	
  
–  Simulated	
  annealing	
  	
  



Equivalence	
  Classes	
  

•  Bayesian	
  networks	
  with	
  network	
  structures	
  in	
  the	
  same	
  
equivalence	
  class	
  are	
  not	
  disHnguishable	
  

•  Two	
  network	
  structures	
  are	
  equivalent	
  if	
  
–  They	
  have	
  the	
  same	
  skeleton,	
  ignoring	
  edge	
  direcHons	
  

–  They	
  have	
  the	
  same	
  set	
  of	
  collider	
  nodes	
  

X	
   Y	
  

X	
   Y	
  

X	
   Y	
  



Theorem	
  1	
  (Verma	
  &	
  Pearl	
  1990)	
  

•  Two	
  DAGs	
  are	
  equivalent	
  if	
  and	
  only	
  if	
  they	
  have	
  the	
  same	
  
skeletons	
  and	
  the	
  same	
  v-­‐structures	
  

X	
  

Y	
  

X	
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X	
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Z	
  Z	
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Y	
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Overfi_ng	
  and	
  Structure	
  Learning	
  

•  As	
  the	
  network	
  has	
  more	
  edges,	
  the	
  complexity	
  of	
  model	
  
increases	
  and	
  the	
  model	
  is	
  more	
  likely	
  to	
  overfit	
  training	
  data	
  

•  How	
  to	
  fight	
  overfibng?	
  
–  Assume	
  a	
  simpler	
  network	
  structure	
  e.g.,	
  tree	
  

–  Cross	
  validaHon	
  
–  Minimum	
  descripHon	
  length	
  



Cross	
  ValidaJon	
  

•  Holdout	
  validaHon:	
  
–  Split	
  data	
  into	
  training	
  set	
  and	
  validaHon	
  set	
  
–  Parameter	
  esHmaHon	
  based	
  on	
  training	
  set	
  
–  Model	
  score:	
  likelihood	
  based	
  on	
  validaHon	
  set	
  

•  Cross	
  validaHon:	
  
–  Split	
  data	
  into	
  k	
  subsets	
  
–  Use	
  each	
  subset	
  as	
  validaHon	
  set	
  and	
  the	
  rest	
  as	
  training	
  set,	
  and	
  

obtains	
  a	
  score	
  

–  Total	
  model	
  score:	
  average	
  of	
  the	
  scores	
  for	
  all	
  the	
  cases	
  



Minimum	
  DescripJon	
  Length	
  

•  	
  Machine	
  learning	
  is	
  about	
  finding	
  regulariHes	
  in	
  data	
  

•  RegulariHes	
  should	
  allow	
  us	
  to	
  describe	
  the	
  data	
  concisely	
  
•  Find	
  model	
  to	
  minimize	
  

	
   	
  	
  	
  	
  DescripHon	
  length	
  of	
  model	
  +	
  DescripHon	
  length	
  of	
  data	
  

NegaHve	
  data	
  log	
  likelihood	
  

€ 

d
2
logN



Face	
  Modeling/RecogniJon	
  Using	
  Bayesian	
  
Networks	
  

Face	
  feature	
  finder	
  (separate)	
   Add	
  Pose	
  switching	
  variable	
  



Speaker	
  DetecJon	
  with	
  Bayesian	
  Networks	
  

Naïve	
  Bayes	
  

Modeling	
  pose	
  with	
  
polytree	
  structure	
  

Full	
  speaker-­‐detecHon	
  
system	
  

• 	
  Visible:	
  Is	
  there	
  a	
  speaker?	
  
• 	
  Frontal:	
  0	
  for	
  non-­‐frontal,	
  1	
  for	
  
frontal	
  faces	
  
• 	
  Speaking:	
  Is	
  the	
  person	
  speaking?	
  
• 	
  Skin,	
  Texture,	
  NN:	
  face	
  features	
  

Rehg,	
  et	
  al.	
  1999	
  



Bayes	
  Nets	
  –	
  What	
  You	
  Should	
  Know	
  

•  RepresentaHon	
  
–  Bayes	
  nets	
  represent	
  joint	
  distribuHon	
  as	
  a	
  DAG	
  +	
  CondiHonal	
  

DistribuHons	
  
–  D-­‐separaHon	
  lets	
  us	
  decode	
  condiHonal	
  independence	
  assumpHons	
  

•  Inference	
  
–  NP-­‐hard	
  in	
  general	
  
–  For	
  some	
  graphs,	
  closed	
  form	
  inference	
  is	
  feasible	
  
–  Variable	
  eliminaHon,	
  stochasHc	
  methods	
  

•  Learning	
  
–  Easy	
  for	
  known	
  graph,	
  fully	
  observed	
  data	
  (MLE’s,	
  MAP	
  est.)	
  
–  EM	
  for	
  partly	
  observed	
  data,	
  known	
  graph	
  
–  Learning	
  graph	
  structure:	
  Chow-­‐Liu	
  for	
  tree-­‐structured	
  networks	
  
–  Hardest	
  when	
  graph	
  unknown,	
  data	
  incompletely	
  observed	
  


