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Where are we?



Plan

Today

=  Applications
=" ML design
= ML model cards
" Toolkits for neural networks
= Neural networks for imaging
"= Neural networks for language
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Introduction to ML

ML Applications &
Neural Networks for
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Instructor: Pat Virtue




Model Design



Reminder: Machine Learning Tasks

Using (training) data to learn a model that we’ll [ater use for prediction
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Al |n the NeWS News:

https://gadgets.ndtv.com/social-networking/news/flemish-scrollers-ai-ml-bot-

. tool-software-belgium-politicians-distracted-phone-detect-troll-twitter-2480493
Gadgets@

Source: Twitter @Flemish Scroller

An NDTV venture

HOME GUIDE NEWS REVIEWS FEATURES
=

Al-Based Bot Detects Politicians Distracted by Phone, Posts Photo
on Twitter and Asks Them to Focus

The software searches for phones and then look for distracted politicians during livestreams of parliamentary sessions.

By Edited by Gadgets 360 Newsdesk | Updated: 6 July 2021 16:34 IST

f Share on Facebook QSnapr_hat ¥ Reddit



https://gadgets.ndtv.com/social-networking/news/flemish-scrollers-ai-ml-bot-tool-software-belgium-politicians-distracted-phone-detect-troll-twitter-2480493
https://gadgets.ndtv.com/social-networking/news/flemish-scrollers-ai-ml-bot-tool-software-belgium-politicians-distracted-phone-detect-troll-twitter-2480493

ML App Design

Distracted Politician Detection

Design the app by connecting smaller
input/output ML Tasks
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Image credit: Twitter @Flemish Scroller



ML App Design

Distracted Politician Detection
What is the performance measure?

_)

Image credit: Twitter @Flemish Scroller



ML App Design

Distracted Politician Detection
What data do we need?

Image credit: Twitter @Flemish Scroller



ML App Design

Distracted Politician Detection
What can go wrong

Image credit: Twitter @Flemish Scroller



ML Model Cards

Mitchell, Margaret, et al.

"Model cards for model reporting.”

Proceedings of the conference on fairness, accountability, and
transparency. 2019.



ML Model Cards

Model Card

e Model Details. Basic information about the model.
— Person or organization developing model
— Model date
— Model version
— Model type
— Information about training algorithms, parameters, fair-
ness constraints or other applied approaches, and features
— Paper or other resource for more information
— Citation details
— License
— Where to send questions or comments about the model
e Intended Use. Use cases that were envisioned during de-
velopment,
— Primary intended uses
— Primary intended users
— Out-of-scope use cases
e Factors. Factors could include demographic or phenotypic
groups, environmental conditions, technical attributes, or
others listed in Section 4.3.
— Relevant factors
— Evaluation factors

e Metrics. Metrics should be chosen to reflect potential real-
world impacts of the model.
— Model performance measures
- Decision thresholds
— Variation approaches

e Evaluation Data. Details on the dataset(s) used for the
quantitative analyses in the card.
— Datasets
— Motivation
— Preprocessing

e Training Data. May not be possible to provide in practice.
When possible, this section should mirror Evaluation Data.
If such detail is not possible, minimal allowable information
should be provided here, such as details of the distribution
over various factors in the training datasets.

e Quantitative Analyses
— Unitary results
— Intersectional results

e Ethical Considerations

e Caveats and Recommendations




Exercise: ML Model Hunt
—

Search the web to find the model @W
e Model Details. Basic information about the model.

card for a real-world model

— Person or organization developing model
- Model date
— Model version
— Model type
— Information about training algorithms, parameters, fair-
ness constraints or other applied approaches, and features
- Paper or other resource for more information
- Citation details
— License
— Where to send questions or comments about the model
e Intended Use. Use cases that were envisioned during de-
velopment.
— Primary intended uses
— Primary intended users
— Out-of-scope use cases
e Factors. Factors could include demographic or phenotypic
groups, environmental conditions, technical attributes, or
others listed in Section 4.3.
— Relevant factors
— Evaluation factors




Teachable Machine

Transfer learning / fine-tuning




Neural Network Toolkits
Pytorch



Network Network Toolkits

Pytorch in this course
Already used behind the scenes in HW1
@ HW?7 transfer learning and exploration
" Mini-project if you want




Pytorch for HW1 Networks

Autoencoder
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Source: https://github.com/L1aoXingyu/pytorch-

beginner/blob/master/08-AutoEncoder/simple autoencoder.py

1 class autoencoder(nn.Module):

%]
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28

def  init (self):
bottleneck = 2
super(autoencoder, self). init ()
self.encoder = nn.Sequential(
nn.Linear(28 * 28, 128),
nn.ReLU(True),

nn.ReLU(True),
nn.Linear(64, 12),
nn.ReLU(True),
# nn.Linear(12, 3))
nn.Linear(12, bottleneck))
self.decoder = nn.Sequential(
# nn.Linear(3, 12),
nn.Linear(bottleneck, 12),
nn.ReLU(True),
nn.Linear (12, 64),
nn.ReLU(True),
nn.Linear(64, 128),
nn.ReLU(True),
nn.Linear(128, 28 * 28),
nn.Tanh())

def forward(self, x):
X

self.encoder(x)
self.decoder(x)

X

return x


https://github.com/L1aoXingyu/pytorch-beginner/blob/master/08-AutoEncoder/simple_autoencoder.py
https://github.com/L1aoXingyu/pytorch-beginner/blob/master/08-AutoEncoder/simple_autoencoder.py

Pytorch for HW1 Networks

Autoencoder

2
3
4
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7
8
9
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11
12
13
14

[

1 for epoch in range(num_epochs):
for data in dataloader:

img, _ = data

img = img.view(img.size(89), -1)
if torch.cuda.is_available():
Variable(img).cuda()

img
else:
img = Variable(img)

output = model(img)
loss = criterion(output, img)

optimizer.zero_grad()
loss.backward()
optimizer.step()

Source: https://github.com/L1aoXingyu/pytorch-

beginner/blob/master/08-AutoEncoder/simple autoencoder.py

1 class autoencoder(nn.Module):

2 def  init (self):

3 bottleneck = 2

4 super(autoencoder, self). init ()
5 self.encoder = nn.Sequential(
6 nn.Linear(28 * 28, 128),

7 nn.ReLU(True),

8 nn.Linear(128, 64),

9 nn.ReLU(True),
1e nn.Linear(64, 12),
11 nn.ReLU(True),
12 # nn.Linear(12, 3))
13 nn.Linear(12, bottleneck))
14 self.decoder = nn.Sequential(
15 # nn.Linear(3, 12),

16 nn.Linear(bottleneck, 12),
17 nn.ReLU(True),

18 nn.Linear(12, 64),

19 nn.ReLU(True),

20 nn.Linear(64, 128),

21 nn.ReLU(True),

22 nn.Linear(128, 28 * 28),
23 nn.Tanh())

24

25 def forward(self, x):

26 X = self.encoder(x)

27 X = self.decoder(x)

[
o

return x


https://github.com/L1aoXingyu/pytorch-beginner/blob/master/08-AutoEncoder/simple_autoencoder.py
https://github.com/L1aoXingyu/pytorch-beginner/blob/master/08-AutoEncoder/simple_autoencoder.py

Convolutional Neural Networks



Computer Vision: How far along are we?




Computer Vision: How far along are we?

Terminator 2, 1991 https://www.youtube.com/watch?v=9MeaaCwBW?28



https://www.youtube.com/watch?v=9MeaaCwBW28

Computer Vision: How far along are we?

=

L
personi1,00 . T .
kA w _pereon1.00, & 4

motorcycle1.00/}

persparSgardon.99 O'\z Seconds
SRS per image
(2017)

motorcycle1.00

He, Kaiming, et al. "Mask R-CNN." Computer Vision (ICCV), 2017 IEEE
Mask R-CNN 8 4 ffecv) k

International Conference on. IEEE, 2017.



Computer Vision: How far along are we?

“My CPU is a neural net processor, a learning computer”

Terminator 2, 1991




Computer Vision: Autonomous Driving

Tesla, Inc: https://vimeo.com/192179726



https://vimeo.com/192179726

()/477

Computer Vision: Domain Transfer
—

CycleGAN

/—\

Jun-Yan Zhu*, Taesung Park™*, Phillip Isola, and Alexei A. Efros. "Unpaired Image-to-Image Translation using
Cycle-Consistent Adversarial Networks", ICCV 2017.



Text to Image

GigaGAN

Changing texture with prompting. At coarse layers, we use

the prompt "A teddy bear on tabletop" to fix the layout.
with the

crochet, denim, fur] on

Changing style with prompting. At coarse layers, we use the
prompt "A mansion" to fix the layout. Then at fine layers, we
Then at fine layers, we use "A teddy bear use "A [modern, Victorian] mansion in [sunny day,
texture of [fleece, dramatic sunset]". (Youtube link)

tabletop". (Youtube link)

https://mingukkang.github.io/GigaGAN/
Minguk Kang, Jun-Yan Zhu, Richard Zhang, Jaesik Park, Eli Shechtman, Sylvain Paris, Taesung Park. "Scaling

up GANs for Text-to-Image Synthesis", CVPR 2023.


https://mingukkang.github.io/GigaGAN/

Text to Image

DALL-E

https://openai.com/blog/dall-e/
https://openai.com/dall-e-2/

an armchair in the shape of an avocado.. ..

AL &



https://openai.com/blog/dall-e/
https://openai.com/dall-e-2/

CNNs for Image Recognition
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Convolutional Neural Networks

2. Why convolutional neural networks
" Old school computer vision

" Image features and classification



Image Classification

What's the problem with just directly classifying raw pixels in high
dimensional space?

Not

CAT CAT




Image Classification

-
s.
) !
1
!
!
-
1
~

[Dalal and Triggs, 2005]



HoG Filter

HoG: Histogram of oriented gradients

[Dalal and Triggs, 2005]



Image Classification

HOG features passed to a linear classifier (logistic regression / SVM)




Classification: Learning Features

Feature representation
tmm N Ao
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Output
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Example from Honglak Lee (NIPS 2010)
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Classification: Learning Features

Weights from
fuIIy connected Iayer
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Classification: Learning Features

Input features
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Classification: Deep Learning

Fully connected neural network?




Classification: Deep Learning
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Lost spatial content after first layer
Not spatially invariant
Too many weights to learn



+iHer
Convolutional Neural Networks  / ketnel
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Convolution




Convolution
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Convolution
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Convolution
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Convolution

Signal processing definition

z[i,j] = 2 z x[li —u,j—v] wlu,

U=—00 Pp=—00

Relaxed definition

=D finity; don’t flip k |
rop in inity; don’t flip kerne

Z[i,j]ZZZ x|i+u,j+v] wlu,v]




Convolution

Relaxed definition
K—1 K-1

z[i,j] = 2 2x[i+u,j+v] -wlu, v]
u=0 =0

for 1 in range(0, Im width - K + 1):

for j in range (0, 1m height - K):

im out[i,j] = 0
for u 1in range (0, K):
for v in range (0, K):

im out[i,j] += im[i+u, F+v]

GPU!!

* kernel[u, v]




Convolution: Padding

o|lo|lo|o|o|o|o|o
AN IR IR B B IR M N
IR M IR B M RN
o|lo|lo|o|o|o|o|o
o|lo|lo|o|o|o|o|o
N[«
N|onlo|on|on|on|on|«
o|lo|lo|lo|o|o|o|o
o|lo|o|o|o|o|o|o
o|lo|lo|o|o|o|o|o
| v [ | v | e[| |
| v [ | | [ | |
| v [ | v | e [ | |
| v [ | | [ | |
o|lo|o|o|o|o|o|o
o|lo|lo|o|o|o|o|o




Exercise: Which kernel goes with which output image?

Input K1 K2 K3

-
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Exercise: Which kernel goes with which output image?

Input K1 K2 K3




Convolutional Neural Networks

Convolution




Convolutional Neural Networks

Convolution




Convolution: Stride=2

251 .25

251 .25
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Stride: Max Pooling

11112 | 4

max pool with 2x2 filters
5106 | 7 | 8 and stride 2
3121110
112 |3 | 4

Stanford CS 231n, Spring 2017




Convolutional Neural Networks

Convolution




Convolutional Neural Networks

Convolution
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-2
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Convolutional Neural Networks

Convolution




Convolutional Neural Networks

Lenet5 — Lecun, et al, 1998
= Convnets for digit recognition

C3: f. maps 16@10x10
INFUT C1: feature maps S4: 1. maps 16@5x5
3232 b@z828

52 1. maps CS: layer F6:layer QUTPUT

| FuII cmrjle-:uﬂn Gausslan connections
Convolutions Subsampling Comvolutions  Su L‘rﬁamplmg Full mnna:mn

LeCun, Yann, et al. "Gradient-based learning applied to document recognition." Proceedings of the IEEE 86.11
(1998): 2278-2324.



Question:

How big many convolutional weights between S2 and C3?

= S2: 6 channels @14x14
= Conv: 5x5, pad=0, stride=1
= C3:16 channels @ 10x10

3 f maps 16@10x10
=2 f. maps
6@14x14 r

Convolutions Subsampling Corvolutions  Subsampling

C1: feature maps
RPLIT @2 8:28




Question:

How big many convolutional weights between S2 and C3?
= S2: 6 channels @14x14
= Conv: 5x5, pad=0, stride=1
" C3:16 channels @ 10x10

C3: f. maps 16@10x10

|T_
%

=2. T maps
6@14x14

One image in C3 is actually the result of a 3D convolution

==

| ] Kernel 1:6x5x5 C3_1:1x10x10
Corvolutions S2: 6x14x14




Question:

How big many convolutional weights between S2 and C3?
= S2: 6 channels @14x14 _ |
Each image in C3 convolved S2
= Conv: 5)(5’ pad:()’ stride=1 convolved with a different 3D kernel
= C3: 16 channels @ 10x10 Kernel_2: 6x5x5 C3_2: 1x10x10

C3: f. maps 16@10x10

|T_
%

=2. T maps
6@14x14

| ] Kernel 1:6x5x5 C3_1:1x10x10
Corvolutions S2: 6x14x14




Question:

How big many convolutional weights between S2 and C3?

m S2: 6 channels @14x14
The 16 images in C3 are the result of doing 16 3D

= Conv: 5x5, pad=O, stride=1 convolutions of S2 with 16 different 6x5x5 kernels.

Assuming no bias term, this is 16x6x5x5 weights!
" C3:16 channels @ 10x10

C3: f. maps 16@10x10 ‘ |
=2. T maps r
6@14x14 r

| . Kernels:
Cormvalutions S2: 6x14x14 16@6X5X5 C3: 16@ 10x10



Convolutional Neural Networks

Alexnet — Krizhevsky, et al, 2012

= Convnets for image classification

* More data & more compute power

3| NS ,
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Uof 4 pooling pooling
3 48

Krizhevsky, Alex, llya Sutskever, and Geoffrey E. Hinton. "ImageNet classification with deep convolutional neural
networks." NIPS, 2012.



CNNs for Image Recognition

Revolution of Depth
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Kaiming He, Xiangyu Zhang, Shaoging Ren, & Jian Sun. "Deep Residual Learning for Image Recognition”. arXiv 2015.

Slide from Kaiming He




Natural Language Processing



NLP Sub-tasks

Many different operations to help process language

. Segmentation 2. Tokenizing 3. Stop words 4. Stemming
Cricket was invented in England, supposedlyr : ; o
by shepherds who herded thei flook. GGt st Eodar Cricket B@Bfinvented ii|England . [h et
- g
)=L Skip + ¢
Cricket was invented in England e I B Engond 0 ‘
ricket was invented in ngla » % SR % ;
: are’ ‘and’ ‘the « Skip + ed
supposedly by shepherds who herded their flock
5. Lemmatization i 6. Speech Tagging 7. Named Entity Tagging
< Noun  Verb  Verb Preposition Noun
Am
T
Are ? Be Cricket was invented in  England
lS e, Lemma
e J S




Language Models



Language Model

Generate highly probable next words
https://transformer.huggingface.co/doc/gpt2-large

\\*\

@

Write With Transformer et2 ©
x Shuffle initial text @ Trigger autocomplete or | tab Select suggestion T | ! and |_enter

Cancel suggestion |_esc

Once upon|

atime, | was a lawyer in my spare time
a time," said he, "it was quite difficult

a time, they used to be called "trees



https://transformer.huggingface.co/doc/gpt2-large

Probabilistic language models

We haven’t covered probability much yet, but with apologies for some

forward references, a (probabilistic) language model aims at providing a

probability distribution over every word, given all the words before it
P(word;|wordg, ..., word;_;)

E.g., you probably have a pretty good sense of what the next word
should be:

= “Data science is the study and practice of how we can extract insight and
knowledge from large amounts of”

P(word; = “data”|wordy, ..., word;_;) =?
P(word; = “pizza”|wordy, ...,word;_;) = ?

71



Building language models

Building a language model that captures the true probabilities of natural
language is still a distant goal

Instead, we make simplifying assumptions to build approximate tractable
models

N-gram model: the probability of a word depends only onthen — 1
words preceding it
P(word;|word,, ..., word;_,) = P(word;|word;_,,+1, ..., word;_4)

This puts a hard limit on the context that we can use to make a prediction,
but also makes the modeling more tractable

“large amounts of data” vs. “large amounts of pizza”

72



Estimating probabilities

A simple way (but not the only way) to estimate the conditional
probabilities is simply by counting
#(word;_,,4+1, ..., word;)

P d d'_ ) ") d._ —
(word;|word; pn44, ..., word; 1) #(word;_n41, ..., word;_;)

E.g.:

#(“large amounts of data”)
P(“data”|“large amounts of”) =

#(“large amounts of”)

73



Probability Models

Example: Speech Recognition
”artificial ...........

IH

Find most probable next word given “artificial” and the audio for second word.



Probability Models

Example: Speech Recognition
”artiﬂcial ...........

|H

Find most probable next word given “artificial” and the audio for second word.

Which second word gives the Break down problem
highest probability’? n-gram probability * audio probability
P(limb | artificial, audio) P(limb | artificial) * P(audio | limb)
P(intelligence| artificial, audio) P(intelligence| artificial) *P(audio | intelligence)

P(flavoring | artificial, audio) P(flavoring | artificial) *P(audio | flavoring)



N-gram Training

Where do the n-gram probabilities come from?
Google n-grams demo



https://books.google.com/ngrams/graph?content=Albert+Einstein%2CSherlock+Holmes%2CFrankenstein&year_start=2010&year_end=2019&corpus=26&smoothing=3

NLP Can Be Huge

N-gram probabilities
Vocabulary size: 50,000



NLP Training

Self-supervised

Example: Jane Austen, Pride and Prejudice

Vanity and pride are different things, though the words are often used
synonymously. A person may be proud without being vain. Pride relates
more to our opinion of ourselves, vanity to what we would have others

think of us.



NLP Training

Self-supervised learning (auto-regressive)

Example: Jane Austen, Pride and Prejudice

Vanity and pride are different



Examples

Random samples from language model trained on Shakespeare:

n=1:“in as , stands gods revenge ! france pitch good in fair hoist an what

fair shallow-rooted , . that with wherefore it what a as your . , powers
course which thee dalliance all”

N=2: “1look you may 1 have given them to the dank here to the jaws of tune

of great difference of ladies . o that did contemn what of ear is shorter
time ; yet seems to”

N=3: “believe , they all confess that you withhold his levied host , having

brought the fatal bowels of the pope ! ' and that this distemper'd
messenger of heaven , since thou deniest the gentle desdemona ,”

n=7/:+so express'd : but what of that ? 'twere good you do so much for

charity . 1 cannot find it ; 'tis not in the bond . you , merchant , have
you any thing to say ? but little”

This is starting to look a lot like Shakespeare... because it is Shakespeare



How do we pick n?

Hyperparameter
Lower n: less context, but more samples of each possible n-gram

Higher n: more context, but less samples
“Correct” choice is to use some measure of held-out cross-validation

In practice: use n = 3 for large datasets (i.e., triplets) , n = 2 for small
ones

82



Not-so-probabilistic language models



Reminder: Autoencoders

Encoding and decoding

Input
28x28 = 784 pixels

Autoencoder
Encoder Network
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Text processing with word2vec

Word embeddings _
Skip-gram

Training data: score (word,

“The king sat on the throne”
“the queen sat on the throne”
“the banana is yellow”

“they sat on the yellow bus”
e king
e sat
e throne
e queen

e banana

e vellow

e they

® bus 85



Attention/Transformers
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Figure: https://arxiv.org/abs/1706.03762


https://arxiv.org/abs/1706.03762

Attention/Transformers
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Figure: https://jalammar.github.io/illustrated-transformer/
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https://jalammar.github.io/illustrated-transformer/

Exploring GPT2



GPT-3 Language Model

Advanced language model

Input Prompt: Recite the first law of robotics

Output:

Image: https://jalammar.github.io/how-gpt3-works-visualizations-animations/



GPT-3 Language Model

State-of-the-art language model

= Trained with dataset of 300 billion
tokens

Input Prompt: Recite the first law of robotics

= 175 billion parameters

= |t was estimated to cost 355 GPU S
years and cost S4.6m

Image: https://jalammar.github.io/how-gpt3-works-visualizations-animations/



NLP Ethics

Environmental concerns

NLP models are growing... GPT-3
[Brown et al
9 Meena (chatbot) @ ~S12M
[Adiwardana et al.]

10 4
c volved Transformer (NAS)
© ® [Soetal] ~3$150K
S 10
» B X
= BERT [Devlin et al.]
o @
‘? 10* 4
=
(2
O _ NAISINTE _ ELMo [Peters et al.}

10* 4 [Vaswani et al ].

e
Jun. 2017 Feb. '18 Oct."18 Jan. ‘19 jan. 20
preprint date

Frontiers in Machine Learning: Climate Impact of Machine

Learning

Emma Strubell

Assistant Professor

Language Technologies Institute
cCMU
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https://www.youtube.com/watch?v=Y93_PMAKaxQ&t=250s
https://www.youtube.com/watch?v=Y93_PMAKaxQ&t=250s

NLP Ethics

Misuse
MIT

TGCh"Ology Featured Topics Newsletters Events Podcasts Signin Subscribe
Review

ARTIFICIAL INTELLIGENCE

OpenAl hasreleased the largest version yet

of its fake-news-spewing Al

The Allab has also released a report to explain why it is releasing the model in
increments.

By Karen Hao August 29, 2019

https://www.technologyreview.com/2019/08/29/133218/open
ai-released-its-fake-news-ai-gpt-2/
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https://www.technologyreview.com/2019/08/29/133218/openai-released-its-fake-news-ai-gpt-2/
https://www.technologyreview.com/2019/08/29/133218/openai-released-its-fake-news-ai-gpt-2/

Bias
IEEE Spectrum In 2016, Microsoft’s Racist Chatbot Revealed the Dangers of O... Q Type to search

ARTICLE ARTIFICIAL INTELLIGENCE

In 2016, Microsoft’s Racist Chatbot Revealed the
Dangers of Online Conversation > The bot learned

language from people on Twitter—but it also learned
values

BY OSCAR SCHWARTZ | 25 NOV 2019 | 4 MIN READ | []

https://spectrum.ieee.org/tech-talk/artificial-
intelligence/machine-learning/in-2016-microsofts-racist-
chatbot-revealed-the-dangers-of-online-conversation

@ TayTweets

@UnkindledGurg @PooWithEyes chill
im a nice person! i just hate everybody
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https://spectrum.ieee.org/tech-talk/artificial-intelligence/machine-learning/in-2016-microsofts-racist-chatbot-revealed-the-dangers-of-online-conversation
https://spectrum.ieee.org/tech-talk/artificial-intelligence/machine-learning/in-2016-microsofts-racist-chatbot-revealed-the-dangers-of-online-conversation
https://spectrum.ieee.org/tech-talk/artificial-intelligence/machine-learning/in-2016-microsofts-racist-chatbot-revealed-the-dangers-of-online-conversation

NLP Ethics

B i a S VB Events GamesBeat Data Pipeline Transform 2022
The Machine

Making sense of Al

OpenAl claims to have mitigated
bias and toxicity in GPT-3

|

https://venturebeat.com/2021/06/10/openai-claims-to-have-
mitigated-bias-and-toxicity-in-gpt-3/

OpenA

OpenAl booth at NeurlPS 2019 in Vancouver, Canada
Image Credit: Khari Johnson / VentureBeat

Become a Member
Q

Kyle Wiggers
@Kyle_L_Wiggers

June 10, 2021 8:00 AM

f ¥ in
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https://venturebeat.com/2021/06/10/openai-claims-to-have-mitigated-bias-and-toxicity-in-gpt-3/
https://venturebeat.com/2021/06/10/openai-claims-to-have-mitigated-bias-and-toxicity-in-gpt-3/

NLP Ethics AINEWS

Medical chatbot using OpenAlI’s GPT-3 told a fake patient to kill
Dan gerous errors themselves

> SRR
By Ryan Daws | October 28, 2020 | TechForge
Media
Categories: Chatbots, Healthcare,

https://artificialintelligence-news.com/2020/10/28/medical-
chatbot-openai-gpt3-patient-kill-themselves/
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https://artificialintelligence-news.com/2020/10/28/medical-chatbot-openai-gpt3-patient-kill-themselves/
https://artificialintelligence-news.com/2020/10/28/medical-chatbot-openai-gpt3-patient-kill-themselves/

NLP Ethics
Digital divide

=. Microsoft | Official Microsoft B|Og Our Company ~  News and Stories ~  Press Tools ~

Microsoft teams up with OpenAl to exclusively
license GPT-3 language model

Sep 22,2020 | Kevin Scott - Executive Vice President and Chief Technology Officer, Microsoft

https://blogs.microsoft.com/blog/2020/09/22/microsoft-

teams-up-with-openai-to-exclusively-license-gpt-3-language-

model/
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https://blogs.microsoft.com/blog/2020/09/22/microsoft-teams-up-with-openai-to-exclusively-license-gpt-3-language-model/
https://blogs.microsoft.com/blog/2020/09/22/microsoft-teams-up-with-openai-to-exclusively-license-gpt-3-language-model/
https://blogs.microsoft.com/blog/2020/09/22/microsoft-teams-up-with-openai-to-exclusively-license-gpt-3-language-model/
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