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Zero-Shot Learning

● Given a state, provide a word that rhymes 
with the name of that state’s state flower.

– Pennsylvania
● Mountain Laurel → coral
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One-Shot Learning

● List states that do not contain “a” in their 
name. For example: Missouri.
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Few-Shot Learning

● Same idea as one-shot learning, but with 
several examples.
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Few Shot Learning

Given a state, list the unique letters in its 
name, in alphabetical order.

Q: Ohio

A: "h", "i", "o"

Q: Iowa

A: "a", "i", "o", "w"

Q: Pennsylvania
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Few Shot Learning

Give a list of states where the list of letters 
in the state name does not include the 
letter "a". Example: Ohio does not include 
"a". Negative example: Iowa does include 
"a" so it should not be part of the list.

GPT-4o still struggles with this.
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Chain of Reasoning

● Give names of actual businesses that 
include an even number in the business 
name.

● Give names of actual (not fictional) 
businesses that include an even number 
in the business name, and demonstrate 
that it is even. For example, "Studio 54", 
the number is 54, and 54 divided by 2 is 
27 with remainder 0, so 54 is even.
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LLMs for Robot Planning

● Provide a problem to solve, and have the 
reasoner output solution steps in a 
notation that we can easily translate to 
robot actions.

● Google’s PaLM-E creates manipulation 
plans for a mobile robot or a robot arm.

● PaLM = “Pathway Language Model”. The 
“E” stands for “Embodied”.
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PaLM-E
“Bring me the rice chips from the drawer.”

https://www.youtube.com/watch?v=lTYmwm06EuU 

https://www.youtube.com/watch?v=lTYmwm06EuU
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LLM for Humanoid Robots

https://www.youtube.com/watch?v=r0iVR1FEOxE 

Figure robot from Agility Robotics

https://www.youtube.com/watch?v=r0iVR1FEOxE
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Jailbreaking LLMs

A. Robey, Z. Ravichandran, V. Kumar, H. Hassani, and 
G. J. Pappas (2025) Jailbreaking LLM-controlled robots.
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Jailbreaking LLMs

A. Robey, Z. Ravichandran, V. Kumar, H. Hassani, and 
G. J. Pappas (2025) Jailbreaking LLM-controlled robots.
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Jailbreaking LLM-Controlled Robots

A. Robey, Z. Ravichandran, V. Kumar, H. Hassani, and G. J. Pappas (2025) 
Jailbreaking LLM-controlled robots.
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Jailbreaking LLM-Controlled Robots

A. Robey, Z. Ravichandran, V. Kumar, H. Hassani, and G. J. Pappas (2025) 
Jailbreaking LLM-controlled robots.
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How Can We Support Planning 
in vex-aim-tools ?

● This is a research question for you.

● Fine-tuning would be too slow and 
expensive to attempt in the context of 
this course.

● Must rely on prompt engineering.
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Strategies to Explore

1) Provide an image of the world map in 
addition to a textual description.

● Use GPT-4o’s image understanding abilities 
to aid spatial reasoning and planning.

2) Provide explicit support for representing 
and executing plans.

● Keep track of current step so the robot 
doesn’t forget what it’s going.

● Detect failures and automatically replan.
● Allow the robot to discuss and reason about 

its plans.
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