Met with Kathrin before she left for Germany/Seattle 

August 29, 2003

Kathrin’s Final Grammars produce about 200 translations

When fed into Stephan’s decoder (statistical LM), only one translation is picked. 

-> Ask Stephan if his decoder can output the 5 best translations

However, the decoder is like a black box, and it is hard to trace what happened, so maybe I shouldn’t use it for the initial research of my RR module.

The idea is to trace back what produced what and refine it to change the results, the whole process needs to be completely transparent to the RR module.

Should I use Erik’s decoder instead? Output 5 first sentences + traces.

Tell Jaime about this problem.

Maybe I can do a little experiment about decoder picks vs human picks. Given N translations for a SLS, which 5 would the decoder and 5 humans pick?

At some point I’ll need to freeze Kathrin’s grammar and use that for my experiments.

Kathrin sees my RR module (form what she said during her proposal) as the one who’s supposed to go below the lowest line she draws in the version space, i.e. the lexical items in the training sentences. According to this view, the RR should happen below the lexical level, at the morphological level or lower (whatever that means). User feedback is used to get information more specific than the available lexicon at training time.

When doing my 1st example: do it with and without constraints (keep it simple)

just NP, PP for now, compositional, just like manual rules, but with less or no constraints

transfer dictionary is currently the subset of entries that are used in the training examples

(automatic extraction using alignments)

[in case I need to run Kathrin’s RL module…]

[aria@avenue ~]$ cd /usr0/kathrin/RuleLearning/VersionIndepFiles/IOFiles/InFiles/Hindi/

parameter files

paramsHindiBasic.txt:

CorpusFile=/usr0/kathrin/RuleLearning/VersionIndepFiles/IOFiles/InFiles/Hindi/ElicitedData.rulelearning1.tag1-2

TLDictionaryFile=none

ProjectFeatsFile=/usr0/kathrin/RuleLearning/VersionIndepFiles/IOFiles/InFiles/ProjFeats.txt

TransferDictFile=/usr0/kathrin/RuleLearning/VersionIndepFiles/IOFiles/InFiles/Hindi/xferdict.en_hin.rulelearning-2

TypesFile=/usr0/kathrin/RuleLearning/VersionIndepFiles/IOFiles/InFiles/Hindi/TypesListFileHindi.txt

CVSetFile=/usr0/kathrin/RuleLearning/VersionIndepFiles/IOFiles/InFiles/CVSplit

FinalGrammarFile=/usr0/kathrin/RuleLearning/VersionIndepFiles/IOFiles/OutFiles/LearnedGrammars/FinalGrammar.Hindi.txt

DataType=uncontrolled

NoConstraints=true

FinalGrammar.Hindi.txt still needs to be reversed + cleaned

-> final, final grammar into Hindi 

[aria@avenue Hindi]$ less README

From the final learned grammar, do the following steps:

1. Flip grammar:

perl /usr0/kathrin/RuleLearning/VersionIndepFiles/Utils/ReverseRules.pl < ../Fin

alGrammar.Hindi.txt > FinalGrammar.hin_en7.txt

The flipped grammar needs to be post-processed:

delete all {}

change all hindi PREP to POSTP (hopefully this will change soon)

2. Sort by score:

perl /usr0/kathrin/RuleLearning/VersionIndepFiles/Utils/SortGrammarByScore.pl <

FinalGrammar.hin_en7.txt > FinalGrammar.hin_en7sorted.txt

Note that this now assigns probs within a type.

3. Clean-up:

for now, replace all NP- with NP and all PP- with PP

these are the cleaned up grammars:

-> FinalGrammar.hin_en7ppruned0.02.txt (no constraints) ~20

FinalGrammar.hin_en7sorted.txt (full set of rules, no constraints) ~300

-> FinalGrammar.hin_en8ppruned0.02.constr.txt (with NUM constraints)

FinalGrammar.hin_en8sorted.constr.txt (full set of rules, with constraints)

also in /afs/cs.cmu.edu/project/avenue-1/Avenue/SLE-June03/TransferRunTimeSystem/Grammars

for more constraints see: 

avenue:/usr0/kathrin/RuleLearning/VersionIndepFiles/IOFiles/OutFiles/LearnedGrammars/

