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Objective:
To develop new and improved machine translation engines, in particular using Statistical MT (SMT), Example-Based MT (EBMT), and Multi-Engine integration techniques, to support rapid deployment of MT, both to new languages with large amounts of available data, and to new tasks.  In support of this, to investigate the mining of world-wide web and other public language data sources.

Approach: 

The SMT approach at CMU is based on extending word-to-word translation models to phrase-to-phrase translation.  Bilingual corpora are used to find these translation correspondences, which are then used in the statistical translation engine, together with the language model, to generate translations for new sentences.  Different alignment and phrase extraction techniques are used which show different and complementary advantages.  Using the resulting phrase translation pairs in a well balanced way gives an improvement over each individual method.

For the Chinese to English translation system a novel approach to detect and translate named entities is used which combines word alignment techniques with a transliteration model and information retrieval technique to correct errors in the original named entity tagging.  This work has resulted in improving translation quality significantly.

New adaptation approaches are studied to see if they can help to give better machine translation results.  Initial work concentrated on language model adaptation.  Starting from an initial translation of the test sentences, using a strong baseline system, similar documents or sentences are extracted from large monolingual corpora using information retrieval techniques, which are then used to build document or sentence specific language models to be used in a second translation of the test sentences.  Initial results are promising and this work will be continued in the future.  We plan to apply adaptation techniques also to build more specific translation models.

The Multi-Engine MT (MEMT) integrates the translation hypotheses from different translation systems into a single translation lattice and extracts an overall best translation on the basis of translation scores and language model scores.  An improved selection module will be developed by adding the ability to incorporate output from engines using different source/target word alignments in a single decoder search and to allow for word reordering

In order to provide increased amounts of parallel language data to support the above work, methods for extracting Chinese-English and Arabic-English have been developed.  The first step is story alignment, which uses lexical information.  The second step is sentence alignment, which uses different lexical and sentence length models.  The innovative extension here is to use linear regression to combine these models in an optimal way.  Adding sentence pairs with high alignment probability to a bilingual corpus to train a statistical lexicon allows to re-align the stories now with a lexicon which provides higher coverage and therefore is more reliable.  This work, which was used to extract a bilingual, sentence aligned corpus from the Xinhua news corpus (distributed to the TIDES community through LDC), will be continuously improved.

Recent Accomplishments: 

· High performing SMT systems in this year’s evaluation for Chinese-to-English and Arabic-to-English translation.  Significant improvement from NIST score 7.34 (last year) to 7.91 for Chinese-to-English from 5.47 (last year) to 8.97 for Arabic-to-English translation.  Recent work brought the NIST score for Arabic to English translation to 9.26.
· Participated in the surprise language evaluation, submitting translations from the SMT and the EBMT system.

· Improved integration of the LDC Chinese-to-English dictionary into the SMT system by calculating translations probabilities utilizing co-occurrence statistics available from the bilingual data.  Adding probabilities to the LDC dictionary also allowed to make full use of augmenting the dictionaries with morphological variations of the translations in the original version of the dictionary.

· Improved the existing approaches to extract phrase translation pairs from bilingual corpora.  Implemented the bilingual bracketing alignment model and used it as an additional method to extract phrase translations.  A new approach to calculate phrase translation probabilities based on word translation probabilities.  This gives more robustness and compensates for errors in phrase-to-phrase alignment.  Combined the different phrase extraction and alignment models to get improved translation quality.

· Extended the named entity detection and translation by combining word alignment techniques with a transliteration model.  Used this model and information retrieval techniques to extract additional named entities from large monolingual corpora.  This approach was used in the surprise language evaluation to generate a named entity translation list, which was also made available to the TIDES community.

· Investigated language model adaptation techniques on the document and sentence level.  An initial translation is used as query to extract similar documents or sentences from a large monolingual corpus.  A sentence or document specific language model is build from this data and used to retranslate the sentence or document.
· Implemented overlapping phrases for the SMT system.  For phrase translation pairs which overlap on source and target side new, longer phrase pairs are generated.  This resulted in a significant improvement of 5% in NIST score and 10% in BLEU score for the Arabic to English translation, and also in a smaller, but still significant improvement for the Chinese to English translation.

· Extended the SMT decoder by allowing for local word reordering.  Added flexible pruning techniques to speed up translation.  Implemented a sentence length model.

Current Plan:
· Continue the work on language model adaptation and start to work on translation model adaptation.

· Add named entity tagging and translation to the Arabic to English translation system.

· Extend the SMT decoder by allowing for long-distance word reordering.
· Use automatic optimization techniques to tune the SMT system, e.g. adjust the scaling factors for the different translation and language models.
· Generate n-best translation lists and investigate different re-scoring methods:  syntactic language models, classifiers, confidence measures.

· Improve robustness, translation speed and usability of the SMT system to allow for use by other groups in applications like summarization and crosslingual information extraction.
Technology Transition: 

· The Arabic to English SMT system will be integrated into the Prototype Platform in October, the Chinese to English SMT system in January.

· During the surprise language evaluation the results of the named entity tagging and alignment was made available in the form of a bilingual named entity list.
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