MilliRADD Statement of Work, FY ’02 (Through December 2002)

We propose the following lines of works, deliverables and milestones for our MilliRADD project.  The MilliRADD (Minimum-data Rapidly-Adaptable Data-Driven Machine Translation) project strives to develop MT capabilities for new languages rapidly, based on minimal amounts of training data (target: 100K-word parallel corpus), limited bilingual dictionary (10K entries), and no pre-existing grammar.  Evaluations will be the standard DARPA scheduled evaluations for small-scale, MT.

By January 2002:

· Perform detailed error-analysis of December 2001 Dry-Run Evaluation on small-scale MT (lattice, segmentation, re-ordering, decoding, …)

· Improve reliability of the Example-Based MT Engine (to match or exceed performance of statistical MT to date).

· Development of general transfer-engine for rule-enhanced transfer-MT

· Attend MT evaluation group meeting at ISI to refine evaluation process

By April 2002:

· 10K LDC Chinese dictionary enhancements, primarily via automated processes,

· Chinese glossary creation from 100K bilingual corpus.

· Acquire and analyze Arabic resources for small-scale MT (dictionary, parallel-corpus, character encoding, …)

· Preliminary testing and refinement of rule-enhanced transfer-MT

· Testing and refinement of SMT and EBMT improvements in Chinese

· Initial development of new Multi-Strategy MT engine (combining statistical, example-based and transfer MT components).

By July 2002:

· Complete first-version of Multi-Engine MT, and submit it for the June 2002 DARPA MT evaluation (combining statistical, example-based and transfer MT in Chinese.)

· Analyze results of June 2002 small-scale MT evaluation for Chinese.

· Examine whether glossary improves multi-engine MT performance.

· Develop initial Arabic version of small-data statistical MT

· Develop initial Arabic version of small-data example-based MT

· Experiment with class-based (mostly automated) generalization methods for improving example-based MT.

By October 2002:

· Improve Arabic version of small-scale example-based MT.

· Improve Arabic version of small-scale statistical MT.

· Develop initial version of rule-enhanced transfer MT for Arabic.

· Develop initial version of  Arabic multi-engine MT (combining example-based, statistical, and transfer MT).

· Improve reordering methods for Chinese small-scale MT.

· Attempt rapid development of MT for new “surprise” language (if requested by DARPA) using the techniques above.

By Year end 2002:

· Evaluate Arabic small-scale multi-engine MT system (as well as its components)

· Evaluate Chinese small-scale multi-engine MT (and its components)

· Experiment whether reordering methods also benefit Arabic small-data MT.

· Demonstrate both MT systems upon request at DARPA

· Write final report on both Chinese and Arabic MT methods and results.

