Enabling Machine Translation for Languages of Indigenous and Minority Communities

The primary scientific goal of the AVENUE Project is to create the enabling technology that is necessary in order to develop automatic computer-based translation systems between languages spoken by under-privileged native indigenous and/or minority communities and the major languages of the societies in which they live.  The project explores methods for significantly reducing the development time and cost of building machine translation (MT) systems via Machine Learning techniques, thereby making MT available to many more languages.  The social goal behind the project is to contribute to a growing trend of promoting the use of indigenous languages in official contexts outside of the home, as a means for combating the disenfranchisement of speakers of these indigenous languages.  The MT technology developed by AVENUE contributes to this goal by providing the critical capabilities needed for bridging the language divide and catapulting indigenous and minority communities into the modern information age.  Concrete enabled outcomes include access to government documents translated into the indigenous languages, the inclusion of monolingual speakers of indigenous languages in surveys of health and agriculture, and providing essential tools for bilingual multi-cultural education.  An important aspect of our work has been our direct involvement with indigenous communities, native speakers and foreign scientists, and our active support for the design and development of projects that are relevant to their own plans for local and linguistic research and development.  Our most active collaboration to date has been in Chile, where we have been working with local researchers and indigenous Mapuche community members on developing language technology for Mapudungun.
For most indigenous and minority languages, only extremely limited amounts of available online language-specific resources (text and language analysis tools) are available.  Current methods for building MT systems require either a vast amount of parallel-text data in the two languages involved, or alternatively, years of development by teams of linguistic experts familiar with the languages.  MT is thus currently infeasible for such indigenous languages, as the costs are prohibitive and there is little to no commercial economic incentive for developing the technology for such languages.  The science behind AVENUE involves the development of a new general framework for MT, which inherently supports the application of Machine Learning for the most complex tasks required for the construction of MT systems.  These primarily involve learning the morphology (linguistic structure of words) of the indigenous language, acquisition of word and phrase translation lexicons between the two languages, and methods for automatically learning grammars of transfer rules, which define how complex linguistic structures in one language map to their corresponding structures in the other language.  The AVENUE project is tackling all of the above challenges, in addition to developing the necessary underlying components for building actual MT prototype systems under the above framework.  The input to the various learning tasks is a small corpus of phrases and sentences in both languages, which is elicited from native bilingual speakers that are not experts in either linguistics or computer science.  An Elicitation Corpus is designed to succinctly elicit the necessary information for the learning approaches, using a specially designed Elicitation Tool.
