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1.  Introduction
State-of-the-art spoken language translation systems currently operate in limited semantic domains.   Scalability to larger semantic domains and portability to other domains are current areas of research.   This report describes an end-to-end evaluation of the Nespole! system that contributes to our understanding of scalability.  The previous evaluation, reported in deliverable D9, covered the domains of winter and summer vacations in Val di Fiemme.   Since that time, development of HLT modules has focused on additional scenarios such as tours of castles and lakes.   The evaluation described in this report is a full multi-site, multi-lingual end-to-end evaluation of the system that was conducted in December, 2002. In this report, we describe our evaluation methodology and report the results and our experience from this full scale evaluation of the Nespole! system.

In Showcase 2a, described here, the scenario is the following: a client user is browsing through the web-pages of APT - the tourism bureau of the province of Trentino in Italy - in search of vacation possibilities in the Trentino region. If more detailed information is desired, the client can click on a dedicated “button" within the web-page in order to establish a videoconferencing connection to a human agent located at APT. The client is then presented with an interface consisting primarily of a standard video-conferencing application window and a shared whiteboard application. Using this interface, the client can carry on a conversation with the agent, where the Nespole! server provides two-way speech-to-speech translation between the parties.

In the current setup, the agent speaks Italian, while the client can speak English, French or German.

As the Showcase 2a evaluation was conducted very recently, the results have not been completely analyzed.  For this reason, the data in the tables below are incomplete.    Detailed results will be included in the final version of this report. 

2. Evaluation Methodology

In December 2002, we conducted a large scale multi-lingual end-to-end translation evaluation of the Nespole! Showcase 2a system. For each of two language pairs (English-Italian and German- Italian), two previously unseen test dialogues were used to evaluate the performance of the translation system. The dialogues included scenarios that did not occur in Showcase 1, specifically, cultural events and tours of castles and lakes.  The test data consists of dialogues that were collected mono-lingually prior to system development (both client and agent spoke the same language).  

We performed an extensive suite of evaluations on the above data which we describe below.

The evaluations were for the most part end-to-end, from input to output, not assessing individual modules or components. The Speech Recognition modules were also evaluated in isolation, using standard word error rate (WER) metrics, in order to allow us to assess their performance effect on the overall translation performance. We performed both mono-lingual evaluation (where generated output language was the same as the input language), as well as cross-lingual evaluation. For cross-lingual evaluations, translation from English and German to Italian was evaluated on client utterances, and translation from Italian to English and German languages was evaluated on agent utterances.  

      This evaluation also includes a comparison of the Showcase 1 HLT components and the Showcase 2a HLT components.  The Showcase 1 HLT components were frozen and saved after the Showcase 1 evaluation.   The Showcase 1 HLT components were then run on the Showcase 2a evaluation data in order to have a comparison of the two systems on the same data. 

      We evaluated on both manually transcribed input as well as on actual speech recognition of the original audio. We also graded the speech recognized output as a “paraphrase" of the transcriptions, to measure the levels of semantic loss of information due to recognition errors.  (In this evaluation, the Showcase 1 system was only run on transcribed input.)

	Language
	WARs
	SR Graded (% Acc)

	English
	56.4%
	66.7%

	German
	%
	61.6%

	French
	%
	%

	Italian
	%
	76.1%


Table 1: Speech Recognition Word Accuracy Rates and Results of Human Grading (Percent Acceptable) of Recognition Output as a Paraphrase
Speech recognition word accuracies and the results of speech graded as a paraphrase appear in Table 1.  Translations were graded by multiple human graders at the level of Semantic Dialogue Units (SDUs). For each data set, one grader first manually segmented each utterance into SDUs. All graders then used this segmentation in order to assign scores for each SDU present in the utterance.   

For this evaluation we departed from our previous grading methodology in several ways.  First, the three way grading grading scheme (perfect, ok, bad) was replaced with a four point scale, which is fully based on meaning and does not take fluency and grammatical accuracy into account. Second, whereas we previously reported average scores across graders for each SDU, we now calculate majority scores as well as averages.  Third, the graders for this evaluation were students in a school for translators.  Previously, graders had no special training in translation.    In order for results to be comparable to our previous results, scores of 1 and 2 on the four point scale were grouped together as “acceptable” and scores of 3 and 4 were grouped together as “bad”.  (Previously, “perfect” and “ok” were counted as “acceptable”.) 
3.  Performance Results

We are currently still in the process of analyzing the results of the evaluation, and the results reported below are preliminary.  A full analysis of the evaluation results will be completed by the final project review.  Results for French input data were not yet available at the present time. The tables below report the results in terms of “acceptable” and “bad” translations, using majority scores.
Table 2 shows the results of the monolingual end-to-end translation for the four languages, and Table 3 shows the results of the cross-lingual evaluations. The results indicate acceptable translations in the range of 30-52% of SDUs (interlingua units) with speech recognized inputs.   Translations with Italian as the source language are generally lower that translations from other source languages because the Italian speakers were playing the role of the travel agent, whose utterances were much more complex than the utterances of the traveler.  The results for the data where German was the source language are anomalous, as translation from speech recognized input appears to perform better than translation from transcribed input.  We did an analysis of the graded data to find the source of this problem and found that it is due to inconsistent grading of back-channels (such as “mhm”), which were very frequent in the German data.  It appears that the graders were not instructed properly on how to evaluate such back-channels and consequently diverged in the way the treated them.  The back-channels are frequent enough in the German input data as to significantly skew the overall results, and the reported numbers appear to be misrepresentative of the actual translation performance.  We are in the process of breaking down the analysis of the data into more refined categories, so that the effect of the above problem can be isolated, allowing us to present more reliable performance statistics. The results will be reported in the final version of this document. 

	Language
	Transcribed
	Speech Rec.

	English-to-English
	68.1%
	50.4%

	German-to-German
	44.0%*
	53.4%*

	French-to-French
	%
	%

	Italian-to-Italian
	51.1%
	41.6%


Table 2: Monolingual End-to-End Translation Results (Percent Acceptable) on Transcribed and Speech Recognized Input

	Language
	Transcribed
	Speech Rec.

	English-to-Italian
	69.7%
	50.2%

	German-to-Italian
	39.7%*
	51.7%*

	French-to-Italian
	%
	%

	Italian-to-English
	32.8%
	29.7%

	Italian-to-German
	44.6%
	37.4%

	Italian-to-French
	%
	%


Table 3: Cross-lingual End-to-End Translation Results (Percent Acceptable) on Transcribed and Speech Recognized Input

4. Analysis of the Evaluation Scheme

Since the Showcase 1 evaluation, we have been investigating several issues related to our evaluation methodology.   As a result, we have replaced our three point system with a four point system, and have calculated majority as well as average scores across graders.  

Revision of three-way grading to four-way grading:

The previous evaluation scheme required graders to assign one of three possible grades (Perfect/OK/Bad).  The intention behind the three categories is that we are applying two types of judgments: (1) is the meaning of the original SDU preserved in translation? (2) is the translation output fluent and grammatical? If the answer to the first judgment is negative, the grade assigned is “Bad" (regardless of the answer to the second question). The second question distinguishes between “Perfect" and “OK" grades.  

We had several concerns about the grading scheme.  First, although graders were instructed to make two judgments (meaning and fluency), when presented with three options, there might have been a bias toward just picking the middle score “ok”.   Second, fluency and meaning preservation were combined into one grading scheme.   Third, the first question (“Is meaning preserved”) was interpreted harshly: any loss of meaning put the SDU into the “bad” category.

In order to remove the bias toward the middle score, we moved to a four point grading scale (very good, good, somewhat bad, very bad).  Furthermore, in order to make the grading task less onerous, we restricted the scale to judgments of meaning preservation.   Graders were not instructed to judge SDUs for fluency or grammaticality.  

Averaging Scores Versus Majority Votes:

We have continued to investigate the use of averages versus majority votes.  Our custom in the past, when grading with multiple human subjects, had been to calculate percentages for each of the grade categories (Perfect/ OK/Bad) for each subject separately, and then to compute a simple arithmetic average of all the human subjects. In the Showcase 1 Nespole! evaluation, we experimented for the first time with also calculating majority votes. Under this scheme, for each SDU, we assign a grade category based on majority (when a majority exists). In cases where there was no majority, or where there was at least one vote for both “Perfect" and “Bad", the SDU was excluded from the scoring.   

In the Showcase 2a evaluation, we have continued to calculate majority votes as well as averages.  The majority votes are generally close to the averages, except where there is an outlier (a grader who was exceptionally harsh or lenient).    It is also instructive to track the number of SDUs for which there was no majority. 

Intercoder and Intracoder Agreement: 

To establish the stability and coherence of our evaluation scheme, it is important to have a good measure of how well different human graders agree on scoring the same output, and also how consistent the graders are over time. The experiment we are currently conducting is collecting the necessary data to evaluate both of these questions. We will use standard measures from the literature to quantify agreement: the Kappa coefficient, and confusion matrices.
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