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HLT Module specification


The use of IF data to communicate between the distributed workstations comprising the NCS allows for maximum flexibility in the design of the analysis and synthesis chains for each of the target languages. This section is meant to give an ovierview of the different modules.


1. Speech Recognition Components


During the development of Nespole!'s HLT modules research and development will be focused on enhancing current state-of-the-art systems with respect to robustness, scalability and portability. Thus, the basis is given by today's LVCSR systems, that can generally be described by the following characteristics:





Continuous speech recognition of large vocabulary: natural way of speaking 


Speaker-independent operation (speaker adaptation may be performed during training and testing)


Preprocessing using cepstral coefficients with delta and delta-delta features


Phone-models use HMMs (usually 3-state architecture)


Gaussian mixtures are used to approximate HMM's emission probabilities


Decoder based on beam search of tree-like structure


Specialised speed-ups





In this section, we will further define the state-of-the-art in the main areas of interest of the Nespole! project.


1.1 Robustness


Definition


In order to fully support natural interaction between the partners, the system must be able to cope with the disfluencies of spontaneous speech including interruptions, corrections, repetitions, false starts, etc. In this respect, an essential feature of the system will be its robustness. More detailed, the analysis chain should be able to compensate for:


changes of audio channels (different microphones, compressed speech)


different speaking rates (slow vs. fast speech)


different speaking styles (spontaneous effects, dialects, foreign accents)


different speaker characteristics (vocal tract, male/ female)





State of the Art


In most modern LVCSR systems, there are already a couple of techniques to improve the robustness:


Vocal tract length normalization (VTLN)


This approach attempts to compensate for the variations of vocal tract shapes. The underlying idea of the VTLN approach is to normalize the spectrum with piece-wise linear functions in the frequency domain. 


Channel normalization (CMS)


Cepstral features are often used as a front-end for speech recognizers. When using such features, is is observed that the normalization of the cepstral mean and variance is able to compensate different audio environments.


Speaker adaptation (MLLR, MAP)


More general techniques to compensate for speaker variations are Maximum Likelihood Linear Regression (MLLR), and Maximum a posteriori adaptation (MAP).  MLLR introduces adaptation matrices to transform the acoustic model parameters. The aim is to maximize the likelihood of the transformed acoustic models given some test data. In several experiments, it was shown that the mismatch between the models and the test data can be reduced.





 Objectives 


Adaptation issues


There are mainly two critical issues concerning the adaptation. The first one is to use limited enrollment data to estimate the adaptation matrices. In the Nespole! project, we will address the problem of a robust estimation of the adaptation parameters using a limited size of test data.  


Secondly, it is necessary to make the adaptation algorithms feasible for real-time recognition. Current model-based transformations cannot be used together with fast score computation algorithms like gaussian selection or bucket box intersection (BBI). Therefore, we will examine feature-based adaptation techniques under real time constrains.


Pronunciation modeling


Foreign accents (proper names etc.)


With respect to the tourism and video call center scenario, it is necessary to cope with foreign accents from non-native tourists/ clients. We address the problem of automatic learning of appropriate pronunciation variants and probabilities.


Spontaneous effects (hesitations, coughs, etc.)


Unsurprisingly, sloppy speaking style with spontaneous effects results in high word error rates. There are different approaches to modeling spontaneous effects, namely pronunciation dictionary, context decision trees, and language model. We will examine the use of context dependent human and non-human noise phones to cover spontaneous effects.


1.2 Portability


Speech-to-Speech Translation (STST) systems today are highly domain dependent in order to meet speed and performance constraints. Since spoken language applications are transferred ever more rapidly into practical use, there is a growing interest in expanding the reach of STST to various domains (and languages). Therefore one of the most important challenges for building state-of-the-art STST is portability.





Definition


The term portability in NESPOLE! refers to the issue of porting a STST system to a new domain with respect to the cost-effectiveness of the porting process. The cross-domain portability will be demonstrated by enlarging the tourism domain of the first showcase to a more complex second video help-desk showcase.





State-of-the-art and Objectives


Acoustic models: context decision tree (polyphone coverage)


A general technique to improve speech recognition accuracy is the context-dependent acoustic modelling using polyphonic decision trees. Since the observation of polyphones depends on the underlying training data, polyphonic decision tree adaptation methods should be applied in order to adapt these trees to the new domain even if only few data are available. 


Automatic text extraction from internet sources for LM training and vocabulary selection


A technique implemented for example by CLIPS, which is based on the use of Internet documents as a source of information for language modeling, allows to automatically prepare language models adapted to a given task. Moreover, names of persons, particular places and cities, correspond to specific classes in the language model, which allow us to add words in the vocabulary, without recalculating the language model parameters.


Dictionary-learning for proper names (Towns, Brand-names, etc.)


APT tourism scenario (e.g. Lago di Garda, Denominazione di origine controllata)


Video help desk (task-specific vocabulary)





1.3 Scalability


Definition


Scalability means the easy expansion of a given system to handle another, more comprehensive task. Scalability is of concern, whenever the application domain is to be extended in a cheap and efficient way. Sometimes, this term also includes the reduction of a system to specific subtasks if the efficient use of resources is of importance. 





State of the art


The most widely used concept to provide for scalability in current systems is the use of class-based language models. By using these, it is possible to increase for example the number of towns known to the system without actually having seen most of them in the training material. This approach is sufficient for most current scalability problems. Similar approaches can even be used to reduce the computational efforts needed for a given task and can therefore help to improve the efficiency of a system.





Objectives


The Nespole! system will incorporate class-based language models. The main effort which is still required when using them in the speech recognition components of a speech translation systems is the selection of lexical entries from available sources as well as generating pronounciations for the new words. These are needed for both analysis and synthesis. A close collaboration needs to be established with translation to ensure proper handling of new entries. It will be a goal of HLT research under Nespole! to automatically generate new entries by making use of multilingual and widely available information sources such as the internet.


A new approach is the dynamic extension of vocabulary and search space in the recognizer's decoder at run-time. This provides for a higher efficiency and also allows the system to be tailored more exactly to the current task's needs.





2. Translation Components


The specific innovations that will be contributed to the scientific and technological issues of robustness, scalability and cross-domain portability include two new robust parsing methods, a robust, scalable interchange format for multilingual meaning representation in multiple domains and the integration of the speech translation modules in a multimodal shared workspace.


2.1 Robustness


With respect to the translation components, the system must be able to cope with corrupted inputs, due to either the peculiarities of the input utterance or to errors of the acoustic recognizer, and with incomplete information. Robustness in NESPOLE! Will be achieved with an array of methods including two new innovative parsers:


the Concept Classification parser (CC) 


the LCFlex parser


multi-engine integration of knowledge-based and corpus-based machine translation methods. 





2.2 Scalability and Cross-domain Portability


In present STST systems, robustness is achieved at the cost of breadth. Thus, STST systems are usually confined to narrow semantic domains. Although attempts at addressing scalability and cross-domain portability have already been made in many areas of language technology, these are rather new concerns in STST. They are crucial though, to offer STST as a viable mode of communication. The two NESPOLE! Showcase systems will demonstrate broadening STST in two ways. The first showcase will demonstrate scalability through the expansion of the travel domain of our previous work. The second showcase will demonstrate cross-domain portability through a new application in a video help-desk domain. 


The key to scalability in NESPOLE! Is the distinction between task-oriented and descriptive sentences. Most STST systems are limited to task-oriented sentences. However, even task-oriented dialogues include some descriptive sentences. Not handling these makes for a dry and not very detailed dialogue. We argue that the robust methods that have been effective for task-oriented sentences are not effective for translation of descriptive sentences, and propose methods for translation of descriptive sentences in spoken dialogue. Innovations in this area include a renovation of our interlingua design to integrate representations of task-oriented and descriptive sentences, and a lexically-driven option in LCFLex parser for robust parsing of descriptive sentences. 


Cross-domain portability in NESPOLE! Will be addressed by the development of new translation approaches that are inherently more portable than existing technology and by the integration of direct translation engines that, while shallow in coverage, are far more domain-independent (thus far more portable) than complete semantic grammars. The concept classification itself will be based on data-trainable technology (such as HMMs and neural nets), that are inherently more suitable for portability to new domains. Our other new translation approach will focus on the translation of descriptive sentences, and will be designed to be domain independent as much as possible, thus supporting portability to new domains.


