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1. Goals/plans for this visit

The high-level goal for my visit to IRST in Trento, Italy, was to begin cooperative work on Corpus-Based Machine Translation and Multi-Engine MT (MEMT) between IRST and Carnegie Mellon University, as proposed in the joint US/EU Nespole! project.  (Corpus-Based MT is defined as any form of Direct MT derived automatically from text corpora, primarily Statistical MT and Example-Based MT (EBMT).  Multi-Engine MT here is the combining of the output of multiple MT engines in a single translation system.)

To achieve this, I first presented a seminar describing the previous work along these lines at Carnegie Mellon (for both MEMT and EBMT, each with their motivation, historical development, and some details), and then describing the MEMT work proposed in the original Nespole! proposal, the current desires of project participants, and some analysis of the requirements for proceeding with this work.  (The Nespole!-specific information from this talk is repeated below, and the complete PowerPoint slides are available from the Nespole! Website, or from me.)  This talk was based in part on discussions with IRST members about IRST’s interests along these lines, and with Alon Lavie (Nespole! project manager for CMU/LTI), who had already been visiting IRST for several weeks.

Discussions were then held between myself, Alon Lavie, and several IRST members (especially Marcello Federico and Roldano Cattoni) as to the merits of various courses of action, and their requirements.  The resulting initial ideas and plans were then written up in this document, for dissemination within the Nespole! project. 

2. Information from IRST 17-July-2001 PowerPoint presentation

In the talk at IRST, I presented the following summary of the relevant part of the original proposal:

Original MEMT/EBMT proposal within Nespole!

•Develop EBMT and glossaries for German/English for Nespole! domains (partly based on data already collected)

•Extend MEMT to new engines, improve statistical selection mechanism

•No promise to integrate into showcases

•Evaluate relative to IF engine alone, in second year

As implied in this slide, the motivation for proposing German/English as the language pair was primarily the availability within the project of a parallel corpus for this language pair.  The reference to “new engines” above in the proposal specifically mentions EBMT, Glossary/Dictionary-based MT, and Statistical MT.  This work was planned to begin in the second year of Nespole!, as part of WorkPackage 5, with Deliverable 10 being a program due in Month 18 (September 2001).  It would also be evaluated in the Deliverable 18 evaluation, part of WorkPackage 7.

I then presented the following description of current ideas for the development of MEMT/EBMT within Nespole!:

Current Nespole! MEMT/EBMT wish-list:

•Fill in for IF-based engines on “descriptive” and out-of-domain dialogue

•Also (or “instead”?) work on English/Italian and German/Italian language pairs

•Allow experimentation with several direct MT approaches 

The first point …

Issues to be considered:

•MEMT:

–What engines to include in a MEMT system?

–Include engines that already combine several components? (Only if there’s special knowledge about combining edges?)

–Interaction with Nespole! architecture.  E.g.:
•HLT servers normally send IFs [but also target output]

•Where does MEMT system reside? [Target L side?]

–Get target L data, make target LM

•EBMT:

–Find (or build!) parallel corpus per L pair

•Online dictionaries also helpful

–Check for structural divergences in L pair

–Plan to tune (esp. stat. dict.) and fix something

•Full system: plan for a test-and-fix cycle

3. Requirements for Corpus-based MT/MEMT

This section is based largely on my notes on my 19-July discussion with Alon Lavie.

To be most effective, MT engines should produce confidence scores for their outputs.  Since the statistical component of the analyzer produces scores, this should be feasible.  We need to make sure they get passed through to the output, and attached to the “right place” (most likely: if an input produces several IFs, make sure the correct one gets the score).

Need to arrange data resources, human Italian experts.

Data sources:


-Even just glossaries and online bilingual dictionaries would be useful.


-We should inventory Nespole! and CSTAR resources; estimate: a few thousand sentences, which is about 10% of the amount that could be useful, based on corpus-ablation studies on other language pairs.


-APT has an email corpus that might be useful, at least to extract a dictionary.


-Nespole! has an IF-tagged database: 

Roldano Cattoni has 11-15 dialogs of Italian/English.

Chad Langley (CMU) has about 30 dialogs (about 2K utterances); not translated yet, but they will be.

-CSTAR has: 

4-5 Italian dialogs (Donna Gates (CMU) has them).  

100-150 dialogues in other languages, most English/Japanese, then English, then others.


-Should investigate LDC/ELDA resources.  Any English/Italian parallel corpora?  (And see whether there are any licensing issues.)


-Is there anything online at IRST?

Need to decide who works on it at CMU; probably me (REF).

Can IRST provide Italian language help for translation and evaluation?

No immediate need to integrate into online system: can record results of IF engine and incorporate into charts offline, for testing.  This greatly simplifies the initial, more exploratory stage of the work.  If testing shows a major benefit, we can then worry about online integration issues.

On the management side, it may be necessary to ask the EU program manager for permission to concentrate on English-to-Italian and German-to-Italian work, which clearly is more productive in the context of the Nespole! Project than the originally envisioned English/German work. 

4. Initial plans/discussions

This section is based largely on my notes on my 20-July discussion with Marcello Federico and Roldano Cattoni.

Marcello indicated that, beyond Nespole!, IRST is interested in setting up Statistical MT collaborations with several sites.

We clearly need parallel corpora.  Marcello proposed that CMU and IRST could exchange parallel corpora.  IRST could produce Italian translations for English corpora, CMU could produce English translations for Italian corpora.  [I (REF) indicated that we (CMU) would like to, but we are not sure we can acquire any Italian/English human translators.  IRST may be willing to provide translations for both directions, if necessary.]  We should define a common corpus, training and test sets, etc.  

Marcello believes there are about 50K sentences in CSTAR databases, which seems to be a larger number than Alon was thinking of.  (This includes many that are not IF-annotated!)  He thinks there are about 170 dialogues for hotel reservations, and about as many for tourist information.  [Maybe the difference is whether you include all dialogues in all languages?]

We discussed whether the translations should be done on clean text, without repetitions, stutters, and other speech phenomena.  On one hand, this makes sense, since purposely producing disfluencies on output (from training on disfluent corpora) would be weird.  On the other hand, the closer you model actual discourse in the training data, the better you match training/test conditions.  This gave me (REF) a possibly interesting idea: could we train a statistical model of speech phenomena, to transform raw speech transcripts into clean transcripts?  This would be trained from a combination of the raw transcripts and the cleaned up version of the same language (which we would create for input to the human translators), and could be applied to spoken input before translation.  Maybe it could recognize and remove stutters, filler words, etc., and insert dropped particles, etc.

Marcello believes he can get access to EC parallel Italian/English corpora; the style of these is unusual (bureaucratic), so some care needs to be exercised in their use, but they could at least provide word correspondences.

We also discussed whether to use the multimodal dialog database as training material.  Roldano wondered whether the conversations would be too strange or limited in topics, but I felt that any dialog data was likely to be helpful, just in terms of capturing questions, pronouns, and spoken expressions that don’t occur in typical corpora like newswires.  (EBMT experience in the past has been that questions, words like “you”, second-person inflections, etc., aren’t handled well in systems trained from newswire data, due to sparse coverage of such things.  Newswire text consists mostly of third-person-subject declarative sentences.)

They will be working with Hermann Ney’s group here in Europe, so it’s convenient that Stephan Vogel (former member of Nye’s group) is in our (CMU) group now.

5. Next steps

We agreed that we should exchange an inventory of the available data as soon as I am back at CMU.  Maybe also discuss some more first with Alon after I leave.

Open issues: we did not discuss in any depth pursuing German/Italian or German/English direct MT.  If we drop the latter, this will presumably need to be approved by the EU funding agency, since it was specifically mentioned in the proposal.  In any event, it seems to make sense to start with Italian/English.
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