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HLT Module Specifications


The use of  IF data to communicate among the distributed workstations comprising the NCS allows for maximal flexibility in the design of the analysis and synthesis chains for each of the target languages. This section is meant to be a slot for everybody to describe the most important features of the several analysis/synthesis chains.  


- French Analysis and Synthesis Chain (CLIPS)


   CLIPS � 


- English Analysis and Synthesis Chain (CMU)


- Italian Analysis and Synthesis Chain (IRST)


- German Analysis and Synthesis Chain (UKA)





Speech Recognition Components


State-of-the-art: Speaker independent, continuous speech recognition. In most modern LVCSR systems, the front-end is based on cepstral features with delta and delta-delta coefficients. Phones are modeled by HMM's, mixture of gaussians are used to approximate emission probabilities. (Speed, VTLN, Decoder?, this section need to be beautified)


Main issues of the Nespole! Project concerning the Speech Recognition Components of the HLT modules are robustness, portability, and scalability.


Robustness


 Definition


In order to fully support natural interaction between the partners, the system must be able to cope with the disfluencies of spontaneous speech including interruptions, corrections, repetitions, false starts, etc. In these respects, an essential feature of the system will be its robustness. More detailed, the analysis chain should be able to compensate:


changes of audio channels (different microphones, compressed speech)


different speaking rates (slow vs. fast speech)


different speaking styles (spontaneous effects, dialects, foreign accents)


different speaker characteristics (vocal tract)


 State of the Art


In most modern LVCSR systems, there are already a couple of techniques to improve the robustness:


Vocal tract length normalization (VTLN)


This approach attempt to compensate for the variations of vocal tract shapes. The underlying idea of the VTLN approach is to normalize the spectrum with piece-wise linear functions in the frequency domain. 


channel normalization (CMS)


Cepstral features are often used as an front-end for speech recognizers. Using such features, is is shown that the normalization of the cepstral mean and variance is able to compensate different audio environments.


speaker adaptation (MLLR, MAP)


More general techniques to compensate speaker variations are Maximum Likelihood Linear Regression (MLLR), and Maximum a posteriori adaptation (MAP).  MLLR introduce adaptation matrices to transform the acoustic model parameters. The objective function is to maximize the likelihood of the transformed acoustic models given the test data. In several experiments, it's shown that the mismatch between the models and the test data can be reduced.


 Objectives 


Adaptation issues


There are mainly two critical issues concerning the adaptation. The first one is to use limited enrollment data to estimate the adaptation matrices. In the Nespole! project, we will address the problem of a robust estimation of the adaptation parameters using a limited size of test data.  


Secondly, it is necessary to make the adaptation algorithms feasible for real-time recogniton. Current model-based transformations cannot be used together with fast score computation algorithms like gaussian selection or bucket box intersection (BBI). Therefore, we will examine feature-based adaptation techniques under real time constrains.


Pronunciation modeling


Foreign accents (proper names etc.)


With respect to the tourism and video call center scenario, it is necessary to cope with foreign accents from non-native tourists/clients. We address the problem of automatic learning of appropriate pronunciation variants and probabilities.


Spontaneous effects (hesitations, coughs, etc.)


It's widely known, that a sloppy speaking style with spontaneous effects cause high word error rates. There are different sources of modeling spontaneous effects, namely pronunciation dictionary, context decision trees, and language model. We will examine the use of context dependent human and non-human noise phones to cover spontaneous effects.


Portability


Speech-to-Speech Translation (STST) systems today are highly domain dependent in order to meet speed and performance contraints. Since spoken language applications are transferred even more rapidly into practical use, there is a growing interest in expanding the reach of STST to various domains (and languages). Therefore one of the most important challenges for building state-of-the-art STST is the portability.





221Definition


The term portability in NESPOLE! refers to the issue of porting a STST system to a new domain with respect to the cost-effectiveness of the portation process. The cross-domain portability will be demonstrated by enlarging the tourism domain of the first showcase to a more complex second showcase.
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Acoustic models: context decision tree (polyphone coverage)


A general technique to improve speech recognition accuracy is the context-dependent acoustic modelling using polyphonic decision trees. Since the observation of polyphones depend on the underlaying training data methods should be applied to adapt these trees to the new domain even if only few data are available. 


Automatic text extraction from internet sources for LM training and vocabulary selection


A technique implemented by for example CLIPS, which is based on the use of Internet documents as a source of information for language modeling, allow to automatically prepare language models adapted to a given task. Moreover, names of persons, particular places and cities, correspond to specific classes in the language model, which allow us to add words in the vocabulary, without recalculate the language model parameters.





Dictionary-learning for proper names (Towns, Brand-names, etc.)


APT tourism scenario (e.g. Lago di Garda, Denominazione di origine controllata)


Video help desk (task-specific vocabulary)





Scalability


 Definition


Scalability means the easy expansion of a given system to handle another, more comprehensive task. Scalability is of concern, whenever the application domain is to be extended in a cheap and effective way. Sometimes, this term also includes the reduction of a system to specific subtasks if the efficient use of resources is of importance. 


 State of the art


The most widely used concept to provide for scalability in current systems is the use of class-based language models. By using these, it is possible to increase for example the number of towns known to the system without actually having seen most of them in the training material. This approach is sufficient for most current scalability problems. Similar approaches can even be used to reduce the computational efforts needed for a given task and can therefore help to improve the efficiency of a system.


 Objectives


The Nespole! system will incorporate class-based language models. The main effort which is still required when using them in the speech recognition components of a speech translation systems is the selection of lexical entries from available sources as well as generating pronounciations for the new words. These are needed for both analysis and synthesis. A close collaboration needs to be established with translation to ensure proper handling of new entries. It will be a goal of HLT research under Nespole! to automatically generate new entries by making use of multilingual and widely available information sources such as the internet.


A new approach is the dynamic extension of vocabulary and search space in the recognizer's decoder at run-time. This provides for a higher efficiency and also allows the system to be tailored more exactly to the current task's needs.





Translation Components


Alon – would you please be so kind and put in your ideas





�PAGE \# "'Page: '#'�'"  ��Clips already send in their views – this might be included here








