5.4 HLT Module Specification

5.4.1 French Analysis and Synthesis Chain (CLIPS)

Speech Recognition

Background

The RAPHAEL speech recognition module is build using Janus III toolkit. It is designed for speaker independent continuous speech recognition with vocabulary specialized for the tourism domain of about 10k words. It is based on a client-server architecture.

· The module is implemented using :

· A context independent markovian model trained on 10 hours of continuous speech (BREF-80 corpus). 45 HMM (mostly 3 states) are used, representing 43 phonemes of french language and 2 models for silence and noise. HMMs have 16 gaussian mixtures / state.

· A stochastic language model trained on a 145 million words corpus and optimized for the tourism task

Future

We intend to improve the acoustic models by using context dependent phonetic models. To achieve this, a larger speech corpus is being recorded in CLIPS laboratory.

Moreover, we intend to enlarge the tourism specific vocabulary, add proper nouns (name of cities, …), and to be able to cope with unknown words.

Another idea of improvement would be to train different acoustic models according to the gender of the speaker.

Portability
The CLIPS technique, based on the use of Internet documents as a source of information for language modeling, allow us to automatically prepare language models adapted to a given task. Moreover, names of persons, particular places and cities, correspond to specific classes in the language model, which allow us to add words in the vocabulary, without recalculate the language model parameters.
Ariane-G5, the MT system generator we use

1) In order to achieve analysis and synthesis of French CLIPS' team will use the ARIANE-G5 system, which is a very powerful tool to implement MT systems. As the system has since 1978 been presented many times, we will just recall briefly its main overall structure :

2) The translation of a text is carried out in three main phases : analysis, transfer and generation. This is the common transfer approach for which Ariane has been designed without imposing it.

3) Linguistic phenomena are represented by means of a single data-structure throughout processing : a decorated tree structure.

4) The linguist works with familiar concepts such as dictionaries, grammars, linguistic features and so on. He organises linguistic data and translates them into the metalanguages of each component of the system.

5) The linguistic approach is multilingual i.e. the analysis and generation processes are independent of target and source language respectively.

6) The system uses several Specialised Languages for Linguistic Programming (SLLP)as the following diagram shows. Each SLLP is adapted to a particular linguistic programming task. ROBRA, for instance, is a tool for writing transformational grammars.




For the purpose of Nespole we will use the functionalities of Ariane-G5 in a very different way than for classical machine translation. In our Nespole approach, while continuing coping with the mandatory sequence order of SLLP modules , we will adopt a new strategy for French analysis and a more classical one for French Synthesis. Each one is viewed and implemented as a translation chain. 

French Analysis (to IF)

7) Analysis will be developed as a French to IF translation process. In this process we try to do a sort of Word Spotting : We do not try to recognise the complete linguistic structure of the utterances, but as early as the utterance has been lemmatised (AM)we start to translate the lemma into IF elements (AX, AY, TL,TX,TY,GX,GY). Actually we shift the burden to Dictionary Look Up modules and work with light grammar modules. Grammar modules just have to

8) recognise structures that must be addressed, such as numbers, price, dates, duration and so on (AS);

9) put IF elements in order according to IF legislation.

At the beginning, the AM module (Morphological Analysis) associates lemma values and relevant morphological information with wordforms. At the end of the whole process, the GM module (morphological generation) transforms the tree structure into a text as a chain of words.

Now suppose that IF for Nespole resembles the IF for C-STAR. Let us take the following example of French utterance :

<agent> je vous propose l'hôtel de l'institut à cent cinquante dollars la nuit

The sequence of modules for French Analysis would be grosso modo as follows :

ASCII Transcription of source text

<agent> je vous propose l'ho!3tel de l'institut a!2 cent cinquante dollars la nuit

AM Morphological Analysis(ATEF)

The text becomes a flat tree giving for each word corresponding lemma and morphological information :

1: [ul('ultxt')] 


(2: [ul('ulfra')] 



(3: [ul('ulsol')] 




(4: [ul('<agent>'), cat(p, pref)], 




 5: [ul('je_pron'), cat(r), nbr(sg), pers(1)], 




 6: [ul('vous_pron'), cat(r), nbr(pl), ...], 




 7: [ul('proposer_v'), subv(vb), cat(v),...],




 8: [ul('hotel_de+l+institut'),cat(n),...],




 9: [ul('a!2_pp'), cat(s)], 




10: [ul('cent_card'), cat(crd)], 




11: [ul('cinquante_card'), cat(crd)], 




12: [ul('devise_dollar'), cat(n), nbr(pl)], 




13: [ul('le_art'), cat(d), gnr(fem), nbr(sg)], 



14: [ul('nuit_nf'), cat(n), gnr(fem), nbr(sg)] )))

AX and AY Dictionary Lookup (EXPANS)

Both dictionaries are dedicated to translating lemmas into IF concepts, arguments or values. hôtel de l'institut is translated by hotel-name(hotel_de+l+institut) by means of the following dictionary entry :

'hotel_de+l+institut'   ==/ 1(2) / 






1: 'hotel-name' , $argument;






2: 'hotel_de_l_institut',$value.

AS (ROBRA)

The AS grammar recognise a price structure :

1: 'ultxt' 


(2: 'ulfra' 



(3: 'ulsol' 




(4: '<agent>', 




 5: 'proposer_v', 




 6: 'hotel-name' 





(7: 'hotel_de_l_institut'), 




 8: 'a!2_pp', 




 9: [ul('price'), dapart(argument), rang(+20)] 





(10: [ul('currency'), locutor(agent), dapart(argument), rang(+20)] 






(11: [ul('dollar'), dapart(value)]), 





 12: [ul('quantity'), dapart(argument), rang(+20)] 






(13: [ul('cent_card'), locutor(agent), nombre(c), cat(crd)], 






 14: [ul('cinquante_card'), locutor(agent), nombre(d), ssdix(vingt), cat(crd)]),

 



 15: [ul('per-unit'), locutor(agent), temps(timunit), semn(temps), dapart(argument), rang(+20)] 






(16: [ul('night'),dapart(value),rang(-1)] )))))

TL Dictionary Lookup (EXPANS)

The TL module deals with speech acts and converts numbers into digits :

1: 'ultxt' 


(2: 'ulfra' 



(3: 'ulsol' 




(4: 'a:', 




 5: 'suggest', 




 6: 'hotel-name' 





(7: 'hotel_de_l_institut'), 




 8: 'a!2_pp', 




 9: 'price'





(10: 'currency'






(11: 'dollar'), 





 12: 'quantity' 






(13: '1',






 14: '50'), 





 15: 'per-unit' 






(16: 'night')))))

TX  Dictionary Lookup (EXPANS)

Expans allows to test the immediate context of a node (mother node, left or right sister node).

Hence, we use TX as a light version of ROBRA grammars as to make corrections on previous wrong IF choices.  The following dictionary entry allows to substitute the value hotel for the concept sequence features+hotel  each time there is a ubi or quo preposition in the left context :

'features+hotel' 
== 
ul(@g)-e-'origin'-ou-






ul(@g)-e-'destination'






// 'hotel', $value





///'features+hotel'.

TS (ROBRA)

At the beginning of TS geometry and order of the tree nodes still reflect the word surface order of the French spoken utterance. TS puts IF units in the correct order after having generated as many IF tree roots as there are speech acts in the same utterance.

TY  Dictionary Lookup (EXPANS)

TY carries out the same task as TX.

GS (ROBRA)

GS generates all IF syntactic elements (parenthesis, plus signs, etc.) and flattens the tree from which GM module will produce the final IF text.

1: 'ultxt' (2: 'ulfra' (3: 'ulsol' (4: 'a:', 5: 'suggest', 6: '+', 7: 'features+hotel', 8: '&pg', 9: 'hotel-name', 10: '=', 11: 'hotel_de_l_institut', 12: '&virg', 13: 'price', 14: '&=pg', 15: '&pg', 16: 'currency', 17: '=', 18: 'dollar', 19: '&virg', 20: 'quantity', 21: '=', 22: '1', 23: '50', 24: '&pd', 25: '&virg', 26: 'per-unit', 27: '=', 28: 'night', 29: '&pd', 30: '&pd')))

GM Morphological Generation (SYGMOR)

The input of morphological analysis was a French text; the output of morphological generation is an other text : a text in IF language.

Langues de traitement: FRA-IRF

-- Texte origine --

<agent> je vous propose l'hôtel de l'institut à cent cinquante dollars la nuit

-- Texte traduit --

a:suggest+features+hotel (hotel-name= hotel_de_l_institut, price= ((currency=dollar, quantity=150), per-unit=night))

French Generation (from IF)

This will be developed as a IF to French translation process. We currently imagine this process as a two logical steps process. During the first one we will have to transform the IF into a predicative dependency structure which will constitute the logical-semantic deep structure of a French utterance. This deep structure, then,  should constitute the legal input of a standard French ARIANE generator used for classical MT.

1. Speech Synthesis
1.1 Background
In CSTAR, the french speech synthesis system was the LAIPTTS module, a text to speech synthesizer based on rules. Synthesis was made in three steps : text to phoneme mapping, prosody generation and signal generation.

Text to phoneme mapping was made through a set of general rules and specialized ones for numbers, abbreviations, fixed expressions, etc. This step was using general and specialized dictionaries (proper nouns). The prosody generation uses psycholinguistic rules. The signal generation uses Mbrola developed at the Mons University.

1.2 Future
· Since the LAIP is no longer in the consortium, we pursue two different issues, in order to have our own french synthesizer :

· First one is related to the Euler Project ; this speech synthesis system was developped at Mons University (continuation of Mbrola project).

· Second one is the SYNTHAIX system from LPL laboratory in Aix-en-Provence (France).
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