Hardware and software platform specification: Aethra’s proposal

18 April, 2000

We received some information from a few partners, and, as far as we can see, there is still some ambiguity on the choice of the technical platform. The following is an overview of Aethra’s proposal. It is also an attempt to clarify the issue and, most of all, a call for contribution to a global discussion among partners.

In our opinion, one of the main structural requirements of the project is to concentrate possible hardware and software modifications/extensions on the server site.

This policy allows clients to be as ‘light’ and standard as possible, and the approach is particularly suited for future  commercial applications in a ‘Call Centre’ scenario.

In view of the above assumption we believe that the so-called ‘Agent’ (like, e.g., the workstation of the APT Operator in the first show-case) is intrinsically quite different from the generic ‘Client’.

Let us call Server the set of translation modules in the various relevant languages: no matter whether these modules are distributed around the world or reside in a single room, we  consider this set as a unique entity. (Please consider that in a real ‘Call Centre’ all these modules would be in the same room, or anyhow connected by an Intranet. This is not necessary for showcase purposes,  as we  just have to show the good behaviour of the global system, and the delays induced by the geographical distribution of the Server can well be tolerated.)

There is a crucial difference among Agent and Clients: the Agent can communicate with the Server, and Clients cannot, they can only interact with the Agent. Briefly, the overview of the system is as follows:
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More in detail we now describe the data flows among Client, Agent, and Server. In particular we tackle 

From Client to Agent and then to Server, and to Agent back (see Figure 1a and 1b)

1. Each audio packet is transmitted  in an RTP packet over an H.323 connection and is provided with a time-stamp (in what follows we say APn for the n-th audio packet, and Tn for its time-stamp).

2. Data packets (like, e.g., whiteboard related info) are transmitted in T.120 format (say DPn for the n-th data packet).

3. Suppose that a specific action/gesture on the whiteboard, corresponding to the data packet DPm, takes place while the audio packet APn is being sent. Then that action can be anchored to APn by recording Tn into DPm. Notice that Data packets and RTP packets are transmitted on separate channels, and there is no way to re-synchronise them at the target site. For this reason is crucial anchoring to be performed  at the origin.

4. Audio data arriving at the Agent site are converted into linear PCM audio preserving time-stamps information. Linear audio with time-stamps are then forwarded to the Server (actually, they are forwarded to the proper Local Server depending on the language of the original Client).

5. The set of Local Servers are monitored by the Global Server.

6. The Server sends back to the Agent  translated linear PCM audio recording the right time-stamps. A software module inside the Agent retrieves time-stamps and transmits them to the whiteboard application. So, for instance, when the Operator hears the translation of the original audio packet APn, a Tn-signal is sent to the whiteboard, and the action/gesture DPm is shown at his site.
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Fig. 1a
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Fig. 1b

From Agent to Client via the Server (see Figure 2a and 2b)

The situation here is not exactly the dual of the above. In particular:

1. The software module that processes the operator speech should add the required time-stamps. This module, by need, should also be able to communicate the above time-stamps to the whiteboard application.

2. The output of this module is sent to the (proper Local) Server.

3. The Server performs the translation preserving the correspondence between audio and time-stamps. Translated audio is sent back to the Agent in the form of linear PCM audio enriched with time-stamps.

4. The Agent codes the input arriving from the Server. The information about time-stamps is inserted in the RTP packets which encapsulate coded audio packets.

5. On the Client site:

· the whiteboard application receives and buffers data packets;

· a specific software module, upon reception of RTP packets, extracts time-stamps  and communicates them to the whiteboard application in order to synchronise audio and gestures on the client side. 
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Fig. 2a
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Fig.2b
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