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1 Introduction

Many natural language processing tasks, including parsing and machine translation, frequently require a morphological analysis of the language(s) at hand.  The task of a morphological analyzer is to identify the lexeme, citation form, or inflection class of surface word forms in a language.  Striving to bypass the time consuming, labor intensive task of constructing a morphological analyzer by hand, unsupervised morphology induction techniques seek to automatically discover the morphological structure of a natural language through the analysis of corpora.

Uniqueness of this paper
This paper presents a method for automatic natural language morphology induction inspired by the traditional and linguistic concept of inflection classes.  We use a Spanish newswire corpus of 40,011 tokens and 6,975 types throughout for illustration and evaluation.
2 Previous Work

It is possible to organize much of the recent work on unsupervised morphology induction by considering the bias each approach has toward discovering morphologically related words that are also orthographically similar.  Yarowsky et al. (2001), who acquire a morphological analyzer for a language by projecting the morphological analysis of a second language onto the first through a clever application of statistical machine translation style word alignment probabilities, place no constraints on the orthographic shape of related word forms. 

Next along the spectrum of orthographic similarity bias is the work of Schone and Jurafsky (2000; 2001), who first acquire a list of potential morphological variants using an orthographic similarity technique due to Gaussier (1999) in which  pairs of words with the same initial string are identified.  They then apply latent semantic analysis (LSA) to score the potential morphological variants with a semantic distance.  Word forms with small semantic distance are then proposed as morphological variants of one anther.

Goldsmith (2001), by searching over a space of morphology models limited to substitution of suffixes, ties morphology yet closer to orthography.  Segmenting word forms in a corpus, Goldsmith creates an inventory of stems and suffixes.  Suffixes which can interchangeably concatenate onto a set of stems form a signature.  After defining the space of signatures, Goldsmith searches for that choice of word segmentations resulting in a minimum description length (MDL) local optimum.

Finally, the work of Harris (1955; 1967), and later Hafer and Weiss (1974), has direct bearing on the approach taken in this paper.  Couched in modern terms, their work involves first building tries over a corpus vocabulary, and then selecting, as morpheme boundaries, those character boundaries with corresponding high branching count in the tries.

The work in this paper also has a strong bias toward discovering morphologically related words that share a similar orthography.  In particular, the morphology model we use is, as for Goldsmith, limited to suffix substitution.  The novel proposal we bring to the table, however, is a formalization of the full search space of all candidate inflection classes.  With this bulwark in place, defining search strategies for morpheme discovery becomes a natural and straightforward activity.

3 Inflection Classes as Motivation

When learning the morphology of a foreign language, it is common for a student to study tables of inflection classes.  Carstairs-McCarthy formalizes the concept of an inflection class in chapter 16 of The Handbook of Morphology (1998).  In his terminology, a language with inflectional morphology contains lexemes which occur in a variety of word forms.  Each word form carries two pieces of information:

1) Lexical content and 

2) Morphosyntactic properties.  

For example, the English word form gave expresses the lexeme give plus the morphosyntactic property Past, while gives expresses give plus the properties 3rd Person, Singular, and Non-Past.

A set of morphosyntactic properties realized with a single word form is defined to be a cell, while a paradigm is a set of cells exactly filled by the word forms of some lexeme.  A particular natural language may have many paradigms.  In English, a language with very little inflectional morphology, there are at least two paradigms, a noun paradigm consisting of two cells, Singular and Plural, and a paradigm for verbs, consisting of the five cells given (with one choice of naming convention) as the first column of Table 1.

Lexemes that belong to the same paradigm may still differ in their morphophonemic realizations of various cells in that paradigm—each paradigm may have several associated inflection classes which specify, for the lexemes belonging to that inflection class, the surface instantiation for each cell of the paradigm.  Three of the many inflection classes within the English verb paradigm are found in Table 1 under the columns labeled A through C.  

The task our morphology induction system engages is exactly the discovery of the inflection classes of a natural language.  Unlike the analysis in Table 1, however, we treat word forms as simply strings of characters as opposed to strings of phonemes.

4 Empirical Inflection Classes
There are two stages in our approach to unsupervised morphology induction.  First, we define a search space over a set of candidate inflection classes, and second, we search this space for those candidates most likely to be part of a true inflection class in the language. 

4.1 Candidate Inflection Class Search Space

To define a search space wherein we hope to identify the inflection classes of a natural language, our algorithm accepts as input a monolingual corpus for that language and proposes candidate morpheme boundaries at every character boundary in every word form in the corpus vocabulary.  We call each string before a candidate morpheme boundary a candidate stem or c-stem, and each string after a boundary a c-suffix.  We define a candidate inflection class (CIC) to be a set of c-suffixes for which there exists at least one c-stem, t, such that each c-suffix in the CIC concatenated to t produces a word form in the vocabulary.  For convenience, let the set of c-stems which generate a CIC, C, be called the adherent c-stems of C; let the size of the set of adherent c-stems of C be C’s adherent size; and let the size of the set of c-suffixes in C be the level of C.

We then define a lattice of relations among CIC’s.  In particular we define two types of relations:

1) C-suffix set inclusion relations relate CIC’s when the c-suffixes of one CIC are a superset of the c-suffixes of the other.

2) Morpheme boundary relations occur between CIC’s which propose different morpheme boundaries within the same word forms.

Figure 1 diagrams a portion of a CIC lattice over a toy vocabulary consisting of a subset of the word forms found under inflection class A from Table 1.  The c-suffix set inclusion relations, represented vertically by solid lines, connect such CIC’s as e.es.ed and e.ed, both of which originate from the c-stem blam, since the first is a superset of the second.  Morpheme boundary relations, drawn horizontally with dashed lines, connect such CIC’s as me.mes.med and e.es.ed, each derived from exactly the triple of word forms blame, blames, and blamed, but differing in the placement of the hypothesized morpheme boundary

Hierarchical links, connect any given CIC to often more than one parent and more than one child.  The empty CIC (not pictured in Figure 1) can be considered the child of all level one CIC’s (including the Ø CIC), but there is no universal parent of all top level CIC’s.  

Horizontal morpheme boundary links, dashed lines, connect a CIC, C, with a neighbor to the right if each c-suffix in C begins with the same character.  This entails that there is at most one morpheme boundary link leading to the right of each CIC.  There may, however, be as many links leading to the left as there are characters in the orthography.  The only CIC with depicted multiple left links in Figure 1 is Ø, which has left links to the CIC’s e, s, and d.  A number of left links emanating from the CIC’s in Figure 1 are not shown; among others absent from the figure is the left link from the CIC e.es leading to the CIC ve.ves with the adherent sol.  Since left links effectively slice a CIC on each character in the orthography, adherent count monotonically decreases as left links are followed.

While many ridiculous CIC’s are found in Figure 1, such as ame.ames.amed, from the vocabulary items blame, blames, and blamed and the c-stem bl, there are also CIC’s that seem very reasonable, such as Ø.s, from the c-stems blame and tease.  The key task in automatic morphology induction is to autonomously separate the nonsense CIC’s from the useful ones, thus identifying linguistically plausible inflection classes.

To better visualize what a CIC lattice looks like when derived from real data, Figure 2 contains a portion of a hierarchical lattice automatically generated from our Spanish newswire corpus.  Each entry in Figure 2 contains the c-suffixes comprising the CIC, the adherent size of the CIC, and a sample of adherent c-stems.  The lattice in Figure 2 covers:
1) The productive Spanish inflection class for adjectives, a.as.o.os, covering the four cells, feminine singular, feminine plural, masculine singular, and masculine plural respectively,

2) All possible CIC subsets of the adjective CIC, e.g. a.as.o, a.os, etc. and,

3) The imposter CIC a.as.o.os.tro, together with its rogue descendents, a.tro, and tro.  

Other CIC’s that are descendents of a.as.o.os.tro and that contain the c-suffix tro do not supply additional adherents and hence are not present either in Figure 2 or in our program’s representation of the CIC lattice.  The CIC’s a.as.tro and os.tro, for example, both have only the one adherent, cas, already possessed by their common ancestor a.as.o.os.tro.

4.2 Search

With the space of candidate inflection classes defined, it seems natural to treat this lattice of CIC’s as a hypothesis space of valid inflection classes, and to search this space for CIC’s most likely to be true inflection classes in a language.

There are many possible search strategies and heuristics applicable to the CIC lattice.  Monson et al. (2004) investigate a series of search algorithms which employ simple heuristics to leverage the lattice structure of CIC relations to identify CIC’s whose c-suffixes are likely subsets of true inflection classes of Spanish.  The implemented algorithms have achieved F1 measures above 0.5.  In this paper I discuss as yet unimplemented theoretically motivated search strategies.

Since there are two types of relations in the CIC lattices I construct, search could be broken into two phases where one phase searches the c-suffix set inclusion relations and the other phase searches the morpheme boundary relations.  In Monson et al. (2004) we focus on a search of the c-suffix set inclusion relations and only utilize morpheme boundary links as a constraint on vertical search. 

In previous related work Goldsmith (cite) and Snover (cite) do not separate these two types of search.  Goldsmith’s triage search strategies, which make small changes in the segmentation positions in words, primarily search the horizontal morpheme boundary links, while the vertical search is primarily performed by the heuristics that suggest initial word segmentations.  For example in the 


word ‘castro’ if Goldsmith’s algorithm decides to segment this word as cas.tro then that implicitly votes for the CIC a.as.o.os.tro while if he decides not to segment ‘castro’ then that votes for a.as.o.os.

One possible principled vertical search algorithm is based on a statistical independence test.  If two suffixes are statistically independent (or even negatively correlated) then they are probably not part of the same inflection class.  One statistical independence class is the χ2 test, which compares the expected number of co-occurrences of two random variables assuming their independence and the actual number of co-occurrences of the random variables.  During this process the χ2 test computes a Q statistic for which large values indicate that with high confidence the random variables are independent.  In our Spanish newswire corpus there are 22950 unique c-stems, of these 1237 belong to the a CIC, 404 belong to the as CIC, 16 to the tro CIC, 199 to the a.as CIC, and 2 to the a.tro CIC.  Using these numbers we can calculate the Q statistic Q(a, as) = 1552, Q(a, tro) = 1.587, clearly suggesting that a and as are not independent while a and tro are.  Similarly calculating Q(as, o | a) = 25.28, Q(as, tro | a) = 1.707.

There are also interesting possibilities for horizontal search.  In Harris (cite) the word forms in a vocabulary are placed in a trie and morpheme segmentations are proposed at positions with high branching count.  One way to view the horizontal CIC lattices in this paper is as a conflated trie where sub-tries which are identical are conflated into a single trie. (picture).  On any path from right to left in the conflated trie there are now two pieces of information. 1)  retrying

Things I can say here

· 2 kinds of search

· Vertical

· Statistical tests

· Horiz

· Like Harris but identical sub tries conflated

· Can use MDL (Goldsmith)

· Or Probability model (Snover)

· Search could either be performed vertical followed by horz or could be interleaved

· Conflating CIC’s into grand CIC’s

· Generalization to unseen wordforms

5  Future Work 

We believe the heuristic search strategy described in this paper can be significantly improved upon.  We plan to investigate search strategies for both the vertical and horizontal links in our CIC lattices.  We currently have plans to employ statistical independence and correlation tests to adjacent CIC’s as a guide to search.  Other search criteria we are considering are information gain and minimum description length measures.

There are also modifications to the search strategy that may significantly improve performance.  For example, it may be advantageous to actively follow horizontal morpheme boundary links, instead of merely blocking paths, when a morpheme boundary error is discovered.  The next immediate step we will take is to scale our implementation to investigate performance changes as we increase the size of our Spanish corpus.

The intention of this work is to produce a language independent morphology induction algorithm.  Hence, we plan to apply this work to a variety of languages, both well studied languages such as various European languages as well as low density languages of interest to the AVENUE project, such as Mapudungun and Aymara, indigenous languages of South America with complex agglutinative morphologies.
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Figure � SEQ Figure \* ARABIC �0�: Hierarchical CIC lattice automatically derived from Spanish
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Figure � SEQ Figure \* ARABIC �0�: Portion of a CIC lattice from the toy vocabulary: blame, blames, blamed, roams, roamed, roaming, solve, solves, solving
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Table � SEQ Table \* ARABIC �0�: A few inflection classes of the English verb paradigm
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