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B3.
Objectives

The continuing increase in computational power combined with augmented connectivity has helped popularise and democratise computing. The enormous technological push from these advances and pull from humans eager to interact, has shrunk computing from institutionalised mainframes and minicomputers to home PC’s in less than two decades, delivering communication and computing services to every man, woman and child, thereby revolutionizing the way we all live our daily lives. The revolution is also not over yet, as it gets ready for the next stage in this progression: the move away from the desktop (a limiting environment), and on into mobile, wearable and ubiquitous devices. To serve up content to a growing number of mobile computing devices, broader access and greater bandwidth will be made available, anytime and anywhere. 3G-wireless, UMTS, wireless LAN’s are beginning to be fielded and are being prepared for deployment. But who will use them? Who will require such capability? Who needs to be on-line all the time? And who will pay extra for it? Voice alone can already be transmitted without much bandwidth, and computing intensive data-services are frequently inadequate for mobile use. Yet an enormous spectrum of possibilities is conceivable, provided content and services can be brought to the user in a contextually appropriate and natural manner. Computing and communication services must be instantiated specifically with the mobile user in mind, rather than making static desktop applications smaller and cramming them on wearable devices.

SPECTRUM aims to exploit the emerging power of mobility to better serve cross-cultural and cross-linguistic communication and computing needs. It intends to provide answers to questions such as: What does a mobile user need and want, and how can it be provided appropriately in a multilingual and multicultural setting? How can it be engaged to navigate in a foreign and multinational environment? What can we do with computing that is always on? Three problem areas serve as focus for SPECTRUM:

· Improved Intercultural Communication in a Mobile Setting – Not only data-bandwidth matters in our ability to connect. How do we use mobile, wireless devices effectively to improve intercultural communication and cross-lingual understanding? How can speech-to-speech translation (STST) systems interpret meaning and intention in face-to-face social situations? How can emotions and cultural subtleties be communicated inter-culturally? How can speech translation be provided on a mobile platform, despite the added complexities of varying noise, changing domains, context and changing bandwidth? How can it be better ported to new domains? And how can it be improved in robustness, and provide intelligent fallback strategies that prevent communication breakdown?

· Integrating Human-Human and Human-Machine Communication in a mobile setting – A wearable device cannot be operated by keyboard, and requires sophisticated natural multimodal human interfaces. Speech, vision and handwriting seem natural candidates for human-machine interaction. But how can a system provide seamless integration between human-machine services and human-human services? How can the system blend the two, provide assistance and guidance for a user to access and understand databases and information resources, but also to serve as a go-between to facilitate the interaction with other humans or with a user’s direct environment.

· Appropriate Services and Applications for mobile wireless communication services – What applications actually make sense in a mobile environment and how can they be enabled by the technology we propose to develop? This question cannot be answered in the abstract; it has to be studied in actual use. Several prototype systems and services will be developed and combined into a mobile information assistant that provides human-human as well as human-machine services. The considered scenario will be centred on tourism, but business, emergency help and humanitarian uses will also be investigated. Deployment will be tested in trial uses.

SPECTRUM will develop two showcases, the first 18 month after project start and the second at the end of the project, to demonstrate the technical advances, and the feasibility of the adopted solutions in the chosen scenarios. From a technical/scientific point of view, SPECTRUM will advance the underlying component technologies as well as develop new system concepts. In particular:

· Human Language Technologies (HLTs) modules and architectures that have already been developed by the scientific partners will be improved and expanded to meet the new requirements and challenges in a wireless, mobile setting. On the speech side, tolerance to environmental noise, speaking rate, stress and emotion, have to be studied, as well as the optimal integration of multilingual recognisers. On the translation side, we expand the development of translation approaches from Interlingua (Interchange Representation Format, IRF. Cf. Levin et al., 2000) based methods (already advanced considerably by the scientific partners of SPECTRUM), to include direct translation methods (statistical and example based approaches) and automatic learning techniques, in an effort to facilitate development effort and portability. Integration into multi-engine systems, and use of fallback and backup strategies will enhance robustness in actual use.

· A flexible design of the telecommunication architecture will be undertaken, with careful attention given to the potential and limitations of foreseeable networking solutions. We will propose architectures that can be actually deployed in the medium term, but expanded as more advanced communication systems become available.

· We will develop more realistic, and, at the same time, richer communicative settings than what is currently available, including: expression of emotion and social cues, and exploration of a more (pro)active role of the interpreting system in error recovery and communication management. This may lead to the development of communication managers that serve to facilitate in the communication process. Such communication managers will then also be tasked to facilitate between several human agents via speech translation as well as with computer agents that serve up complementary information or requested data.

Our measures of success will extend beyond mere word error or translation accuracies and include:

· The broader issue of communication robustness, defined in terms of the capability of the system to actively support achievement of communicative goals,

· Domain robustness and portability of the STST system by exploring a fully integrated multi-engine approach to translation and by developing advanced learning approaches, and interactive grammar induction. 

· Adequacy of the platforms and the infrastructure: what is required in terms of bandwidth, footprint, and speed for STST to be effective on a wireless device? What kind of architectures/infrastructures are more appropriate to support multilingual conversation between parties located in different parts of the worlds? What kind of networking solutions should be adopted, given the current uncertainties about future evolutions?

· Effectiveness in multilingual and multimodal use. We aim to achieve optimal communication effectiveness in use by allowing for dialog and mixed and multimodal initiative.

· Improved Overall Effectiveness by identifying an optimal selection and integration of technologies/services: translation of speech and text (documents and signs—input to the system through a webcam; text-based interaction among users, etc.), navigation, information retrieval on location, on-line guide books, chatting, meeting rooms, and more. These are all features that could be built around/complement STST, providing a range of facilities targeting both multilingual communication and information access. Furthermore, at least some of these technologies can provide a more direct added value, by playing a major role in securing communication robustness.

In more detail, most current efforts in STST address a rather narrow notion of robustness, targeting the capability of modules and of the system as a whole of providing sensible answers even in the presence of corrupted input, incomplete information, etc. Such a concern is natural as long as STST systems play a passive role, and their main/unique objective is limited to translation of isolated messages from one language to another. For actual use, though, it is crucial to start addressing the question of how STST systems can be designed that play a more active role in securing achievement of communicative goals, vis a vis system breakdown, misunderstandings, known HLT modules limitations, networks problems, etc. Communication robustness encompasses, in our view, all the ways in which communication can fail: communicative goals misalignments, misunderstandings among the parties, problems due to the limitations of the system itself (e.g., HLT modules), or of the underlying networking, etc. A communication manager must be capable of: monitoring the conversation, detecting and preventing problems; and deploying recovery strategies which can creatively rely on the rich communicative environment provided by the wireless world. Communication robustness involves:

· use of context, dialogue information—e.g., the goals, and objectives of each party—and domain knowledge to improve disambiguation within the STST modules (particularly analysis). This includes identifying and tracking requests and responses to requests, and then using this information within, e.g., the IRF-based translation components to select a more plausible domain action.
· management of the modalities available to the system. This is more of an HCI direction of investigation, as it requires studying and modelling the effectiveness of the various modalities available to the user in addition to the main STST communication. It relates to the STST system itself, which would be required to identify translation failures that would then trigger the suggestion of alternative communication modalities. What is realistic is resorting to: alternative approaches to translation—e.g., word to word translation, statistical translation—alternative channels for communication—e.g., textual messages in a SMS-like mode, phrasebook lookup—and human-machine dialog to increase the quality of communication, propose and promote bits of information and new contents or pieces of information (pictures, drawings, texts).
An important and new topic, which affects the quality of translation, and has been left untouched by previous and current attempts, concerns the view of language as a powerful tool for communicating emotional states, in particular through prosody and intonation. The current interest on affective computing, and the theoretical/technological results already obtained about the relationships between prosody and emotion, encourage further efforts on the prosodic cues that express emotional states and dispositions of speakers, and on the possibility of ‘translating’ them. Besides the obvious scientific interest, the translation of emotions is extremely important for improving the overall quality of STST, when seen from the point of view of communicative effectiveness. In ordinary, monolingual conversation, in fact, the detection of emotional states crucially contributes to relevant inferences about the other party’s attitudes, behavioural dispositions and reactions. This information feeds the dynamic process leading to the adjustment of own’s goals and conversational strategies. Thus, effective multilingual communication in a wireless scenario would greatly benefit from the translation of emotions. 

B4.
Contribution to programme/key action objectives

The project addresses the objectives of CPA2, Multimodal and multisensorial dialogue modes, and of Key Action III, research-line III-3.1 (Multilingual Web)

The project intends to produce enabling technologies for the wireless world, which can help realise the deliverance of high quality information services to European individuals and companies in a user-friendly manner, all these being among the main goals of the IST programme. 

Europe’s language diversity is at the same time a valuable cultural heritage worth preserving, and an obstacle to achieving a more cohesive social and economic development. This situation is reflected in many official EU documents, and has been further stressed as a major challenge in the accompanying document for the Human Language Technology research lines. Improving language communication capabilities is a prerequisite for increasing European industrial competitiveness, this way leading to a sound growth in key economic sectors.

SPECTRUM aims at contributing to the promotion of economic growth in the e-commerce and e-service area, at improving access to services by customers in the wireless world, at fostering a better organisation of services by companies and providers, and at promoting a greater control on interchanges by customers/users. Improving person-to-person communication between people from different European countries will offer cost-effective and flexible approaches helping to achieve the two strategic objectives of European language policy. 

The project aims at delivering advanced technologies for human-to-human, multilingual and multimodal communication in a wireless setting, this way directly contributing to the overall objectives of the IST programme, and in particular to those of CPA2– Multimodal and multisensorial dialogue modes, and Key Action III, research-line III-3.1 (Multilingual Web). Importantly, SPECTRUM has important bearings also on the goals of Key action I, action line I.5.3 (Ambient Intelligence Application Systems for Mobile Users and Travel/Tourism Business). The outcome of the project, in fact, will be a speech-to-speech translation system to serve in this development by making multilingual and multimodal communication in a wireless world scenario affordable, robust (even with respect to communicative goals), and easy to deploy. The developed technologies will be demonstrated in a particular domain involving travel/tourism.

At the same time, the concern with cross-domain portability, domain and communication robustness and the attention given to architectural issues shows the consortium commitment to device solutions that impact well beyond any particular economic sector, proving beneficial for the overall evolution of services in the wireless world.

B5.
Innovation

SPECTRUM intends to improve over existing speech-to-speech translation technologies, with respect to cross-domain portability, multimedia/multimodality integration, translation of emotions, and both traditional and novel techniques for enforcing robustness. 

Present STST systems are highly domain dependent: in order to improve effectiveness and performances, both linguistic resources and many of the speech/language engines are often tailored to the particular domain at hand, severely limiting their applicability. Although attempts at addressing scalability and cross-domain portability have already been made in many areas of HLTs, these are rather new concerns in STST. They are crucial, though, to make STST into a viable technological solution for the wireless world. Finding innovative ways to balance between robustness, on the one hand, and scalability and portability, on the other, is one of the main concerns of SPECTRUM. To this end we will develop both IRF-based methods—enhancing existing Intermediate Representation Formalism to provide for more flexible, maintainable and updateable domain and meaning encoding, and providing solutions to automatise the development and fine-tuning of the required linguistic resources —and direct (statistical, example-based) translation techniques, aiming at integrating them all into flexible and effective multi-engines that can dynamically capitalise on the strength of each method while minimising its weaknesses. Importantly, this will also result in extensive comparative analyses and assessments of the respective merits and limitations that will prove beneficial for further research and development in this field. Within the IRF translation approach, we will devote significant attention to the development of advanced learning approaches for both analysis and generation, building on the outcomes of projects such as NESPOLE!. We will further explore methods that combine rule-based parsing of phrases and arguments with machine learnable mappings to domain-actions and high-level interlingua concepts. These will be further expanded to include interactive grammar induction and learning of new concepts in the interlingua representation.

Another important innovative aspect consists in the commitment towards a strict integration of spoken language and images/graphic manipulation within a multimedia/multimodal setting on a mobile device. Challenges to be met include: integrating the multimodal and multilingual features (how can multimodality affect the STST environment quality?); re-designing graphics, to account for the screen limitations of portable wireless devices; defining types of allowed (pen-based) gestures, and identify the situations in which they can contribute to the effectiveness of communication; synchronizing speech and visual information (e.g. gestures, visual feed-backs, etc.); granting flexibility in switching among the input modalities.

Innovation will be pursued also by introducing the novel concern for communication robustness, a notion encompassing all the ways in which communication can fail: communicative goals misalignments, misunderstandings among the parties, problems due to the limitations of the system itself (e.g., HLT modules), or of the underlying networking, etc. The kind of communication manager we aim at will monitor the conversation, detect and prevent problems; and deploy appropriate recovery strategies that can creatively rely on the rich communicative environment provided by the wireless setting. 

Finally, SPECTRUM will address the translation of emotions, a new topic that can greatly impact on the overall quality of translation. This is in line with our overall concern for systems targeting communicative effectiveness. In ordinary, monolingual conversation, in fact, the detection of emotional status crucially contributes to relevant inferences about the other party’s attitudes, behavioural dispositions and reactions. This information feeds the dynamic process leading to the adjustment of own’s goals and conversational strategies. We submit that effective multilingual communication in the wireless world requires support for these functionalities. Moreover, emotional cues are important not only for the purposes of translation, but also for the system itself. For manifestation of stress, dissatisfaction, difficulty of comprehensions, etc., are among the information the system must deal in order to enforce communication robustness.

Let us finally point out that the integration of sophisticated STST techniques in a wireless environment supporting multimedia presentation and multimodality, targeted at multilingual human-to-human interaction in large and complex domains goes well beyond what is currently made available by state-of-the-art technologies (telephone-based call-centres, or by Web-based e-commerce/service), and the concerns of current research projects.

B6.
Project workplan

B6.A
Introduction

The duration of the project is 36 months.

SPECTRUM aims to exploit the emerging power of mobility to better serve cross-cultural and cross-linguistic communication and computing needs. The project will consider four languages: English, French, German and Italian.

The scenario we are targeting is a wireless help-desk, allowing a user/customer to interact over a wireless mobile device with an agent/service provider, where the two parties speak different languages. The agent is equipped with an ordinary PC, while the customer exploits a mobile device. A typical situation would be one in which the user is travelling in the country of the service provider, and is in need of assistance with any number of travel related situations. We envision both remote and face-to-face conversations. Concrete examples include accommodation reservations, doctor-patient conversations and car mechanical road assistance. 

Two showcases will be implemented: the first at month 18, demonstrating the results obtained with respect to the new HLT modules (both IRF-based and direct approaches), communication robustness and multimodality; the second, at the end of the project, devoted to multi-engine translation, the translation of emotions, and to further advancements in communication robustness. Taken together, the two showcases aim at demonstrating the advantages and the feasibility of the proposed solutions for multilingual and multimodal communication in a wireless scenario.

Both showcases will target the wireless help-desk domain. They will differ, though, both for the different emphasis put on particular subdomains (management of medical emergencies vs. management of car problems), and for the coverage. Showcase1 will be limited to medical emergency; Showcase2 will extend it, while also addressing car troubles.

The choice of the infrastructural and architectural solutions to be adopted will be made taking into account technical feasibility for experimental and demonstrative purposes, and portability of the developed solutions to emerging platforms.

From the point of view of human language processing, SPECTRUM addresses the following main issues: the robustness of STST system with respect to variability due to real users in a wireless and mobile environment; the integration of different sources of information (translation-mediated spoken language and visual/textual material); the translation of emotions through prosody; portability, by developing both IRF-based and direct approaches to STST, and then integrating them into robust and effective multi-engine systems. From the point of view of the overall quality of the supported interaction, SPECTRUM addresses multimodality—the integration of different sources of information—and communication robustness—namely, the capability of the system to (pro)actively manage communication problems.
The translation of emotion issue will be dealt with by means of careful and detailed studies aiming at isolating a set of emotional states that is relevant both for the domain and the interaction scenario. Particular effort will be devoted to investigating ways to manage cross-linguistic and cross-cultural differences in the linguistic/prosodic expression of emotional states. Then technological solution will be studied and implemented which, when validated, will eventually be integrated in the final showcase.

Communication robustness will require investigation of the kind of information—about the context, the dialogue, and the domain—the system can rely on in order to play a more active role. At the same time, a typology of situations in which the system’s active intervention is required will be isolated—translation failures, communication breakdown, problems related to the HLT modules or to the underlying infrastructure, etc. With these in place, ways to manage problems will be hypothesised, implemented and tested. We are currently considering: use of alternative approaches to translation, use of alternative channels (text, images); human-machine interaction (e.g., promotion of information and contents); etc. The activities will be carried in two successive steps: a first phase leading to a demonstration of the obtained results in Showcase1, and a second step devoted to refinements and improvements, with results to be demonstrated in Showcase2.

Multimodality will be dealt with by building on the results of projects that have targeted the integration of multimedia, multimodal and multilingual features—e.g., NESPOLE!. We plan to have relevant results already available for demonstration in the first showcase. These will be submitted to extensive user-oriented studies, leading to improvements that will be shown in the final showcase. User-oriented studies will be a crucial feature of this activity, being used both during planning/design, to isolate relevant features, and during the evaluation of the two showcases, to test the effectiveness of the proposed solutions, and feed successive improvements.

The project workplan is as follows. We have four major sets of activities spanning the whole temporal extent of the project: a) the study, development and evaluation of HLT modules (speech recognition/synthesis, IRF-based and direct translation methods, multiengine approaches); b) the activities related to the multimedia/multimodality issue; c) the activities targeting communication robustness; d) the translation of emotions. The first three lines of investigation and development will converge on the realisation of Showcase1, due by month 18, which will demonstrate (communication) robust multilingual and multimedia-based conversation in the wireless help-desk for the traveller. The showcase will be evaluated on real data in a real mobile setting, in order to stress and evaluate robustness, and quality of interaction. The results will feed the second phase, whereby improvements on all the relevant research lines will be pursued, and converge in Showcase2, due by month 36. The second showcase will also integrate the results concerning the translation of emotions. 

W1 - Management

A smooth organisation of works requires a good management, co-ordination and interfacing of the different activities. In SPECTRUM, management is even more crucial as the consortium activity has to maintain a close integration with the American partner. Management will take care of the coordination of technical aspects, will supervise the project’s schedule, assess project progress, secure a proper level of communication among the partners, the respect of the workflow, and will organise project meetings. Evaluation procedures for the whole project will be developed and implemented. Reviews, verifications and demonstrations during the work will be organised, and quality controls will be enforced. Reports and deliverables will be collected, and their quality will be assessed before submitting them to the European Commission.

Information exchange will be guaranteed also through a project WEB site where reports and drafts will be made available. The WEB site will also serve for dissemination purposes. 

In order to exploit possible synergies with other HLT projects working on equal or analogous themes, some activity will be devoted to concertation and clustering. To this end, the following activities will be necessary:

· Actively participate in general cluster meetings (min. 2/year, typically by the technical coordinator).

· Contribute and participate to cluster special events such as seminars, workshops, open days, etc.

· Collaborate in designated work groups (typically by interested and competent RTD staff). 

· Make available project-related information, including technical documentation, to other cluster participants and/or work group members. 

· Contribute content to print and/or electronic cluster publications, demonstrations and showcases.

· Support the designated cluster organs (coordinator and secretariat) in successfully implementing the agreed cluster activities and to respond to their requests. 

· Report progress to the cluster coordinator.

The project management will also take care of all administrative procedures, including contractual matters between partners. The manager(s) will act as a first point of contact in liasing with the funding agencies, the partners and the user-group. Concerning financial matters, they will prepare accounts, provide for payments and so on.

W2 - Requirements specification

System requirements fall in two main categories: application dependent and domain dependent requirements. The former includes hardware and software requirements addressing the desired functionalities rather than the domain characteristics. The latter focus on the peculiarities of the scenarios and domains.

Domain requirements

The choice of the application domains—i.e. services for the traveller—follows general consideration about the tendencies and needs of the international markets. Tourism and travel are among the economical sectors with more growth chances, and among those that will take the greatest advantage of wireless/mobile scenarios. Tourism is involved in an important change consisting in a shift from the current broker-supported market (agencies, tour operators) to a situation in which the customer directly contacts and negotiates with local representatives of service providers the so-called destinations. At the same time, destinations are more and more turning into providers of broad spectrum services, not only limiting themselves to traditional tasks such as the care of lodging. Among the services the traveller expects, those related to emergencies are among the most requested ones. Helps, directions, advices in case of illness, about such inconveniences as car breakdowns, can be highly problematic when the traveller does not speak/understand the language of the country he/she is in. On the provider side, this requires the capability of negotiating and supplying personalised solutions, engaging in an interaction with the customer, with the aim of meeting the demands and needs of customers. The customer, in turn, will have the possibility of explaining his/her situation and problems, his/her expectations, and will enjoy a true guidance towards finding optimal solutions.

Addressing such an emerging scenario requires that we resolutely improve over existing STST prototypes by addressing highly complex communicative exchanges. Within SPECTRUM the customer interacts and negotiates on a great range of topics with the service provider using his/her own native language. He/she must be enabled to describe his/her problem, possibly resorting to exemplificative pictures, providing details about his/her travel plans, receiving punctual and reassuring information. The destination, on the other hand, needs a system capable of assisting him/her in managing data-bases of pictures and images describing hotels availability, sporting resorts, cultural events, etc., as well as textual information of various kinds. All this will enable the destination to react to the customer choice by proposing optimal solutions.

Scenarios requirements

The scenario we envisage integrates STST for four languages (English, French, German and Italian) with multimedia and multimodal interaction in a wireless/mobile environment. A careful and thorough study of the role of interacting partners in the scenario of the wireless help-desk for emergency matters is needed, leading to a detailed description of the system functionalities.

Architectural requirements. 

SPECTRUM targets the development of advanced solutions for multilingual and multimodal services in the wireless world. The choice of the infrastructural and architectural solutions to be adopted is to be made taking into account technical feasibility for experimental and demonstrative purposes, and portability of the developed solution to emerging platforms.

Given the complexity of the involved issues, and the speed at which technology evolves, much care will be needed to carefully design the architectural solutions, prioritizing those which permit to effectively experiment with, and assess innovative services, while at the same time do not prejudice integration in future, emerging platforms.

Currently, 3G wireless technologies and UMTS are proceeding at a slower pace than expected because of the high costs of the required infrastructure, and the consequently narrow window of opportunity for competing. An interesting alternative, at least as far as experimentation with the relevant services is concerned, is provided by wireless networks that offer free “broadband” services on a small geographical scale. Among them, the wireless LANs (WLANs) are the most appealing [Stallings, 1996], and network technologies for single-hop wireless LAN are starting to appear on the market at a competitive price. 

For our project, we plan to first focus on two WLAN technologies: Bluetooth [BLUE] and IEEE 802.11 [IEEE802]. Extended WLANs, in fact, can guarantee the full coverage of a territory—e.g., city centres, university campuses, airports, highways, etc. Moreover, hardware supporting both the Bluetooth and IEEE802.11 standard are also appearing [EWDI], and these products aiming at solving the co-existence problems that plague wireless networks. 

Choices like these will allow us to reach the goal of experimenting with, assess, and deliver advances multilingual and multimodal services for the wireless world. However, SPECTRUM will constantly monitor the technological evolution of platforms and devices, with a particular attention to multimedia cellular phone of third generation. If, during the first year and a half of the project’s life, enough evidence will emerge that UMTS is going to take off, the consortium will consider the possibility of involving a relevant player as a subcontractor, and deploying the second showcase as a UMTS services. 

W. Stallings

”Local & Metropolitan Area Networks” Prentice Hall, 1996.

[BLUE] Bluetooth home page: http://www.bluetooth.com/.

[EWDI] “ewd TM develops first single-chip Voice and Data Broadband Wireless Networking Processors to simultaneously support any combination of 5GHz spectrum and 2.4GHz standard protocols”

Press release, July 31, 2001

Available at: http://www.ewdi.com/ewdi_com/dp1.0/dpcontent/36_pdf56.pdf

[IEEE802] "ISO/IEC 8802-11:1999(E) ANSI/IEEE Std 802.11", Part 11: Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY) specifications, 1999

HLT modules and resources specification. 

This will include: requirements and specifications for the HLT modules, the IRF, the linguistic resources, data and corpora collection and annotation, with a particular emphasis on prosody and emotions.

Specification of the communication robustness features

This includes the details and the specifications for the activity targeting the features and functionalities needed to turn the system into a true, multilingual communication manager supporting communication robustness.

Testing and evaluation specification

A detailed plan for the various testing and evaluation activities will be provided, including objectives, thresholds, procedures, etc. This will cover all the aspect under investigation, starting from the more traditional ones—evaluation of single HLT modules, comparative evaluation of whole STST systems, evaluation of usability and impact on communication quality for multimodal features—till the more innovative aspects the project is concerned with—evaluation of the emotional quality of translation and evaluation of communication robustness. With respect to the latter, the topic of better and more effective task-based evaluation metrics will be crucial to assess the effectiveness of switching between modalities and strategies, hence to evaluate the degree of communication robustness attained.

W3 - Showcase development

The scenario considers an agent of a ‘service-provider’ delivering wireless help-desk functionalities, and a ‘customer (the tourist/traveller), speaking different languages. Both parties use thin terminals and communicate using voice and pens (or other pointing devices). The agent is equipped with an ordinary PC, while the customer exploits a mobile device, e.g., a last generation PDA with:

· multimodal input: voice, pen, touch screen, camera;

· wireless communication based on 802.11 standard;

· emerging mobile operating systems (Windows CE, Mobile Linux, …);

· Netmeeting-like communication application

The user is visiting the agent’s country, and needs services for managing given emergencies: in particular he/she is might need to talk to a doctor, and/or to interact with a car repairer because of car troubles. 

This workpackage will take care of all the activities concerning the development of the relevant architecture/infrastructure, and the integration of all the modules. In more detail:

· Set-up, test and validate the hardware and software platform supports. If the model described above will be confirmed, communication architecture will be based on HOTSPOTS (one for each language)—that is, WLANs covering restricted areas such as airports, buildings or downtown areas, linked to Internet through a high bandwidth connection. Users can move within HOTSPOTS. Agents, on the other hand, are based at a Web Call Centres, linked with the HOTSPOTS by a high bandwidth connection. 
Recently, WLAN solutions, based on IEEE 802.11 standard have appeared on the market, and, software packages based on H323 standard and Netmeeting running on PDA have also been presented—e.g., Spectrum 24 by Symbol Technologies. Also very interesting is the iPAQ Pocket PC’s ability to talk to wireless LANs using a PC Card, and the prospects offered by the Voice over Internet Protocol (VoIP).
· SPECTRUM will explore the suitability of system architecture based on thin terminals for the users. They will: input speech, images and gestures; encode and send them to the server(s); output the same information when this is made available. All the modules implementing the multilingual and multimodal features of the system will reside on geographically distributed servers. In this respect, we intend to capitalise and improve on solutions the technological partner has already developed. 

· Integration of the STST, multimedia and multimodal functionalities. Our scenarios integrate visual cues and images with multilingual speech. Thus, both the agent and the customer might want to be able to use images, movies, and graphics, while commenting on them by means of spoken language, and acting on them through gestures.

W4 - Translating Emotions

The translation of emotional state, as expressed through prosody, is a topic, that, to our knowledge, has never been addressed before. It is of the utmost importance, in general, and for mobile-based communication in particular. In ordinary, monolingual conversation, in fact, the detection of emotional states is crucial to permit relevant inferences about the other party’s attitudes, behavioural dispositions and reactions. This information feeds the dynamic process leading to the adjustment of own’s goals and conversational strategies. Clearly, effective multilingual communication in a wireless setting requires that these functionalities be supported.

Emotional cues are also very important for the system itself in view of communication robustness: stress, dissatisfaction, difficulty of comprehensions, etc., as manifested through prosody, are among the information the system could use to monitor the status of the interaction, and plan repair strategies. 

We intend to proceed as follows:

· although we plan to build on existing results concerning the relationships between prosody and emotion (see the Proceeding of ISSCA workshops on Speech and Emotions, 2000 and 2001), the concern with STST translation is new, so preliminary empirical studies are needed to isolate a set of emotional states which is relevant for both the domain and the kind of interaction scenario envisaged, and whose expression at the level of prosody can be dealt with. 

· once this is in place, we will turn to the adaptation of the speech recognisers and synthesisers to allow them to recognise and produce the relevant cues, and to the adaptation of the translation system. As to the latter, we plan to prioritise the IRF-based approach. This method, in fact, seems to provide for a more perspicuous encoding of emotional indicators, by having them directly included into the IRF expressions coming from the analysis chain, and then feeding them into the synthesis/generation one. Studies will be performed to identify the right level at which to include emotional information—e.g., at the level of dialogue acts, at some lower level (concepts and features), or at both. Experiments will be conducted also with direct translation methods, though we do not commit ourselves to results in these respects.

· we plan to have results stemming from these activities available and demonstrable in the final showcase.

W5 - Communication robustness

Communication robustness requires the design, implementation and test of a communication manager—that is, a module which monitors the status of the interaction, detects and anticipates communication failures, and deploys appropriate strategies to repair/prevent them. 

To this end, we intend to:

· investigate the kind of information—about the context, the dialogue, and the domain—the system can rely on in order to play a more active role;

· isolate a typology of situations in which the system’s active intervention is required—translation failures, communication breakdown, problems related to the HLT modules or to the underlying infrastructure, etc.;

· define the set of strategies the system will deploy to enforce communication robustness;

· individuate the kind of resources the communication manager can rely on to implement its repair/prevention strategies. Currently, we are considering: alternative approaches to translation, alternative channels (text, images); active promotion of information and contents, etc.;

· design and implement repair/prevention strategies.

The activities will be carried in two successive steps: a first phase leading to a demonstration of the obtained results in Showcased1, and a second step devoted to refinements and improvements, with results to be demonstrated in the Showcase2.

W6 - HLT development

At the core of the project there will be the development of new state-of-the-art Human Language Technology (HLT) components, which will be integrated into complete STST systems. While we plan to build upon the technology and scientific advances achieved by previous and current STST efforts such as C-STAR, VERBMOBIL and NESPOLE!, our main goal will be to significantly advance the technological capabilities of STST systems in terms of robustness, scalability and portability to new domains, and in terms of prosodic processing.

Because of the spontaneous nature of spoken language, effective STST systems require a design that is robust to disfluent and unpredictable input. Such phenomena must be appropriately dealt with at every level, from that of the acoustic signal up to that of conversational structures. Moreover, the broadness and complexity of the domains to be addressed by SPECTRUM suggest that it be broken down modularly into smaller sub-domains. This, however, requires a complex architecture of STST components that can support modular development and can effectively integrate the separate sub-domain knowledge sources. As a consequence, portability and scalability acquire a particular relevance.

A major objective of SPECTRUM is the development and test of different approaches to STST. Thus, we will continue to pursue IRF-based approaches, but will address also direct methods: statistical and example-based translation. 

The IRF-based approach targets a series of modules, each addressing one of the considered language, and consisting of two separate chains: an analysis chain, which maps input (spoken) utterances to IRF representations, and a synthesis chain, mapping the latter into output (spoken) utterances. One of the great merits of this approach is that given n languages, only n (analysis and generation) modules are required for translating between all the possible language pairs. At the same time, the integration is very easy, simply requiring that each module be capable of producing/understanding IRF-strings. To enhance cross-domain robustness and portability, we intend to focus on learning approaches for both analysis and generation (the latter being a quite new topic), and on interactive grammar induction

Direct methods, on the other hand, immediately take advantage of data; for this reason, they provide a simpler solution to the portability and scalability problem. Also, in comparative tests on simple domains, they seem to perform better than competing methods (Ney 2000), though it is acknowledged that they might be inferior as to quality of translation and robustness.

Our aim is not only to improve on existing technologies for all the mentioned approaches, and provide comparative evaluation along the relevant dimensions (portability, robustness, quality of translation). We have the more ambitious goal of integrating those techniques within a multi-engine translation system. In this, we are encouraged by preliminary results obtained in projects such as Pangloss, DIPLOMAT and NESPOLE!, which show that multi-engines have the capability of dynamically taking advantage of the strengths of each techniques, while minimising the respective weaknesses. 

Corpora acquisition and annotation.

Data for both the domains to be considered will be collected and annotated in the various languages of SPECTRUM, at all the relevant levels, including the prosodic and emotional one. They will be used to develop and test the language knowledge sources of the translation components (grammars, lexica, IRF, etc.), train HLT modules, including the language models of acoustic recognisers, and feed the activities of W4. They will also be used to perform comparative evaluations among different approaches.

Speech Recognition and Synthesis Components

The partners of SPECTRUM already have the infrastructure, the research teams and many years of experience in building large vocabulary speech recognition and synthesis systems in the languages of the project. Besides expanding and adjusting pronunciation dictionaries and language models to the domains at hand, starting from their state-of-the art systems, we plan to: 

· adapt the recognition engines to the channel and environmental (noise) requirements of the wireless/mobile world, and of the chosen scenario;

· address prosody, both on the recognition and on the synthesis sides. This will provide additional information, and of improved quality, for sentence level processing (disambiguating among different dialogue acts; provide cues for understanding the informational structure of sentence (topic/focus distribution), etc.) and will contribute to the detection and expression of relevant emotional states, see W4.

Translation Components

- IRF-based Analysis and Generation Engines

We will devote significant attention to the development of advanced learning approaches for both analysis and generation, by capitalising on the result of projects such NESPOLE!. We will further explore methods that combine rule-based parsing of phrases and arguments with machine learnable mappings to domain-actions and high-level interlingua concepts. These will be further expanded to include interactive grammar induction and learning of new concepts in the interlingua representation.

Each scientific partner will take care of the development of the modules for its own language.

- Direct translation engines


We will consider the following techniques:

· Example-based Translation, using generalised EBMT engines capable of producing good results from a relatively small bilingual corpus. 

· Direct Statistical Translation

The objectives are to set up robust, portable and efficient alternatives to IRF-based STST, and to perform comparative evaluations with respect to robustness, scalability and domain portability. 

The effort of developing direct translation modules between pairs of the considered four languages will be appropriately distributed among the scientific partners.

Multi-engine Translation Approaches

The experience and insights gained with single-engine approaches will feed our effort to address multi-engine STST. Such a paradigm combines several different translation modules into a single architecture, with the goals of capitalising on their respective strengths, and minimising their weaknesses, in terms of robustness, scalability, domain portability, and translation quality. To this end, we plan to build upon the results of projects such as Pangloss, DIPLOMAT and NESPOLE!. The main new research challenges in this context are: (1) how to extend the multi-engine framework to incorporate the IRF-based and direct translation approaches; and (2) the development of a significantly improved statistical framework for selecting an optimal combination result from the multiple engines.

W7 - Multimodality

Traditional keyboards and mouse interfaces are unpractical on small portable devices. Most researchers and technology providers agree on the idea that the next generation of mobile-networked users will use speech and gesture to enter and retrieve information. Recent studies in HCI indicate that multiple input modalities can assure greater communication naturalness and higher system effectiveness. In particular some laboratory studies found that the combination of spoken and pen-based input yields significantly faster task performance, if compared with unimodal interfaces, with significantly fewer errors and disfluences. In addition, experimental users often switches modes to correct errors and prefer to interact multimodally than unimodally if they can choose. Multimodal interaction seems to provide the user with the ability to capitalize on the advantages of all the input modalities and to overcome their weaknesses.

Building on the experience of such projects as NESPOLE!, the aim of the W7 is to design, implement, and integrate multimedia/multimodal features with multilingual ones on the base of user-oriented studies, taking into account the physical and technological constraints and the software and hardware limitations.

Experimental studies will be performed in order to define guidelines with respect to:

· Re-designing graphics. On the small screen of portable wireless devices, graphical information should be re-formatted. In addition, usability evaluations for all icons and dialogue boxes is needed in order to assure to users an immediate comprehension of the function of all the elements displayed on the screen.

· Defining types of allowed pen-based gestures. Answers to the following questions should be given: which kind of messages could/should be supported by pen-based gestures? Which are the relevant properties of the pointing gestures that the system should recognize to improve the quality of communication?

· Synchronizing speech and visual information (e.g. pen-based gestures, visual feed-backs…). How can the system deal with time delays and reproduce the original and/or natural sequence of spoken and pen-based input?

· Granting a minimum level of task performance even when the computer is disconnected from the network. Mobile devices connected to a wireless network suffer wide variations in network conditions. Which are the system functionalities that should be granted even in case of disconnection from the network?

· Granting flexibility in switching among the input modalities. The user should feel free to choose which modality to use for each input.

· Integrating the multimodal and multilingual features. How can multimodality affect the STST environment quality? Can multimodality be an added value even in a wireless multilingual environment?

The results will be used to design and implement the multimodal functionalities of Showcase1. The latter will be assessed, through usability studies, with results contributing to the final refinement of SPECTRUM’s multimodal space, to be implemented and demonstrated in Showcase2.

W8 - Assessment and evaluation

Testing and evaluation will focus on robustness, scalability and portability, as well as on impact on users. To these ends, data reflecting the real tasks will be used. Every partner will assess all the modules it develops.

1.
 Task-Based Evaluation: This involves identifying the users’ goals in a dialogue and giving the dialogue a score which is a function of whether each goal succeeded or failed and how many turns were spent on repairing wrong translations. The method for deciding what counts as a goal and the exact nature of the scoring function are topics for research, especially in view of the importance of this type of evaluation for communication robustness.

2.
 Sentence-Based Evaluation: The goal here is to evaluate coverage and accuracy. For each sentence the source and target are compared by a bilingual human judge. We evaluate the translation components alone (using hand-transcribed input), and also evaluate end-to-end performance using speech-recognition output as the input to the translation components. This covers both IRF-based methods and direct approaches.

3.
 Evaluation of individual components: Individual components can be evaluated by comparing that component’s output to hand-coded ‘perfect’ output. For example, In the IRF-approach, the parser is evaluated by comparing its output on a set of sentences to hand-coded IRFs for those sentences, and generators by comparing their outputs with sentences produced by a human from the same input IRFs. Speech recognition can be evaluated using standard measures such as word error rate. Multimodality can be evaluated by comparing the system performances against testbeds obtained from the data collected during the experimental phase described in W6.

4.
Evaluating scalability and portability: In order to evaluate scalability and portability, we will plot coverage and accuracy as a function of the amount of resources. For IRF-based STST systems, the resources are training data, grammars and lexica, and time spent by human developers. For Example-Based STST, and statistical methods, the resources are training data.

5. Evaluation of Multi-Engine STST: We will compare the performance (probably sentence-based, not task-based) of the multi-engine STST system to the performance of individual engines. We will also remove individual engines from the multi-engine system to see how performance degrades.

6. Evaluation of the emotional quality of translation. This will resort both to traditional methods, similar to those mentioned at point 2 above and at point (7) below.

7
Showcases evaluation. Showcases will be evaluated with respect to standard measures of usability in the area of human-computer interaction. Given the demonstration nature of the applications, subjective measurements will be preferred to objective ones. Since the beginning of the project, focus groups will be set up and standard techniques of the so-called “discount usability engineering” will be applied to ensure that showcases meet the user expectations and needs.

W9 – Dissemination

To fully disseminate and exploit the possibilities of the foreseen technology of spoken translation other potential sectors, not represented by the project’s users, will be considered, i.e. car sellers, furniture companies, insurance companies, banks, Internet and mobile service providers, etc. In order to pursue this goal, a user group will be set up. The composition of this group will be as heterogeneous as possible in order to reach different potential users and/or system integrators. Many other fields of interested in services offered through the mobile devices will be contacted and invited to participate to the users group. 

Another target of dissemination activities will be the scientific community. Papers describing the project approaches and results will be submitted to scientific (SpeechCom, IEEE, ACM, CL), and to wide diffusion journals (Science et Vie, Scientific American, La Recherche), to major international congresses (Eurospeech, ICSLP, IEEE, Coling, ACL), national congress (JEP, TALN, IHM), etc. Moreover, they will be shown in demonstration stands (ErgoIA, CHI, Interact), on the Web and will be advertised in the industrial world.

A third important way to disseminate the results will be a second user group consisting of relevant players of the scientific and technological community. Such a user group will have the task of commenting and advising on relevant technologies, orienting choices, etc. Representatives of this user group might be invited to participate in scientifically/technologically relevant events organised by the consortium. Besides being representative of the scientific world, this user group will also aim at covering languages not present in the consortium, with a particular emphasis on Asian ones.

A Web site for the project will be made available, with different access permissions for the consortium members and the rest of the world. At the appropriate time, it will feature a simple demonstration showing the main functionalities of the systems. With similar contents, a CD will be produce with the goal of promoting the project and its results.

At the end of the project a workshop will be organised in order to present the projects results, along with the showcases, the user group outcomes and the future exploitation activities.

Finally, the consortium will take care of exploitation matters, by performing a detailed study of the economical and social relevance and potentials of the developed technologies.

B6.B
Project planning and time table

B6.C
Graphical presentation of the project’s components

B6.D
Detailed Project description broken down into workpackages

	B1.
	Workpackage list

	
	
	
	
	
	
	
	

	Work-package No.
	Workpackage title
	Lead contractor No.
	Person-months
	Start
month
	End month
	Phase
	Deliverable No.

	W1
	Project Management
	P1
	76
	m0
	m36
	
	D1

	W2
	Requirements
	P3
	66
	m0
	m23
	
	D2, D12

	W3
	Showcases development
	P4
	80
	m4
	m36
	
	D10, D17

	W4
	Translation of Emotions
	P1
	73
	m4
	m34
	
	D7, D14

	W5
	Communication Robustness
	P5
	100
	m4
	m34
	
	D8, D15 

	W6
	HLT development 
	P2
	230
	m4
	m34
	
	D6, D13, D14, 

	W7
	Multimodality
	P1
	76
	m4
	m34
	
	D9, D16

	W8
	Assessment and Evaluation
	P5
	47
	m16
	m36
	
	D11, D18

	W9
	Dissemination and Implementation
	P1
	24
	m0
	m36
	
	D3, D4, D5, D19, D20

	
	
	
	
	
	
	
	

	
	TOTAL
	
	772
	
	
	
	


	B2.
	Deliverable list


	Del. no.
	Del. name
	WP no.
	Lead participant
	Estimated person-months 
	Del. type**
	Security*
	Delivery

(project

month)

	D1
	Evaluation and Assessment Plan
	W1
	P1
	2
	D
	Int
	m3

	D2
	Requirements for 1st shc
	W2
	P3
	4
	D
	Int
	m4

	D3
	Project Web site
	W9
	P1
	2
	P
	Int
	m4

	D4
	Project Presentation
	W9
	P1
	1
	D
	Pub
	m5

	D5
	Dissemination and Use Plan
	W9
	P1
	2
	D
	Publ
	m6

	D6
	Annotated Data for Showcase1
	W6
	P2
	50
	D, O
	Publ
	m12

	D7
	Emotional states and prosody
	W4
	P1
	4
	D
	Publ
	m17

	D8
	Communication Robustness
	W5
	P5
	4
	D
	Publ
	m17

	D9
	Definition of Multimodal Environment
	W7
	P1
	4
	D
	Publ
	m17

	D10
	Showcase 1
	W3
	P4
	40
	P, D
	Pub
	m18

	D11
	Evaluation of Showcase1
	W8
	P5
	4
	D
	Publ
	m20

	D12
	Requirements for 2nd shc
	W2
	P3
	4
	D
	Int
	m23

	D13
	Annotated Data for Showcase2
	W6
	P2
	40
	O, D
	Publ
	m30

	D14
	HLT modules
	W4, W6
	P2-P1
	140
	P, D
	Publ
	m35

	D15
	Communication Manager 
	W5
	P5
	100
	P, D
	Publ
	m35

	D16
	Multimodal Environment
	W7
	P1
	76
	P, D
	Publ
	m35

	D17
	Showcase2
	W3
	P4
	40
	P, D
	Publ
	m36

	D18
	Evaluation of Showcase2
	W8
	P5
	4
	D
	Publ
	m36

	D19
	Technical Implementation Plan
	W9
	P1
	3
	D
	Int
	m36

	D20
	Audio-Video Presentation
	W9
	P1
	6
	O
	Publ
	m18


*Int.
Internal circulation within project (and Commission Project Officer if requested)

 Rest.
Restricted circulation list (specify in footnote) and Commission PO only

 IST
Circulation within IST Programme participants

 FP5
Circulation within Framework Programme participants

 Pub.
Public document

**D
Document 

  P
Program

 O
Other

	B3.
	Workpackage description


	Workpackage number: 
	W1 - Management

	Start date or starting event:
	m0

	Participant:
	P1
	P2
	P3
	P4
	P5
	
	

	Person-months per participant:
	32
	8
	8
	8
	20
	
	


	Objectives 

Devoted to overall management, co-ordination and interfacing activities in the project. The following tasks will be accomplished:

• Organise and supervise the project schedule, by assessing the project progress, managing communication, work-flow and meetings;

• Collect reports and deliverables, assess their quality and submit them to the Commission;

• Take care of contractual matters between partners;

• Liase with Commission, partners and subcontractors, acting as first point of contact;

• Manage all financial matters (prepare accounts; provide payments etc.);

• Ensure quality control and enforce best practices;

• Develop and implement Project Evaluation; 

• Organise peer reviews, verification and demonstration;

• Provide technical co-ordination;

 Liase with cluster activities.




	Description of work 

Exchange information among partners; ensure participants have visibility of the whole project by managing the project Web site; ensure the smooth integration of the different activities carried on within the project. 




	Deliverables 

• Progress reporting

• Financial reporting

  D1: Evaluation and Assessment Plan


	Milestones and expected result 



	Workpackage number:

	W2 - Requirements

	Start date or starting event:
	m0

	Participant number:
	P1
	P2
	P3
	P4
	P5
	
	

	Person-months per participant:
	15
	12
	12
	12
	15
	
	


	Objectives 

• Definition of the wireless help-desk scenario, and of the first-aids domain. Study of traveller/tourist needs.

• Definition of the hardware and software architecture for the showcases.

• Definition of the assessment procedures for both showcases and for the single modules.

• STST modules and multimedial environment specification, including multimedial databases. This also includes definitions and specification for prosody processing and the translation of emotions.

• Definition of and specifications for the communication manager.

• Definition of and specifications for the multimodal features.




	Description of work 

T2.1
Hardware and software platform specification

T2.2
Domain definition and specification

T2.3
STST modules and multimodal environment specification (including the translation of emotions)

T2.4
Specification of the communication manager

T2.5
Assessment procedures.



	


	Deliverables 

• D2 Document reporting on: Domain definition for the first showcase (health emergencies). STST modules specifications; hardware and software platform specification; multimedial and multimodal environment. Assessment procedures for the first showcase.

• D12 Document reporting on the domain definition for the second showcase (expanding health emergencies and introducing car problems) and assessment procedures for the second showcase. It also contains the specification for the translation of emotions, and possible changes to the platform as suggested by the results of the evaluation of the first showcase




	Milestones and expected result 
M1 at m4: requirements for the first showcase

M3 at m23: requirements for the second showcase.




	Workpackage number: 
	W3 - Showcase development

	Start date or starting event:
	m4

	Participant
	P1
	P2
	P3
	P4
	P5
	
	

	Person-months per participant:
	16
	10
	8
	30
	16
	
	


	Objectives 

We intend to: develop and test the hardware and software architecture for the showcases; integrate the STST modules; integrate the multimedia and the multimodality modules, integrate the communication manager, and the translation of emotions.




	Description of work 

T3.1 Construction, testing and validation of the hardware and software platform supports

T3.2 Realisation of the first showcase

T3.3 Realisation of the second showcase




	Deliverables 

• D10 First showcase + Documentation

• D17 Second showcase + Documentation




	Milestones and expected result 
M2 at m18: First showcase

M5 at m36: Second showcase, its assessment, and Technical implementation plan




	Workpackage number: 
	W4 – Translating Emotions

	Start date or starting event:
	m4

	Participant number:
	P1
	P2
	P3
	P4
	P5
	
	

	Person-months per participant:
	22
	15
	12
	
	24
	
	


	Objectives 

• Analyse prosodic properties of the languages involved (English, French, German and Italian);

• Isolate a relevant set of emotional states together with their prosodic cues;

• Develop models of the relationships between emotional states and prosody;

• Adapt HLT modules (speech recognisers and synthesisers, translation modules) to the needs of the translation of emotions. 




	Description of work 

T4.1
Study and experimentation on the relationships between emotional states and prosody

T4.2
Adaptation of the HLT modules to the needs of the translation of emotions




	Deliverables 

• D7. Document containing the results of T4.1 

• D14. HLT modules + documentation. 


	Milestones and expected result 
M4 at m35: Communication manager, Multimodal spaces, HLT modules for STST, including the translation of emotions.




	Workpackage number: 
	W5 – Communication Robustness

	Start date or starting event:
	m4

	Participant number:
	P1
	P2
	P3
	P4
	P5
	
	

	Person-months per participant:
	28
	22
	20
	
	30
	
	


	Objectives

• investigate the kind of information the system can rely on in order to enforce communication robustness;

• isolate a typology of situations in which the system’s active intervention is required;

• define the set of strategies the communication manager will deploy to enforce communication robustness;

• individuate the kind of resources the communication manager can rely on to implement its repair/prevention strategies;

• design and implement the repair/prevention strategy, and the relevant resources.




	Description of work 

T5.1
Definition of the relevant information, typology of situations, strategies and basic resources needed for communication robustness.

T5.2
Implementation of the communication manager, and of the relevant resources.




	Deliverables 

D8 Document containing the result of T5.1: specifications for the communication manager.

D15 Communication manager + documentation




	Milestones and expected result 
M4 at m35: Communication manager, Multimodal spaces, HLT modules for STST, including the translation of emotions.




	Workpackage number: 
	W6 – HLT modules

	Start date or starting event:
	m4

	Participant number:
	P1
	P2
	P3
	P4
	P5
	
	

	Person-months per participant:
	60
	60
	50
	
	60
	
	


	Objectives

• organise and perform data collection and annotation in the four languages; 

• organise and perform comparative tests between the various single-engine approaches and the multi-engine one;

• production of the STST systems for showcase1. Update of the STST systems, and production of multi-engines for showcase2. 




	Description of work 

T6.1
Data collection and annotation

T6.2
Development and updating of STST systems for showcase1

T6.3
Development of STST systems for showcase2




	Deliverables 

D6 Annotated data for first showcase

D13 Annotated data-2 for second showcase

D14 HLT modules for STST + Documentation (same software and same documentation as for the second deliverable for W4)




	Milestones and expected result 
M4 at m35: Communication manager, Multimodal spaces, HLT modules for STST, including the translation of emotions.




	Workpackage number: 
	W7 - Multimodality

	Start date or starting event:
	m4

	Participant number:
	P1
	P2
	P3
	P4
	P5
	
	

	Person-months per participant:
	22
	16
	12
	
	26
	
	


	Objectives 

• Study of interaction in a multilingual, and multimodal environments. 

• Define features for graphics re-designing

• Define the types of allowed pen-based gestures. 

• Specifications for the synchronisation between speech and visual information

• Development of the multimodal features and their integration with multilingual ones. 




	Description of work 

T7.1
Study of the multimodal, multilingual setting.

T7.2
Definition of multimodal environment.

T.6.3
Design and implementation of multimodal workspaces, and their integration.




	Deliverables 

D9 Document containing the results of the study concerning T7.1.

D16 Multimodal environment + Documentation.




	Milestones and expected result 
M4 at m35: Communication manager, Multimodal spaces, HLT modules for STST, including the translation of emotions.




	Workpackage number: 
	W8 - Testing and evaluation

	Start date or starting event:
	m16

	Participant number:
	P1
	P2
	P3
	P4
	P5
	
	

	Person-months per participant:
	11
	10
	9
	6
	11
	
	


	Objectives 

We intend to test and evaluate single modules and whole STST systems, including multimodal spaces, along the dimensions of: (communication) robustness, portability, and quality of translation (including the translation of emotions). 




	Description of work 
T8.1
Evaluation of modules, STST systems and multimodal spaces for the first showcase

T8.2
Evaluation of modules, STST systems and multimodal spaces for the second showcase


	Deliverables 

D11 Document reporting on the results of the evaluation of: the single HLT modules, STST systems and multimodal spaces for the first showcase.

D18 Document reporting on the results of the evaluation of: the single HLT modules, STST systems and multimodal spaces for the second showcase.




	Milestones and expected result 
M2 at m20: Evaluation of the first showcase

M5 at m 36: Second showcase, its assessment, and Technical implementation plan




	Workpackage number: 
	W9 - Dissemination

	Start date or starting event:
	m0

	Participant number:
	P1
	P2
	P3
	P4
	P5
	
	

	Person-months per participant:
	9
	5
	5
	3
	2
	
	


	Objectives 

• Plan adequate dissemination and exploitation actions.

• Publications in international congress

• Publications in national congress

• Publications in large diffusion journals

• Publications in scientific journals

• Participation to demonstration stands

• Set up and maintenance of the project Web site

• Set up an audio-visual presentation

• Set up a public demo

• Set up and manage two working groups, one targeting companies and the commercial/economic world, and the other addressing the scientific community.

• Organisation of a final event

• Develop policies for the protection of intellectual rights

• Plan exploitation policies




	Description of work 




	Deliverables 

D3 Project’s Web site

D4 Project presentation

D5 Dissemination and Use Plan

D19 Technical Implementation Plan

D20 Audio-Video Presentation




	Milestones and expected result 
M5 at m36: Second showcase, its assessment, and Technical implementation plan




	Milestone number
	Milestone title
	Milestone date

	M1
	Requirements for Showcase1
	m4

	M2
	First showcase and its assessment
	m18

	M3
	Requirements for Showcase2
	m23

	M4
	Communication manager, Multimodal spaces, HLT modules for STST, including the translation of emotions. 
	m35

	M5
	Second showcase, its assessment, and Technical implementation plan
	m36
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C3.
Community Added Value and Contribution to EC Policies

One of the priorities of the European union is the vision of a linked information society, in which the diffusion of information technologies (IT) and communications contribute to improving the quality of life. Despite recent doubts and discomfort in this respect, IT is and remains crucial for economic growth and increase of prosperity. IT helps people and companies to communicate and cooperate even if located in different countries. The most prominent barriers that the EU sees in this respect are related to human factors: multilinguality, and multimodal dialogs. For these reasons the cross programme action line (CPA2) has been established in the IST programme, to address the development of increasingly user friendly IT systems, this way improving their acceptance and diffusion. SPECTRUM addresses these concerns by focusing on multilingual and multimodal human-to-human communication in the wireless/mobile realm, the scenario being that of help-desks. At the same time, the emphasis on mobile multilingual and multimodal communication is a crucial concern of Key Action III.3.1 (Multilingual Web).

SPECTRUM is also directly contributing to the global aims of the IST programme. In addition to being embedded into cross programme action line (CPA2) and in Key action III.3.1 Human Language Technology, Multilingual Web, it strongly contributes to Key action II.1.3 (Mobile and ubiquitous e-Work and e-Commerce) and to Key action I.5.3 (Ambient intelligence application systems for mobile users and travel/tourism businesses).

Two showcases will be implemented: the first at month 18, demonstrating the results obtained with respect to the new HLT modules (both IRF-based and direct approaches), communication robustness and multimodality; the second, at the end of the project, devoted to multi-engine translation, the translation of emotions, and to further advancements in communication robustness. Taken together, the two showcases aim at demonstrating the advantages and the feasibility of the proposed solutions for multilingual and multimodal communication in a wireless scenario.

Both showcases will target the wireless help-desk scenario. They will differ, though, both for the emphasis put on particular subdomains (management of medical emergencies vs. management of car problems), and for the coverage. Showcase1 will be limited to medical emergency; Showcase2 will extend this, while also addressing the subdomain of car troubles. Moreover, if the market trend will be confirmed, the showcase will be implemented in the UMTS environment. Four languages will be considered: (American) English (in collaboration with CMU), German, French and Italian. 

E-service opens the possibility of services on a global market supported by the WEB. Up to now, however, interactions are mainly based on browsing, i.e. a person machine interaction. In this modality identification of customer’s requirements and the consequent processes of extending existing product range and product innovation are not supported. A different perspective is the one in which e-service focuses on the identification of customer’s needs, being prepared to dynamically configure and propose complex solutions. A version of such a scenario sees the customer interacting with a human agent, to negotiate, get and provide information, thereby reaching his/he goals. Such a possibility is particularly appealing, especially for help-desks. Humans, in fact, can fully and naturally understand other humans’ motivations and desires, can answer their needs in creative ways, possibly without fully matching the customer’s requests, but always trying to find solutions that maximise the customer’s satisfaction vis a vis concrete possibilities. In a word, humans are naturally equipped for the negotiation task.

In order to make e-service capable of supporting negotiation between humans, systems are needed which are capable of dealing with spoken language-based human-to-human communication. Once such a possibility is granted, the globalisation of markets immediately requires that the related theme of multilinguality be also addressed. Clearly, if negotiation is important for e-service, the involved partners would appreciate, and actually require, that it be carried on in their own mothertongue. Moreover SPECTRUM’s central goal is to make IT systems more friendly and transparent by taking away the users' attention from the technology and allowing them to focus on the contents of their communication and their communication partners.

Europe’s language diversity is both a valuable cultural heritage worth preserving, and yet an obstacle to achieve a more cohesive social development. This situation is reflected in numerous official EU documents and has been stressed as a major challenge for a Human Language Technology programme. Improving language communication capabilities is a prerequisite for an increased European industrial competitiveness leading to a sound economic growth.

Besides the development of technology-based communication aids, a steady improvement of individual abilities in person-to-person communication between people from different European countries mediated by technology seems to offer a cost effective and flexible approach. The projected outcome of the project will be a set of operational tools to serve in this development by making spoken language translation more affordable and usable. 

The objectives and the main goals of SPECTRUM require consortia having transnational dimensions, due to the critical mass needed both from the point of view of research and language resources needed. Moreover, the problem tackled is intrinsically multilingual, multinational and cross-cultural, and cannot be afforded only at a national level.

C4.
Contribution to Community Social Objectives

An important social issue addressed by SPECTRUM is equity. The development of effective multilingual human-to-human systems based on spoken translation increases the chances of citizens to access the benefits of the information society, irrespectively of their languages and culture level.

SPECTRUM, by making technology more transparent, will strongly improve the availability of IT. The group of people who will be able to use IT to enhance their communication will increase. Therefore technical devices and services will be available to people who are usually deterred by their complexity.

In easing the technical problems of IT-enhanced human-to-human communication, SPECTRUM will make interaction and social processes in general easier, thus increasing the communication between people from different cultures and facilitating the establishment of common interest, making the European Union a more cohesive society.

From the point of view of employment, these technologies will facilitate the rise and diffusion of new services that will not substitute existing ones, this way producing new employment. 

Finally, SPECTRUM will prove relevant to the development of advanced support for mobile work and interposed communication. The project addresses this programme issue by developing keyboard-less input-output, multimodal conferencing and integrated multilingual spoken communication.

C5.
Project management

The main goals of the management of this project are:

-
to organise the project as a whole, initiate its different activities, perform all the necessary administrative tasks; maintain the contacts and report to the Commission, the NSF and the partners;

- 
to supervise the technical progress of the project, and give technical advice;

-
to assure that the project adheres to its scientific goals and satisfies user needs, in order to achieve a high exploitation potential of the project’s results.

An important fact to be considered is the “transatlantic” nature of the SPECTRUM project. Thus the consortium will have to report to two funding agencies, the EC and the NSF, which differ in many important respects: cost monitoring practices, overall control on projects achievements, etc. The experience carried on in NESPOLE! has been till now highly positive, so we propose to maintain the same structure and methodology adopted therein, which is described in the following. 

Management of the project will be assured by the partners through the following structures:

· Administrative Director

· Technical Directors (PD)

· Project Management and Technical Committee (PM&TC)

· Project Exploitation Manager (PEM)

· Project Managers

· Workpackage leaders

In addition to the classical structure defining managerial and technical committees, we add the following concerns:

Knowledge protection; Exploitation preparation; Dissemination of results; Quality Assurance; Establishing and interacting with a User Group.

PROJECT ADMINISTRATIVE DIRECTOR

The Project Administrative Director will be responsible for:

· chairing the PMC; preparing and managing the management reports; 

· handling all communications with the EC and the NSF; monitoring project costs; 

· creating and maintaining the conditions necessary for successful and effective collaboration; 

· proposing and implementing the quality assurance procedures; 

· creating and coordinating the user groups; 

· planning and implementing the project's contribution to IST/HLT project clusters; 

· representing the project (or delegating the project representation to the appropriate project staff) in the occasion of cluster events and meetings.

PROJECT TECHNICAL DIRECTORS (PROJECT COORDINATORS)

Given the important role of the US partner, the Consortium will have two Technical Project Directors, one for the European side and the other for the US one; they will be nominated by the (European) Prime Contractor, and by the US partner, respectively. They will be responsible for:

· co-chairing the PTC meetings; 

· managing the progress reports; 

· monitoring the time schedule and the timing of the related activities; 

· recommending appropriate actions to rectify delays; 

· ensuring that all project deliverables are available on time; 

· ensuring that all the resources consumed in the performance of the work are actually relevant to the specific work involved; 

· representing the project (or delegating the project representation to the appropriate project staff) in concertation with other scientific events.

The coordinating partner will operate a Project Secretariat office for the duration of the project. The office will support the project by: maintaining a central archive of all documents produced within the project; distribution of information inside and outside the project; maintaining the Project Plan and producing consolidated reports on efforts, results, schedule, and resource consumption.

PROJECT MANAGEMENT AND TECHNICAL COMMITTEE (PM&C). This committee will be formed by one key person of each full contracting partner (Project Manager), with the role of Admistrative and Technical Manager involved in the project and by the Project Exploitation Manager. The role of the PMC is to:

· assist the Project Directors when carrying out their duties; 

· make sure that the activities and results thereof conform to the proposed quality standards; approve all official deliverables; a

· approve all significant changes in the project workplan; 

· approve the Exploitation Plan; 

· establish Knowledge Protection policies; 

· assign specific responsibility to the most suitable partner representative, when new events require it; 

· monitor the technical direction of the project; 

· approve all major technical decisions: reviewing and/or amending the workplan, the cost or time schedule under the EC Contract, the termination of the EC Contract, lay down procedures for publications and press releases with regard to the project.

CONFLICT RESOLUTION. The decision-making procedure is organised as follows: each full contracting partner has a vote. Decisions will normally be taken by seeking consensus. For controversies the majority vote will be chosen.

PROJECT EXPLOITATION PLANNING MANAGER (PEM). The PEM will be responsible for coordinating the overall project exploitation planning strategies and actions. He will, also, coordinate the preparation of a detailed Exploitation Plan. This Plan will be defined throughout the project in order to be able to support, effectively, the project operation and exploitation phase.

USER GROUPS (UG). Two User Groups will be created and actively involved in the following project activities: (i) user requirements; (ii) system validation; (iii) system demonstration, and (iv) system exploitation. The Project Administrative Director will be directly responsible for creating and coordinating these two user groups.

ADMINISTRATIVE AND TECHNICAL PROJECT MANAGERS. Each contracting organisation will appoint an Administrative Project Manager (APM). All official communications will be addressed to him. He will attend the PMC meetings and also liase with it to ensure the alignment between the organisation’s objectives and the direction of the project. He will also be responsible for ensuring that the organisation provides resources to the level specified in the project. In addition, he will provide to the project Director all the needed information regarding his organisation for the preparation of the management reports. Moreover the same person will be responsible for ensuring that the organisation respects the planned schedule, both with respect to activities and their results. He/she will provide to the project Director all the needed information regarding his organisation for the preparation of the advancement reports.

WORKPACKAGE LEADERS. The Workpackage leader is responsible for the coordination of the activities carried out by his Workpackage. He reports to the PM&TC.

INFORMATION FLOW. The preparation process of a deliverable is the following: a project deliverable is prepared under the responsibility of the person appointed by the responsible organisation for a specific Task. The deliverable is sent to the project Director, who submits it PM&TC to the Commission.

Reports

Periodic Reports. The Coordinator will supply a full report on a quarterly, semestrial and/or annual basis, detailing the progress of the work, any problems encountered, actual expenditures (of money and manpower) versus plan, and plans for the coming year.

C6.
Consortium description

SPECTRUM will be pursued by a consortium including leading European and American institutions, as well as users and technology providers. The consortium consists of: ITC-irst (P1), University of Karslruhe (UKA) (P2), UJF (P3), Aethra SpA (P4) and Carnegie Mellon University-ILT (P5). The scientific partners of SPECTRUM — ITC-irst, UJF, University of Karlsruhe (UKA), Carnegie Mellon University-ILT — are amongst the major players in the speech and natural language processing community. All these institutions have been co-operating since 1994 within the international consortium for spoken translation: C-STAR II and since 2000 in the NESPOLE! project. For this reason, they have a long and well-established experience of joint work and of successful cooperation. Interestingly, the expertise acquired by the partners while cooperating inside C-STAR II has extended to such languages as Korean and Japanese, strengthening the position of the consortium with respect to multilinguality. Such a background will provide a firm basis for the project, reducing the risk of failures due to cooperation problems, lack of understanding of other partners’ goals, and diverging work methodologies. The international relationships of the consortium will be important when setting up the user group, and in the dissemination and exploitation phases.

The expertises of the scientific partners of SPECTRUM nicely complement themselves. Indeed, despite the long previous cooperation they have developed different approaches to STST, and this will prove of the greatest importance for the present project. Moreover, as far as the IRF approach is concerned, each scientific partner will address its own language, by agreeing to develop all the HLT modules specific for its mothertongue (regarding direct methods, and multi-engines, the work will be appropriately distributed among the scientific partners).

Starting from a shared methodology and technology the project involves a technology provider (AETHRA), in order to develop the necessary telecommunication architecture, and demonstrate the feasibility and advantages for mobile service of human-to-human communication through STST translation in a rich, multimodal environment. This partner has been a crucial asset for NESPOLE!, successfully cooperating with the scientific ones to provide an advanced infrastructure for web-based services.

AETHRA, a medium-size enterprise involved in the production and commercialisation of video-conference equipments and an e-commerce/service supplier, will play the role of technology provider and user at the same time. As a matter of fact, it will provide both technology standard for IP based multimedia communication and the relevant expertise in Web and mobile call centre supply. Presently, their services are addressed to the company’s own users: help-desk and tele-training are the main services, diffused all over the world: South America, Asia, Europe and North America. AETHRA also manages services in outsourcing for other companies.

In addition to these partners, which form the SPECTRUM consortium, a user-group will be set up since the beginning of the project, to act as a: consultant for strategic choices, exploitation, external validation, dissemination.

The role of the various partners is as follows: ITC-irst, UKA, CMU-ILT and UJF will provide the human language technologies for Italian, German, English and French, and the technologies for multimedia and multimodality. ITC-Irst, in addition, has an internal section entirely devoted to the study and development of advanced IT solutions for e-services and e-commerce in the travel/tourism domain. The expertise of this group will crucially provide the background and insights to understand the needs of tourism, and orient and contribute to, technological and scientific choices. The technology provider, AETHRA, will supply the Communication environment (Netmeeting like application) for PDA in the wireless world. AETHRA will also play the role of user supplying a Web Call Centre for help desk. 

In conclusion all the partners have a well-defined role, making the best out of their expertise, specialisation and interests.

C7.
Description of the participants

Participant’s name: 
Istituto Trentino di Cultura - Istituto per la Ricerca Scientifica e Tecnologica (ITC-irst)
Participant’s address:
via Santa Chiara





38100 Trento, Italy

Director:


Oliviero Stock

The Istituto Trentino di Cultura (created 1962 by the Autonomous Province of Trento) has as its objective both scientific excellence and innovation and technology transfer to companies and public services. In its areas of competence, ITC collaborates with the main actors in world-wide research and it works in syntony with the European Union Programs. The total budget is currently about 17 M Euro.

Research activities are carried in scientific and technological areas, advanced computer science, microelectronics, physics, mathematical sciences and in human sciences. 

ITC-irst, ITC Centre for Scientific and Technological Research, is a point of reference in the international scientific community and, at the same time, a hub for the development of technologies and applications with social and economical impact. The research staff at IRST consists of about one hundred people on a permanent basis, and about 50 people on “soft” money.

Altogether ITC-irst budget amounts to about 10 MEuro. Half of ITC-irst direct costs are covered by industrial contracts and European and National contracts. So far over 40 European contracts of diverse kind have been carried on by ITC-irst.

A substantial portion of ITC-irst activities is in information technology (mostly in user -friendly and intelligent systems), with projects organised in three Divisions. Other areas of activity are microsystems (facilities include a clean room, whose speciality is innovative microsensors), and in some applied physics areas. Altogether the activity is organised in six Divisions: Interactive Sensory Systems (ISS), Cognitive and Communications Technologies (CCT), Automatic Reasoning Systems (ARS), Medical Biophysics (MBP), Microsystems (MS), Physics-Chemistry of Surfaces and Interfaces (PCS), a Tele-medicine Laboratory (TeleMed) and a Electronic Commerce and Tourism Lab (eCTRL) started in 2000. TCC and SSI and eCTRL are directly involved in the present proposal. Altogether about 50 scientists and some 15 junior researchers are involved in the three divisions.

Research activities of TCC: Natural language-based dialogue; natural language generation; information extraction from texts; question answering; development and maintenance of linguistic resources; multimedia and multimodality. 

Research activities of SSI: video and document analysis and indexing by content, spoken language technology for translation, audio archive management, telephone-based applications and noisy environment; automatic learning; software architectures.

Research activities of eCTRL: research and development in the field is based on a multidisciplinary framework, combining Computer Science, Management Science, Statistics and Optimisation Theory as well as Tourism research

The TCC and SSI divisions have been cooperating for a long time on integrating their technologies and approaches towards common objectives. Recently effective cooperation has been extended to eCTRL 

Relevant European project references

ITC-irst has been active in many successful Third, Fourth and Fifth Framework projects, in some case with the role of coordinating partner. Among the relevant ones:

FACILE (LE), GIST (LRE); HIPS (Esprit), SPEECHDATCAR (LE); SPEEDATA (LE); TAMIC (MLAP), TAMIC-P (LE), TRANSTERM (LRE), VODIS2 (LE), CHARADE (Esprit); CARICA (Esprit), NESPOLE! (5th FP), M-PIRO (5th FP), CLASS (5th FP), REINASSANCE (5th FP), VICO (5th FP), ECHO (5th FP), CORETEX (5th FP), PRESTO (5th FP), PRIMAVERA (5th FP), VICO (5th FP), DieToRecs (5th FP), Harmonize (5th FP), HOMEY (5th FP), FAME (5th FP)

Key persons
Gianni Lazzari. Degree in Electronic Engineering in 1977. From 1985 involved in a research activity in the field of Artificial Intelligence, mainly spoken language systems and intelligent systems. Involved in many internal, industrial and European projects implementing intelligent systems, like automating reporting by speech, spoken data entry and mobile robots for services applications. Presently, he is vice-director of ITC-irst and head of Interactive System Division. Responsible, from 1994 for the research strategy and the management of the division, Consultant for the Autonomous Province of Trento since 1984 for technical/scientific evaluation of industrial research projects and technology transfer project. Evaluator for HLT projects of the EU. His research interests are now in the field of multilingual multimodal human machine interaction. Project Manager of NESPOLE!

Fabio Pianesi. Degree in Psychology in 1980. Specialisation in Computer Science in 1986. He has been with ITC-irst since 1988, in the Cognitive and Communication Technologies (CCT). Since 1997 he is serving as acting head of CCT. Since 2000 he teaches Computational Linguistics at the University of Bergamo. He served as project-evaluator in the HLT area for European Commission. Dr. Pianesi has been involved in many EC-funded projects, acted as manager of GIST-LRE and is technical director of NESPOLE! (5th FP). He coordinated the activities on the Italian generator for C*-II. His research interests focus on formal linguistics (syntax and semantics), computational linguistics and natural language processing (generation, parsing, linguistic resources), cognitive sciences. He is the author and co-author of many works on linguistic theory, computational linguistics, formal ontology.

Emanuele Pianta. He got his degree  from the University of Padova in 1990 with a thesis on Relevance Theory applied to the task of Automatic Language Generation. He has been working as research consultant at the University of Venice (prof. Rodolfo Delmonte, Computational Linguistics) for two years, on LFG-based Parsing and Generation, Computational Morphology, and teaching Logic Programming. In 1993 he joined the TCC division at ITC-irst as researcher. Since then he has been working on several national and international projects such as LRE-GIST (multilingual generation), MultiWordNet (Italian version of WordNet), CStar-II and Nespole! (MT, Interlingua, Italian tactical generation).
Roldano Cattoni. He received his degree in computer science from the “Università degli Studi di Milano” in 1989. In 1990 he joined the ISS division of ITC-irst, working in computer vision for 5 years on planning and control of mobile robots. Since 1997 he has been interested in probabilistic reasoning, in particular Bayesian Belief Networks, applied to visual based monitoring and user profiling. In late 1998 he started being involved in software engineering research, working in the field of software agents. From early 2000 he works in speech recognition and language analysis for multi-language translation, within the project NESPOLE! (5th FP).

Hannes Werthner is Professor of eCommerce and Computer Science at the University of Trento and Head of the eCommerce and Tourism Research Lab, Trento. Italy. Before occupying this position he was Head of the Department of Information Systems at the Vienna University of Economics and Business Administration. His research interests include decision support systems, simulation, artificial intelligence and Internet-based information systems. He wrote and edited several books in the field of AI; Decision Support Systems and IT & Tourism. He was twice chairman of the ENTER Conference on information and communication technologies in tourism and played a key role in developing the concept and design of the Tyrolean Information System (TIS). He was member of the Strategic Advisory Board of EU - DG XIII for Telematics Application for Transport and Related Services and Raporteur of the Think Tank for the field IT and Tourism, which defined the main topics of research in this field within the fifth research framework programme of the EU. At the moment he is member of the Strategic Advisory Board of the Information Society Technologies (IST) programme of the 5th Framework Programme of the EU. He acts as the Editor-in-Chief of the journal “Information Technology and Tourism - Applications - Methodologies – Techniques”, and he is also Honoury President of the International Federation for IT and Tourism (IFITT).

Participant’s name:
University of Karlsruhe - Interactive Systems Laboratories

Director:


Alex Waibel

Participant’s Address:

Universität Karlsruhe, Fakultät für Informatik





76131 Karlsruhe, Germany

Phone:



+49-721-608-4730

FAX:



+49-721-60-7721

The Interactive Systems Laboratory (ISL) at the University of Karlsruhe has maintained a strong and tight collaborative relationship with its sister laboratory at Carnegie Mellon University for almost a decade. The labs are organised as twin laboratories located in both places, at University of Karlsruhe and at Carnegie Mellon. The collaboration is facilitated by the fact that both laboratories are directed by Prof. Waibel, a Professor at both institutions who works and lives in both places. A benefit of this joint arrangement has been the effective joint design of speech translation systems in the European and US American contexts, as well as extensive experience with Multimodal, Multimedia delivery and manipulation of information across sites. The laboratories already work and live day by day in a distributed and in a multilingual fashion. Projects frequently span across the two sites and researchers are used to operating in a distributed fashion. We frequently hold joint videoconferenced seminars and lectures in which students and researchers on both sides participate. It comes natural therefore for the labs to collaborate effectively and to pursue research on improved multilingual and distributed human-human workspaces. We believe that this multinational constellation of our labs is unique in Europe and the US. Around our lab, University of Karlsruhe provides an excellent environment for this research. The Computer Science Department (of which ISL is a part) was ranked as the best CS department in Germany for three years. It maintains an excellent computing infrastructure and attracts some of Germany's best students. The lab and the University provide a perfect background for the proposed research by way of already existing human resources, equipment, language skills, expertise and experience in multilingual, multimodal cross-continental and cross-cultural research.

The ISL at the University of Karlsruhe is also one of Germany's leading speech and language research centres. It has been one of the founding members of C-STAR, the international Consortium for Speech Translation Advanced Research. The first German-English-Japanese speech translation system (JANUS) was developed there in 1991. The consortium was then expanded and joined by other European partners, ITC-irst and UJF for inner-European speech translation collaboration. All three partners formed the European team of C-STAR II—which developed a first inner-European spontaneous-speech German-English-Italian-French translation arrangement—and form the European team of NESPOLE!. The ISL has also been instrumental in the organisation of Verbmobil a national speech translation initiative in Germany that focuses on German-Japanese-English translation in the travel domain. This activity has further broadened the labs' reach toward robust spoken translation in Germany. 

The JANUS speech translation system was one of the first systems to demonstrate (in ‘91) that speaker- independent, continuous speech-to-speech translation is possible. After initial versions limited in vocabulary and speaking style, JANUS-III has been developed 93-99, which handles ill- formed spontaneous, conversational spoken dialogues and an open vocabulary but in restricted domains of discourse. The robust parsing and language processing algorithms provide robust spoken language understanding and dialogue processing also for human-computer applications (database queries, car navigation, etc.), in the presence of recognition and speaking errors. Our efforts in large vocabulary (60,000+ words) speech recognition aim at greater robustness, rapid deployment and application to new domains and languages (current languages: English, German, Spanish, Korean, Japanese, Chinese (2), French, Italian, Portuguese, Swedish, Serbo-Croatian, Russian, Turkish, Arabic, Tamil). Another emphasis is our effort to handle sloppy, conversational speech under noise and/or cross-talk, such as in the car, on the telephone or in conference rooms. The JANUS recognition toolkit was applied and ranked first in the official ‘96 and ‘97 DARPA Hub-5 benchmarks (conversational telephone speech) and all official German Verbmobil benchmark tests in ‘94, ‘95, ‘96, and '98.

The laboratories also work on improving human-computer interfaces by processing and combining multiple communication modalities known to be helpful in human communicative situations. Among others, we seek to derive a better model of where a person is in a room, whom he/she might be talking to, and what he/she is saying despite the presence of jamming speakers and sounds in the room (the cocktail party effect). We are also working to interpret the joint meaning of gestures and handwriting in conjunction with speech, so that computer agents can carry out intended actions more robustly and naturally and in more flexible ways. One particular focus is error repair, permitting the system to respond efficiently to a user's corrections and change of mind. Several human-computer interaction tasks are explored to see how automatic gesture, speech and handwriting recognition, face and eye tracking, lip-reading and sound source localisation can all help to make human-computer interaction easier and more natural. The base tools and software components already developed in these projects provide an excellent backdrop, from which we will be able to explore how effective multilingual and multimodal cross-cultural collaboration can be achieved.

Key persons

Alex Waibel is a Professor of Computer Science at Carnegie Mellon University, Pittsburgh and at the University of Karlsruhe (Germany).  He directs the Interactive Systems Laboratories at both Universities with research emphasis in speech recognition, handwriting recognition, language processing, speech translation, machine learning and multimodal and multimedia interfaces. At Carnegie Mellon, he also serves as Associate Director of the Language Technology Institute and as Director of the Language Technology PhD program. He was one of the founding members of the CMU’s Human Computer Interaction Institute (HCII) and continues on its core faculty. Dr. Waibel was one of the founders of C-STAR, the international consortium for speech translation research and served as its chairman from 1998-2000. He also codirected Verbmobil, the German national speech translation initiative. His work on the Time Delay Neural Networks was awarded the IEEE best paper award in 1990, and his work on speech translation systems the “Alcatel SEL Research Prize for Technical Communication” in 1994. Dr. Waibel received the B.S. in Electrical Engineering from the Massachusetts Institute of Technology in 1979, and his M.S. and Ph.D. degrees in Computer Science from Carnegie Mellon University in 1980 and 1986.

Ivica Rogina was born on Sep. 29th, 1964, in Zapresic (Croatia). Since 1969 he has been living in Germany. Education:  1975-1984: Gymnasium in Philippsburg; 1985-1990: studied computer science at Karlsruhe, (Diploma Nov. 5, 1990); June 1997: PhD in computer science at the University of Karlsruhe. Work experiences: Aug. 1991 - Aug. 1992: research programmer at CMU, Pittsburgh; from Sep. 1992: working on the Janus acoustic modelling and teaching in Karlsruhe. 1992 - 2000: worked in the development of the Verbmobil Speech Recognizer; 1997 - 2000: integration of speech recognition in home appliances (VCRs); from 1999: consultant to Interactive Systems Inc., and Lernout and Houspie; since 2001: coordinator of EU-funded project FAME 

Hagen Soltau was born on Feb. 13th, 1971, in Nordhausen (Germany). Education: 1977-1987 High School in Nordhausen; 1987-1989 Apprenticeship as technical drawer at Siemens in Nordhausen; 1989-1991 Gymnasium in Nordhausen; 1991-1997 Computer Science at University of Karlsruhe; since 1997 PhD Candidate at Interactive Systems Labs. Research Activities: acoustic modeling for conversational speech, modeling extreme speech, hyperarticulation, efficient one pass decoder for very large vocabularies, speech engine for Verbmobil-II, rapid adaptation on feature space.

Christian Fuegen was born on Feb. 12th, 1973, in Mannheim (Germany). Education: 1979-1989 Gymnasium in Mannheim; 1989-1992 Technical Gymnasium in Mannheim; 1992-1999 Computer Science at University of Karlsruhe; since December 1999 PhD Candidate at Interactive Systems Labs. Research Activities: LingWear (a mobile tourist information and translation system), decoding along context free grammars, acoustic modelling for different speaking styles.
Participant’s name


Carnegie Mellon University

Participant’s address


Carnegie Mellon University






School of Computer Science






Pittsburgh, PA 15221






Phone: +1-412-268-7676






FAX: +1-412-268-5578

Located in Pittsburgh, Pennsylvania, Carnegie Mellon is a national research university of about 7,500 students and 3,000 faculty, research and administrative staff. The university consists of seven colleges and schools, the Carnegie Institute of Technology (engineering), the College of Fine Arts, the College of Humanities and Social Sciences, the Mellon College of Science, the Graduate School of Industrial Administration, the School of Computer Science and the H. John Heinz III School of Public Policy and Management. 

Carnegie Mellon's School of Computer Science (SCS) is one of the top ranking academic organisation in the US devoted to the study of computers. Its four degree-granting departments --- the Computer Science Department, Robotics Institute, Human-Computer Interaction Institute, and Language Technologies Institute --- include over 200 faculty, 300 graduate students, and a 200-member professional technical staff. Two new units, the Centre for Automated Learning and Discovery and the Entertainment Technology Centre, opened in 1997. SCS also collaborates with other University Research Centres, including the DoD-funded Software Engineering Institute (SEI); the NSF-sponsored Pittsburgh Supercomputing Centre (PSC), the Information Networking Institute, and the Institute of Complex Engineered Systems (ICES). SCS has a reputation for developing innovative computers, devices, networks, and systems that benefit diverse applications. 

The Language Technologies Institute (LTI) is part of the School of Computer Science (SCS) at Carnegie Mellon University. Created in 1986 as the “Centre for Machine Translation”, its scientific scope broadened to encompass Computational Linguistics, Information Retrieval, Speech Recognition, Text Mining and related fields and is the largest degree granting research institute in language technologies in the US. Currently the LTI has about 15 faculty, 35 graduate students, and another 20-or-so researchers and visiting scholars. Active research areas in the LTI include:


Machine Translation (text-to-text and speech-to-speech)


Speech Recognition and Synthesis


Information Retrieval (including Translingual IR)


Robust Parsing Technologies


Machine Learning Methods for text categorisation and mining


Text Summarisation, Clustering, Analysis


Language Tutoring

Major recent accomplishments include:


First speech-to-speech MT system (JANUS)


First industrially-deployed knowledge-based MT system (KANT)


Birthplace of Lycos web-search/spider engines


Translingual IR "Best Paper" in IJCAI-97


Top-performance in multiple US government evaluations (in text summarisation, speech recognition, ...).

Our research in speech translation can look back on a long and strong transatlantic cooperation with several European partners. We have carried out a very active joint research program between CMU and University of Karlsruhe since 1991 (by way of Dr. Waibel's dual (alternating) appointments at the Interactive Systems Labs with both Universities), and have integrated our speech translation systems with those of ITC-irst and UJF through collaboration under C-STAR. Furthermore, we are participating in the jointly (EU and NSF) funded project NESPOLE!.

Key Persons

Alex Waibel is a Professor of Computer Science at Carnegie Mellon University, Pittsburgh and at the University of Karlsruhe (Germany).  He directs the Interactive Systems Laboratories at both Universities with research emphasis in speech recognition, handwriting recognition, language processing, speech translation, machine learning and multimodal and multimedia interfaces. At Carnegie Mellon, he also serves as Associate Director of the Language Technology Institute and as Director of the Language Technology PhD program. He was one of the founding members of the CMU’s Human Computer Interaction Institute (HCII) and continues on its core faculty. Dr. Waibel was one of the founders of C-STAR, the international consortium for speech translation research and served as its chairman from 1998-2000. He also codirected Verbmobil, the German national speech translation initiative. His work on the Time Delay Neural Networks was awarded the IEEE best paper award in 1990, and his work on speech translation systems the “Alcatel SEL Research Prize for Technical Communication” in 1994. Dr. Waibel received the B.S. in Electrical Engineering from the Massachusetts Institute of Technology in 1979, and his M.S. and Ph.D. degrees in Computer Science from Carnegie Mellon University in 1980 and 1986.

Lori Levin. Dr. Lori Levin is a Senior Research Scientist at the Language Technologies Institute at Carnegie Mellon University. She received a B.A. in Linguistics from the University of Pennsylvania in 1979 and a Ph.D. in Linguistics from the Massachusetts Institute of Technology in 1986. Since 1990 she has co-directed several projects including Pangloss (knowledge based translation of newspaper text), ALICE (computer-assisted instruction of Japanese), Enthusiast (machine translation of spoken Spanish dialogues in a limited semantic domain), Clarity (spoken dialogue understanding of Spanish), and the machine translation aspects of the JANUS project (multi-lingual spoken language translation). Dr. Levin has co-authored many papers about machine translation, linguistic theory, and computer-assisted language instruction.

Dr. Robert Frederking received a B.S. in Computer Engineering in 1977 from Case Western Reserve University, and an M.S. (1981) and Ph.D. (1986) in Computer Science (speciality in Artificial Intelligence) from Carnegie Mellon University. He is currently a Senior Systems Scientist in the Language Technologies Institute at CMU, and directs the DIPLOMAT project (rapid-deployment speech-to-speech translation). He was previously the system integrator and co-Principal investigator for the PANGLOSS project (translation of newspaper text) during which time he developed large-scale implementations of Example-Based Machine Translation and Multi-Engine Machine Translation.

Dr. Alon Lavie is a Research Scientist at the Language Technologies Institute at Carnegie Mellon University. He received his B.S in Computer Science from The Technion - Israel Institute of Technology in 1987, and his M.S. (1993) and Ph.D. (1996) in Computer Science from Carnegie Mellon University. Dr. Lavie is a faculty member of the JANUS speech translation group, a key participant in the C-STAR speech translation consortium. Together with Dr. Lori Levin, he oversees the development of the translation components of the JANUS speech translation system, and the integration of linguistic knowledge sources. With a particular area of expertise in parsing algorithms, he spearheads the research on robust language analysis using a combination of symbolic and statistical approaches. Dr. Lavie is a co-PI of Clarity, a DOD funded project on automatic identification of discourse structure in spoken language dialogues. Dr. Lavie teaches and advises graduate students at the Language Technologies Institute.

Dr. Tanja Schultz. She received the German "Staatsexamen" in mathematics and physical education from the University of Heidelberg, Heidelberg, Germany, in 1989, the Dipl. and PhD degrees in computer science from the University of Karlsruhe, Karlsruhe, Germany, in 1995 and 2000, respectively. In 2000, she joined the Carnegie Mellon University, Pittsburgh, PA, as a Research Associate. Her research activities are in the field of language independent and language adaptive speech recognition, large vocabulary continuous speech recognition systems in many languages, and human-machine interfaces, as well as spontaneous and conversational speech.
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The UJF laboratory is an academic institution linked to CNRS (Centre National de la Recherche Scientifique) and University Joseph Fourier at Grenoble (France). UJF deals with themes related to human-computer interfaces, interactive systems, multimedia systems, virtual realities. The research focuses are: 


The "Natural Languages, Translation and Dialogues" axis: natural languages as topic, and also as a communication vector for human-computer dialogue or automatic translation. Computer-based tools for the Automatic Processing of Natural Languages (C. Boitet). Speech and Dialogue (J. Caelen)


The "Interaction Systems" axis: interaction systems (multimodal interfaces, virtual realities, tele-presence, etc.) for specific contexts: (artistic creation, computer-aided design, etc.). Multi-sensorial interaction and representations (J. Coutaz, J. Caelen),Engineering for human-computer interaction (J. Coutaz)


The "Multimedia Systems" axis: multimedia systems (knowledge-based systems, information retrieval systems using natural languages, hypermedia systems, etc.) providing models and basic tools for Multimedia information retrieval (M.F. Bruandet); Hypermedia application design environments (J.P. Peyrin)

The research themes require academic research as well as understanding use and needs (design, evaluation, software pre-development, etc.): thus the laboratory integrates a usability lab (MultiCom), which is open to the socio-economic world. 

European Project References

CATS (Computer Aided Theatrical Score: design special tools for speech processing in the theatrical area), IT IV, RTD project, Review report, CNR, 1996, Final Report CNR, 1998. SAM & SAM-A (Speech Assessment Methodology: automatic annotation of large speech corpora) Esprit I, II & III, BRA projects #1541 & 2589 & 6819, Final Reports, Multilingual Speech Input/Output Assessment, Methodology and Standardisation, UCL, 1989, 1991, 1993. AMODEUS II (Human-computer interface design and multimodal interface), Esprit III, BRA project #7040, Final Report, UCL, 1993. MULTIWORKS, Esprit II, R&D project, Final report, OLIVETTI, 1992. (MULTImedia WORKStation: design of a multimedia workstation including speech synthesis, speech recognition, human-machine dialogue in addition to standard multimedia functionalities).COCOS (Computer and Component Software), Esprit I, R&D project, Final report, BULL, 1989. NESPOLE! (5th FP).

Others Project References

UJF was partner in the C-STAR II project (International Consortium for Speech Translation), and is a partner in C-STAR III.

Key persons

Hervé Blanchon (main correspondent for the project). Hervé Blanchon defended his Ph. D. Thesis in Computer Science on January 94 on the definition and study of the "Dialogue-Based Machine Translation for monolingual authors" concept. He focused on the global architecture of such systems and on the interactive disambiguation process. Then, he spent one year at ATR-ITL (Japan) as an associate researcher implementing and evaluating interactive disambiguation of English. He received the best paper award at NLPRS'95 for this work that has also been presented at IJCAI-97 and HCI-97. Since September 95 he is an Associate Professor at the University Pierre Mendès-France (Grenoble). He carries out his research, in the framework of interactive disambiguation and clarification, within the GETA team of the CLIPS lab. In 98, he took the lead of the CLIPS++ group (CLIPS, LIRMM, LATL, LAIP), a partner member of the C-STAR II consortium (ETRI, ATR-ITL, ITC-irst, CMU, UKA).

Jean Caelen. Born in 1947, Jean CAELEN is a CNRS senior researcher and vice-director of CLIPS laboratory. He manages since 1992, the French Man-Machine Communication Program supported by French government to stimulate scientific activities across French research laboratories in the domain of Man-Machine Communication (speech, natural language, vision and HCI). He participated as partner in COCOS Esprit I project, MULTIWORKS Esprit II Project, SAM Esprit I and Esprit II projects, CATS RTD, IT IV project and as associated partner in AMODEUS BRA Esprit II project. He is ACM, IEEE, ESCA, ACL, AFCET, AFIA member. The field of his scientific skill is automatic speech recognition and multimodal dialogue. His present thematic interest concerns automatic recognition in natural and multimodal spontaneous dialogue. He published about 130 papers in the domain of the various aspects of speech processing (recognition, understanding and dialogue).

Christian Boitet. Born in 1947, Ch. Boitet presented his State Doctoral Thesis (on several mathematical and algorithmic problems related to MT) in 1976. In 1977, he became associated professor of computer science at Université Joseph Fourier (Grenoble 1). He is full professor since 1987. He has been in charge of several research contracts aiming at reaching the operational stage (Russian-French, 1980-86) and the industrial stage (French National MAT Project, 1981-87). He has also been involved in and/or in charge of GETA’s participation in several cooperative research efforts (pre-Eurotra (1978-82), Eurotra (1984-87), EuroLang research track on DBMT (1992-95), ATR-CNRS MIDDIM (1993-96), UNL (1996-), CSTAR (1996-)), and in bilateral cooperation programs (Canada (1971-72, 1982, 1985-87), Soviet Union (1973, 1975-), Malaysia (1979-), Thailand (1981-87, 95-), etc. Tchecoslovakia (1981, 1986, 1992), USA (1984-85), Morocco (1989-94), Hungary (1975, 1978, 1991-), China (1981-83, 87-). He has been invited researcher at KDD Research Laboratories (1983) and ATR Interpreting Telephony Research Laboratories (1988, 1991, 1992-93 for a sabbatical year, 1994, 1995). His current interests include personal dialogue-based MT for monolingual authors (GETA’s LIDIA project and the UNL project), speech translation (CSTAR project), machine helps to translators and interpreters, portable & readable encodings for multilingual documents, integration of speech processing in MT, multilingual lexical data bases, and computer tools (specialised languages and environments) for lingware engineering and linguistic research. 

Jean-Philippe Guilbaud. As a CNRS Research Engineer, Jean-Philippe Guilbaud is a linguist and developer of MT linguistic applications. His know-how encompass methods and techniques of developing grammars and dictionaries required to perform automated analysis and synthesis (of French, German, English and Spanish), and use of Specialised Languages for Linguistic Programming allowing for declarative grammatical specification and description: Q-Systems, ARIANE-G5. He worked on the Dialogue-Based Machine Translation framework implementing a non-deterministic multisolution French analyser allowing for interactive disambiguation. He also developed grammars and dictionaries for generating French, German and English. He is currently working on a French analyser producing Interchange Format Structures from transcripts of dialogues in the domain of travel planning and scheduling for the CLIPS++ group in the C-STAR II consortium.

Laurent Besacier. He defended his PhD thesis in Computer Science in April 1998 on “A parallel model for automatic speaker recognition” at the University of Avignon (France). Then he spent one and a half year at IMT (Switzerland) as an associate researcher working on M2VTS European project (Multimedial Person Authentication). Since September 1999 he is an associate professor at the University Joseph Fourier (Grenoble). He carries out research on automatic speech and speaker recognition, within the GEOD tem at CLIPS Lab. He published about 30 papers on various aspect of speech recognition. He is in the board of GFPC, a special interest group of ISCA.

Damien Genthial. Damien Genthial defended his Ph. D. thesis in Computer Science in January 91. He is an Associate Professor at the University Pierre Mendès-France (Grenoble). As a researcher in man-machine communication in the CLIPS Laboratory, he is an active member of the PILAF project of the TRILAN team: software linguistic tools for French written texts, working on tools for morphological parsing and generation, for syntactic parsing (construction of dependency trees), for detection and correction of errors. He is currently involved in the international consortium CSTAR-II.

Participant’s name:

AETHRA S.r.l. 

Participant short name: 
AETHRA
AETHRA is an independent, privately owned, Italian company based in Ancona since 1972 and with offices in Rome, Milan, Bologna, Turin and Venice. It has also several branches abroad: Inc. in Miami-Florida (USA), GULF in Dubai (United Arab Emirates), SUR in Santiago (Chile) and Beijing (China).

The leading European company in telecommunications and videoconferencing, we are engaged in the design, manufacture and distribution of a wide range of telecommunications products currently covering more than 85% of the Italian videoconferencing market and also establishing a strong presence on the international market with a network of partners and resellers already active in many countries. 

 AETHRA is the supplier of many Telecom Companies world-wide, for Network Terminations (NT1, NT1PLUS, NT IP), Test Instruments as well as videoconferencing products and videosurveillance solutions.

A 25 year background and experience in telecommunications gives significant advantages over competing designers of video communications systems.

With a large installed base world-wide, we provide a full range of Customer support services for our products, either directly or through associated companies, to ensure a high level of customer satisfaction.

The facility in Ancona employs more than 350 people, a high percentage of whom are qualified to professional standards; all design, procurement, testing and quality control activities are carried out in-house to the highest standards. (In 1990 implemented a Quality Assurance system which has obtained the ISO 9001 certification).

 AETHRA's product line comprises three basic strands:


(1) ISDN Products and Instruments (NT1, NT1 PLUS, NT IP, D1080)


(2) Video and Multimedia Communications systems;


(3) Videosurveillance.

ISDN Products and Instruments

For over 25 years, the core of the company’s activity has been the design and manufacture of network equipment and measuring instruments for telecommunication networks. The company is still playing an important role in this industry with the manufacture of ISDN network terminations, a basic product for the development of the ISDN infrastructure with several projects carried out in Italy, Belgium, Finland, Spain, Chile and others in collaboration with the main Telecom organisations. 

The standard NT1 is produced in significant quantities together with the NT1 Plus, which adds to the features of the NT1 a dual interface to analogue terminal for connection to POTS networks (standard phones, fax G3 and so on). This is particularly useful in countries where ISDN is just being introduced, as users are not forced to completely change the existing office equipment.

The recently introduced NT-IP combines all the features of the NT1 PLUS with an RS 232 interface to provide a fully digital, fast and reliable connection to a PPP terminal server such as an Internet Server Provider. In this case a fully digital data service is provided by the NT-IP straight to the COM port of a PC with an unrivalled performance and no additional hardware and software are required.

Test Equipment is also included in the portfolio for the testing of analogue and digital lines: D1080, an ISDN analyser for BRI, PRI and U Loop with superior performance and additional capabilities, and the latest D2000, with a new user friendly interface, pre-defined tests and protocol analysis.

Video and Multimedia communications systems

 AETHRA is the only manufacturer that offers a complete line of H.320 and T.120 conform videoconferencing systems from the videophone and desktop to a wide range of rollabout solutions incorporating the most advanced multimedia applications and MCU capabilities. The systems fully meet the H.243 Multipoint criteria and have the capability to work at the highest quality also with alternative leased interfaces such as V.35-RS366, X.21, G.703, RS449.

The product line includes VEGA 384, the most affordable high quality and high performance set top solution on the market, MAIA videophones, the pioneer solutions in the single user segment, VOYAGER, a unique videoconferencing solution in a briefcase.

The rollabout low-end segment includes HERMES 384, the most cost-effective solution for small groups videoconferencing while the high–end segment is covered by a full line of single and dual monitor multimedia rollabout solutions.

Relevant European Projects: TELEINSULA, TELEREGION SUN2 and NESPOLE!.

Key Persons

Roberto Giamagli. Degree in Computer Science at the University of Pisa 1984/1989. At since 1988. He served in AETHRA’s R&D department for software development' from 1988 till 1995. From 1996 up to 2000 he served as the head of the 'System Engineering Department' where he was co-ordinating several different activities including help-desk and post sales. Now he is the manager of AETHRA's Market Area

Loredana Taddei. Degree in Electronic Engineering at the University of Ancona 1982/1989. She has been working in AETHRA since 1992 as software engineer in R&D department: she developed user interfaces for videoconferencing systems and acquired a great knowledge about standards and protocols for ISDN and IP communications. She is currently involved in the project NESPOLE!.

C8.
Economic Development and Scientific and Technological Prospects

SPECTRUM is a research project whose main purpose is to investigate and show the feasibility of multilingual (speech-to-speech translation) and multimodal services in a wireless setting. This will be accomplished by developing and testing with users and technology providers two showcases in the domain of tourism and related content: lodging and travel information, emergency management. If successful, SPECTRUM could give a major contribution to the success and diffusion of the wireless, by addressing the crucial issues of what are the innovative services that can be provided to the wide public, and which are the supporting technologies.

Through eCTRL, and in cooperation with service provider and tourist operators, ITC-irst is developing web-based customer services for tourism. In the field of tourism operators manage every day many national and international telephone calls and Web visits. Specialised human operators and automatic operators take care of the call centre. Customers, however, are becoming more and more demanding; they want to know about the places they are going to visit, see how the landscape looks, explore new opportunities, receive support in emergency situations, etc. By being able to satisfy such needs, a tourism destination can gain new market sectors and increase competitiveness. For this reasons some operators are interested to install automatic operator functions, and they are currently looking for new technologies to improve human-to-human communication. Call centres delivering multilingual services for a wireless setting through spoken language translation facilities will be tested during the project. The two showcases will be evaluated by operators not only by assessing the quality of spoken translation technologies, but crucially extending to an understanding of organisational impacts in terms of number of calls managed, skills required by the operator, user interface (multimedia/multimodal communication), user skills and behaviour, reorganisation of information services. At the end of the project providers will be in a position to decide how to exploit the project results for improving its own business.

Concerning Web and video call centres supported help desk, AETHRA is a telecommunication company working in Videoconference technologies since 1989. Its activity focuses on the development of terminals and applications for videocomunication market, covering all the sectors, from videophones through group-systems, conference rooms, multipoint units, vertical applications such as telemedicine, tele-teaching, design and management of big Service centres. Recently they became interested also in exploring the wireless communication market

AETHRA R&D department is actively involved in the development of solutions and technologies for video call centres. AETHRA is also one of the first users of video call centre. Moreover, it set up a video call centre facility in his central office in Ancona, Italy, in 1995, which now manages more than 50 internationals video calls per day. The video call centre consists of 8 operators enabled to manage audio, video, and data calls through ISDN and IP network. The services offered by the Video Call Centre are: customer service, technical support, telemarketing on videoconference products, demo and commercial assistance. Help desks, audioconferencing services, audiografic services and Multipoint service for videoconferencing are also available.

The market globalisation and the diffusion of the videoconferencing systems, including the expected new market sector related to wireless communication, makes it necessary that they be capable of handling different languages through simultaneous translation. This will provide an important added value, which will be complemented by more fully exploiting the already existing possibilities of using video, images and data as communication media. In this perspective, the results of SPECTRUM will be of the utmost importance to create news opportunities for the growth of (video) call centre market addressing the mobile world, and for improving the quality and diversity of the offered services. Thus, AETHRA is firmly intentioned to exploit the results of SPECTRUM, this way improving its position over competitors.

ITC-irst has a long experience in deploying research results concerning HLTs, Software Engineering and Microelectronics: speech recognition for dictation, call centre, data entry, formal methods, information extraction technologies, and biochips. ITC-irst is very actively pursuing IT for -commerce services in the field of Tourism, through its applied unit, eCTRL. Thus, ITC-irst has a strong interest in exploiting the results of the SPECTRUM project in the field of spoken language technologies, multimodality, and tourism. 

Scientifically, SPECTRUM could have a major impact on efforts and views concerning a whole host of technologies for human languages, and for multimodal communication. In the first place, besides trying to significantly advance our current knowledge of, and techniques concerning, different approaches to STST, the project aims at stably improving multi-engines for MT to overcome the limitation of each component, while trying to maximise its advantages. Secondly, by broadening its attention to communication robustness, the project marks an important shift of concern from ‘message translation’ to communication effectiveness. Thirdly, the translation of emotion is a new item in the research agenda, with the possibility of letting affective computing impact on human-to-human communication.

The SPECTRUM partners undertake to promote and publicise the project within a wider circle of interested IST actors encompassing enterprises, administrations, research institutions, professional associations, industrial and business groups, etc., vis-à-vis the general public, i.e. European consumers, the media, and the sponsors, i.e. European institutions including Commission and Parliament. To this effect, a project website will be established, covering objectives, approach, benefits, expected results, consortium details, events, etc. The website will host relevant public results from the project, including reports, presentations, research papers, press releases, audio-visual materials and software demonstrations, etc. to be added as they become available. Moreover an audio-visual presentation of the intended or realised project results will be produced around project mid-term. The demo will be derivative of ongoing development work (Showcase1), and will be used for display on relevant websites and at technical forums, especially at IST cluster events. 

In addition, consortia will participate in conferences, workshops, seminars and other forums and events taking place at national, European or international level, deemed to be most relevant for the project’s information dissemination and awareness activities, on the basis of a rolling meeting plan communicated to the EC services through regular reporting.

In order to maximise the impact of the results, and gain precious insights and comments two user groups will be set up.

The first user group will consist of service providers from different fields: tourism, manufacturers corresponding to the target groups of SPECTRUM, publishers and multimedia companies, electronic sales, etc. The purpose is to stimulate users to think how their services, market reach and global business can be improved by the adoption of the technologies developed by SPECTRUM. At the same time, the consortium members will gain important insights and suggestions as to the requirements, solutions and performance of the showcases produced by the project. 

The second user group will consist of technology providers operating in the field of HLT, communication infrastructure and network coding. The goal of this user group is first of all to monitor the tendencies of the wireless world so that SPECTRUM be ready to react to new developments. This will concern, in particular, UMTS, whose development we will constantly monitor being prepared to deliver Showcase2 through it, in case actual platforms and devices emerge. The second user group will also provide advise about adopted solutions, with respect to such matters as coding of multimodal information communication infrastructure, HLT technologies, etc To these purposes, considerations of languages different from those included in the project, such as Asian ones, will be crucial to guarantee a wide as possible consideration of cross-linguistic and cross-cultural issues.

The two user groups will play an important role with respect to dissemination and exploitation. As a matter of fact, systems of the same class as SPECTRUM will be mostly useful for communication from and to European-like languages, and Asian and East European ones. Quite generally, the future of mobile services depends on the capabilities of covering Japanese, Chinese, Korean, Russian, etc. markets.
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