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Video Call Center the market is growing up.

In today’s competitive environment, business must continue  to find new, innovative, and cost effective channels for reaching customer. Existing and new. Face to face interaction while carrying out transaction in the business world is most value by customer. This mode of communication provides a sense of comfort and security that is not found in most of today’s automated solutions for customer service and e_commerce. 

There are a lot of application that have to be performed in a face-to-face environment that permit to clients and agent to share video support and data support during the conversation, e.g. tech. Service support , Tourism, in general e_commerce.

Video Multimedia Call Centre delivers a business solution that offers face-to-face communication and data collaboration between customer and Call Centre agents, with no limitation on geography, and through Nespole we would  demonstrate also without limitation of languages.
The best voice-based Call Centre are highly effective and efficient organisations that can handle potentially thousand of calls an hour. The audio Call Centre work group is carefully managed through the use of specialised skill assignments to the agent activity, advanced call routing algorithms, and comprehensive tracking of customer call history and related agent activity.
All the power of the audio Call Centre can be extended to multimedia Call Centre agent. In this context, the terms multimedia refer to voice, video and data collaboration. 

The diffusion of videoconference equipment conform to the H.320 and H.323 standard and the diffusion of the digital networks ( ISDN and IP networks in general ) became the critical factors for the diffusion of Service Centres that want add to the existing audio Call Centre services the video and data capabilities.

In the next 3 years the development of the Internet in terms of capacity of bandwidth and quality of service will determine an exponential  growth of this opportunities.

The potential users of video-Call Centre today are all the business users equipped with Videoconferencing terminal and connected to hi-band network or Intranet with good bandwidth capability, In next future the potential users are all the user equipped with Multimedia PC and with a good IP access.

The actual mains market sectors for video-Call Centre are:

Banking . 
many local banks are now opening small branch-satellite offices in areas that provide maximum access to customer. This new trend is geared to satisfy the bank customer by providing access where the bank customer prefer to be , not where the branch happens to be. Acquiring space in most traditional supermarkets or high traffic area requires minimal remodelling in order to accommodate video-kiosk. Kiosk are placed inside traffic areas easily accessible to the to customers, with minimum modification to the existing location, and at low cost.
The bank does not incur the cost associated with new “brick and mortar” construction, information infrastructure, and human resource. The bank leverages existing skilled representative from the home office to service customers.

Customer service.
Software and hardware vendors and Value Added Resellers ( VARs) use video and data collaboration to demonstrate feature usage of new usage of new software, to send upgrades directly to specific machines, to troubleshoot customer complains about applications, about technical field problems.

The Customer service is one of the field where the Video and data collaboration reach the goal to give one fundamental added value to the conversation.
In the maintenance operations the technician can show the piece of hardware faulty part and the agent can immediately understand the right replacement or give visual indication about the procedure to repair or change-it.

Tourism.

Occorrerebbe descrivere lo scenario immaginato con APT……………………………..

………………………………………………………
Tourism.

1. Introduction
For the next decade, on line information services and related ICT (Information Communication Technologies) in the tourism sector will be influenced by the availability of technology capable of:

· presenting the relevant information in the most appealing way, stimulating the traveler/tourist fantasy, envisioning tours, etc.. 

· providing an environment in which the user can interact with information services in a simple and natural way to accomplish his/her goals. In this respect it will be crucial that linguistic and technological barriers be removed and/or circumvented. 

· provide the user with ‘just in time’ and ‘ready to use’ information, avoiding time expensive searches, boring (net) surfing, and making the best of such supports as cellular phones and/or the Internet 

· provide for a highly customised informational content, keeping track of the travel/tourist needs and desires, anticipating possibilities, etc.. 

Given these goals, the design of smart user interfaces must address three main concerns: the content to be presented, the modality of interaction and the user him/herself.

2. Content

From the point of view of content, the main issues is represented by by the presentation of multimedia information, with a substantial emphasis on video material and hyper-text technologies. Video information will be crucial for stimulating the interest in the location to be visited, and for convincing the traveler/tourist of the quality of the provided services and facilities. Efficient hyper-textual presentations will enable the user to easily focus on what he/she needs to know, by flexibly adapting to the changes of interests arising in the course of the interaction. 

In these respects, the use of standard language such as SGML/XML, and related editors will be crucial to facilitate the preparation of the material and its insertion into web sites, as well as to provide for simple maintenance procedures. Such an approach will make available to such non-specialised actors as service providers and tourism agencies/authorities technologies that would otherwise require suitably trained personnel.

Another important feature involving any kind of linguistically presented information is multi-linguality. In an evolving globalisation context, in fact, the capability of supplying information packages in different languages is mandatory. State of the art automatic translation and/or automatic multilingual generation from conceptual representation are already capable of delivering products with ‘reasonable’ performances – though in restricted domain. The tourism market seems one that can greatly profit of these technologies; they can be used both for better adapting the material to the end-user needs – e.g., by providing presentations in user’s native language, or for meeting the requirements of services providers (for example, by making it possible to deliver a given content in a variety of languages). In either cases, the maximisation and optimisation of the information flow and the adaptation to the end-user needs constitute a clear competitive advantage.

Finally, it is worth mentioning that NLP techniques are under development which will permit to greatly enhance the prospects for content access in a surfing scenario, e.g. by focusing the search in the WEB on specific information required by the user, by intelligently filtering multilingual documents, and by extracting information from WEB documents and providing a summary of the most interesting findings. Despite its still being a research area, results are already available which make the prospects of multilingual information extraction and summarisation of the utmost importance for tourism information systems.

3. Modalities of interaction

It is clear that a wider diffusion of the use of information services will greatly profit from the availability of natural language as a main modality for exchanging and requesting information. Concerning the tourism sector, two major development lines can be envisaged for the next years: the integration of natural language with other communication modalities – mainly visual – and the use of spoken language over the telephone.

In the related area of media understanding, systems are beginning to emerge that process synchronous speech, texts and images. Multimedia news analysis systems are very useful since they can mitigate the weaknesses of individual channel analysers (e.g., low level image analysis and error-prone speech transcription) by exploiting redundancies across speech, language and images. By digitalising and segmenting (into stories and commercials) the input, and then extracting named entities and summarising contents into key frames and key sentences, the user is enabled to browse and search broadcast news and/or visual parts thereof. 

The combination of all these techniques allows for a real on-line customisation of information access, by providing for news summaries organised according to different parameters: time, topic, named entities, and so on – this way enabling the user to quickly retrieve segments of relevant tourism content. 

Machine translation systems too, though often not providing highly quality translations, can deliver outputs which suffice to help users assess the relevance of the given information to their tasks. 

Finally, it should be mentioned that all these research opportunities and results raise challenges for systems performing cross-modality and cross-language summarisation in the touristic area. Given the strong emphasis on the final user, what is the optimal presentation of a given complex information content, and by using which media or media-mixture?

Another important modality to get tourism-related information is the telephone. Despite the great importance of Internet-based exchanges, in fact, the use of spoken language technologies for information access in tourism call centres will be a key issue for the next two, three years. In this connection, the feasibility of speech translation depends mainly on the extent of the application. At present, there are no commercial speech translation systems on the market, but a number of industrial and government projects are exploring their feasibility. Spoken language translation systems could be of practical and commercial interest when used to provide language assistance  in the negotiation phase of e-services and e-commerce in travel planning and in critical situations when travelling abroad, e.g. between physicians and patients, when needing for police help, hotel bookings, flights, etc.

4. User

The need for highly customised information in this sector is another key issue for the next generation systems. The future of tourism net-based services crucially depends on the availability of technologies providing a customised offer – e.g., customised packages for cultural, sport, gastronomic events or combinations thereof. In order to get what they like at the best possible conditions, users need to be supported in the access/selection of material. As more and more services become available through the electronic mean, efficient techniques for user representation, modelling and profiling are necessary to provide various branches of the overall system with relevant, updated information concerning the customer. In this respect, a preliminary distinction between individual Vs. group profiling/modelling schemes can be drawn. In the first, the information being collected pertains the user as an individual person (whose physical identity may either be actually accessible or otherwise be hidden behind a suitable ID-code), while the latter concerns the categorisation (prototyping) of the users according to shared characteristics, such as education, profession, social status or general habits. Application of individual modelling methods may be more demanding in terms of the infrastructure needed to collect and process users information, and, possibly, more delicate for what concerns privacy issues. Situations can be identified, however, where superior accuracy of individual modelling may pay-off in terms of economic returns and overall user satisfaction. 

Customisation, however, is crucial for more than simple offer access. Over the last few years, a notion has indeed emerged of personalised assistance, which goes through all the phases of service/good fruition – from the planning (or re-planning) of travels, to the on-trip advertisement of special offers. In order for the user to fully benefit from this kind of services, the need of course arises for customised filtering, but also for mechanisms allowing the user to delegate to third (electronic) parties some of his/her prerogatives – at least during the most schematic and boring phases of transactions. Here is the place where the technology of the Intelligent Agents comes naturally into play. By endowing suitable pieces of software of appropriate reasoning and communication capabilities one may realise modules able to act – in well defined situations – on behalf of the user him/herself. It is not surprising, in this regard, that the international standardisation effort led by FIPA (Foundation for Intelligent Physical Agents) has targeted personal assistance, travel assistance and user customisation services as primary application areas in which to produce standard specifications
I will try to find out some market figures in the interested area

Retail sales  ( e_commerce )
Customer connect to a service that can provide on-camera presentations of the item on sale. Good are inspected without making a trip to the distant store. Agents can provide various angle of display to customer and even zoom in on certain details. A customer may simply want to collect as mutch information as possible to start the decision making process. To provide the customer with detailed information , an agent traditionally mails documentation and follows-up with phone call to ensure the customer received and evaluated the information that also can store and print in his side.


.

technical platform to Nespole Showcase and development support:

The technical platform to support Nespole is composed of  three principal aspects:

· user terminal
The terminal to access to the Service Video-Call Center

· Network infrastructure
One IP-based Network built after the software and hardware concerns that can guarantee the correct QoS , as well as priority to audio, video and data packets

· Service Centre ( Video Call Centre )
The main implementation where operators and translation Server are placed. This implementation, when properly integrated, permits to supply the service in terms of connectivity and speech to speech translation.



User terminal:


One of the goals of the project is to demonstrate that the service can be supplied by standard commercial terminals, with standard hardware architecture and software capability.  The starting point is to use the H323 standard protocol for videoconference over IP network.

The user terminal will be a PC based terminal able to support a H.323 connection over IP.
During a session the user will be able to establish audio, video, and data link with the Video Call Centre. The audio link will be used by the Call Centre to generate the translated speech. Video and  data  streams will  be used to support the speech in the two typical scenarios that are identified . 

It is important that the system is  tuned to use the best audio algorithm (in terms of bandwidth) so that the translation server can receive a good-quality  stream. This is possible thanks to the audio coding laws implemented by the standard. These laws allow Hi-band audio transmission; the same kind of transmission at the moment is not  possible on usual analogue telephone lines. 

In the case of the tourism Show case, the terminal can be integrated in a Kiosk that can be placed in areas easily accessible by the potential customers. Then customers can contact the travel agency directly from that kiosk.

Network infrastructure:

The network will be an IP- based network configured as an Intranet. The equipment used for routing and switching packets will implement the functionality of Gatekeeper and gateway, so to guarantee priority and QoS to audio-video packets. The band will be sized to ensure either a good audio-video connection or the possibility to share data between the Center and the user.
The backbone in the show case will be a dial-up backbone ( ISDN ). The infrastructure however is independent on the physical backbone actually used. IP protocols give the possibility to think in terms of network infrastructures with a lot of degrees of  freedom.

For demonstration purposes the following network architecture will be implemented:
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As explained in the figure above, the performance of the hypothesised WAN will be simulated using two routers connected via a V.35 synchronous serial interface having a fixed bandwidth of 384 Kb/s (bi-directional).

The final network infrastructure could be Internet2 where the network will support QoS and particular protocols to warranty added value services like Videoconferencing.

Video-Call-Centre:

The Video-Call-Centre is the site where all the hardware and software resources to implement the show cases scenarios  will be concentrated.

The operator terminal will be a H.323 PC-based system connected to IP network  with the same functionality as the user terminals.
The operator terminal will receive  calls form  users and, after the proper processing phase, will  transmit video and data streams back to users.

The terminal will also be connected to a data base where all the relevant information are stored. 

The translation server will be interconnected to the operator terminal. Digital audio signals are sent from the operator terminal to the translation server, the server elaborates and translates the received signals, then transmits processed signals back to the operator terminal. The operator terminal has to be able to accept audio signals according to the H.232 standard.

One goal of the project is to understand which kind of software integration in the operator terminal is needed to solve the open problem of synchronising audio streaming with video or data streaming.

Different strategies can be implemented depending on the results and optimisation of the translation technology. In any case the tech infrastructure will be also open to the new implementation of audio and video algorithms that can provide better tools to implement the above mentioned synchronisation.

The H.232 Standard already allows the implementation of synchronisation between (non-translated) audio and video.  Part of the project will be devoted to study whether  this mechanism can be extended to deal with the delay introduced by the translation processing time. 
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Fig. 1 Typical Video-Call-Centre
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Fig.2 Video-Call

Standards:

Network: The IP standard for network protocols will be used. As already explained the IP is a standard platform that will ensure a real development of the results of the projects . The use of the IP platform leaves a complete degree of freedom as for the choice of the low level infrastructure ( ATM, Frame relay, ISDN , etc. ).
The IP protocol will be used inside an Intranet. This configuration will guarantee the QoS which is mandatory for the kind of application at hand.

The same application can be supported from a standard Digital synchronous network  like ISDN using H.320 standard for video-communication and introducing a Gateway ( H320/H323 ) in the service Centre.

Terminals:

Standards make it possible for people all over the world to communicate using hardware and software, developed and distributed by different vendors. When products interoperate, consumers can choose from a vast selection of multimedia conferencing products without fear of being tied to the goods and services of one vendor. These products can then work together as seamlessly as telephones and fax machines. 

Current Standards 

Four ITU-T umbrella recommendations contain the standards required for interoperability: 

H.320 
H.320 for ISDN videoconferencing describes standards for both multipoint and point-to-point videoconferences over circuit switched networks (CSN), such as ISDN and Switched-56. 

H.320 governs the basic concepts of audio and video communication by: 

· Specifying requirements for processing audio and video information 

· Providing common formats for compatible audio and video inputs and outputs 

· Defining protocols for multimedia endpoints to use the communication links and synchronization of audio and video signals

T.120
T.120 for data-conferencing specifies how to distribute application data efficiently and reliably in real time during a multimedia multipoint conference, including conferences using network bridging products and services. The T.120 objective is to: 

· Ensure transparent interoperability among unlike endpoints 

· Permit data-sharing among participants connected through any network transport such as ISDN, PSTN, CSN, or IP 

· Specify infrastructure protocols for data-conferencing applications 

H.323
Finalized by the ITU-T in October 1996, Recommendation H.323 is the dominant standard for the next generation of multimedia conferencing technology and equipment. H.323 specifies the modes of operation that are required for endpoints from different vendors to intercommunicate with any combination of audio, video, and T.120 graphics over the LAN, intranet, or Internet. It provides the call-model descriptions, the call-signaling procedures, and the system and component descriptions for packet-based conferencing. However, H.323 does not directly include standards for guaranteeing Quality of Service (QoS). 

As a derivative of previous recommendations, borrowing H.320 structure, modularity, and audio-video standards, H.323 presents standards that permit customers who have made large investments in H.320-based systems to take advantage of low-cost desktop conferencing. In contrast to H.320 conferencing, which requires a separate circuit-based network of ISDN-BRI or PRI-lines, H.323 leverages the packet-switched IP network already in place for T.120-data communication. 

Because H.323 communication is independent of network topology, the LAN over which H.323 endpoints communicate may be a single segment, ring, or multiple segments with complex topologies. These endpoints can communicate through hubs, routers, bridges, and dial-up connections. 

Quality of Service Tools for H.323 

The title of Recommendation H.323 clearly states that this recommendation specifies standards for Visual Telephone Systems and Equipment for Local Area Networks which Provide a Non-Guaranteed Quality of Service. H.323 does not, however, neglect QoS. For example, to provide reliable delivery of packets, H.323 specifies that control and data channels use end-to-end transport services, such as TCP, that signal acknowledgment and support re-transmission of packets. These reliable services ensure that signals are delivered through flow-controlled transmission in the order in which they were sent and error free -- no signals are lost. 

In contrast, best-effort services transporting audio and video signals, such as the User Datagram Protocol (UDP), while more efficient, do not send acknowledgment and retransmission signals and thus can introduce undesirable conditions, such as packet loss, timing fluctuations (jitter), and network congestion. H.323, therefore, specifies UDP only for audio and video and for the registration, admission, and status (RAS) channel. H.323 uses the reliable TCP for the H.245 control channel, the T.120 data channels, and the call-signaling channel. 

To handle streaming audio and video over the Internet, H.323 provides two protocols and an additional technique, multicast, to benefit network bandwidth efficiency. 

RTP/RTCP
The Real-Time Protocol (RTP) and the Real-Time Control Protocol (RTCP) work in concert, with RTCP monitoring RTP. These protocols (with H.245) also work with IP Multicast to guarantee timing, not data integrity, for UDP. 

RTP handles timing issues by time stamping and sequencing every UDP packet transmitted and including information on the synchronization of audio and video streams, expected data rate, expected packet rate, and distance in time to sender. The receiver, with appropriate buffering, can eliminate duplicate packets, reorder out-of-sequence packets, and synchronize sound, video, and data. Thus, when delays occur, the receiver can play back information that is consistently spaced in time and recover from jitter or other timing skews introduced by the network. 

Manufacturers use the RTCP sender and receiver QoS reports (listing statistics about lost packets, sequencing, and jitter) to detect network congestion and take corrective action, such as reducing media stream data rates. 

RSVP
The Resource Reservation Protocol (RSVP) is designed to prevent packet loss in router-based networks and to help reduce delay and jitter. RSVP helps to avoid problems with network congestion by guaranteeing that requested bandwidth in the router be dedicated to specific applications, such as conferencing. 

Endpoints can reserve network resources along the routing path between sender and receiver either just before or during call setup. RSVP determines and notifies the endpoint whether a router has sufficient available resources to supply the requested QoS and whether that endpoint has administrative permission to make the reservation. When resources are available and the permission is accepted, RSVP sets parameters in the router packet classifier and scheduler for the QoS. 

RSVP does not control the QoS of the network segments themselves. 

Multicast 
In multipoint conferences, multicast -- in contrast to unicast or to broadcast -- handles streaming audio and video over the Internet with RTP. Multicast processes the transmission of a single packet from one source to many destinations on the network without replication. Conversely, unicast sends multiple point-to-point transmissions; broadcast sends to all destinations. The unicast and broadcast transmission methods use the network less efficiently as packets are replicated throughout the network. 

Standards Components 

The H.323 umbrella standard incorporates already established recommendations and protocols to carry out its intention to specify conferencing over packet-switched networks. 

To satisfy this intent, H.323 requires endpoints to support these capabilities: 

· H.245 conference control 

· Q.931 call signaling and call setup 

· RAS messaging to communicate with a Gatekeeper 

· RTP/RTCP support to sequence audio and video packets 

· G.711 audio

To help endpoints meet these requirements, H.323 includes the following standards: 

Call, Conference, and Media Control (H.225, H.245) 

H.323 uses the Q.931, RAS, H.225, and H.245 protocols to manage audio, video and control signals passing through a control layer. (See Description of Standards.) The control layer is responsible for initiating calls between endpoints and setting up the media stream. 

Video (H.261, H.263) 

Although H.323 does not require an endpoint to have video capability, all endpoints with video capability must support H.261, allowing for the use of the same video frame encoding rules. In addition, endpoints can improve image quality by using the optional algorithm, H.263, which improves picture quality by using an improved compression algorithm, sacrificing less network bandwidth and maintaining more video data. 

Audio (G.711, G.722, G.723, G.728, G.729) 

While support for other audio standards is optional, an H.323 endpoint must support the G.711 standard for speech compression. Designed originally for continuous bit-rate networks, G.711 typically transmits voice at 48 kbps, 56 kbps, or 64 kbps, well within LAN bandwidth limits. The G.723 standard operates at significantly lower bit rates and is the most likely choice for H.323 applications. However, G.723 is a more expensive algorithm to use because it requires more processing power to encode than does G.711. 

All other endpoint capabilities, including videoconferencing and data-conferencing, are optional. The very absence of a requirement for video capability leaves open the possibility of connections in an H.323 conference from audio-only endpoints. 

To support data-conferencing, H.323 endpoints must incorporate T.120 capabilities. When enabled, T.120-capable H.323 endpoint users can work collaboratively using shared applications, such as spreadsheets and presentation packages. 

Description Of Standards 

H.225 Describes the media -- audio and videostream -- packetization, media stream synchronization, control stream packetization, and control message formats.
H.245 Describes the messages and procedures used to negotiate channel usage for opening and closing logical channels for audio, video, and data; for capabilities exchange; for mode requests; for control; and for indicators.
H.261 Describes the video-coding and decoding methods for the moving picture component of audiovisual services at rates of N x 64 kbps. H.263 Describes a better picture at 128 kbps than by H.261 specified.
G.711 Specifies pulse code modulation (PCM) of voice frequencies for a 3-kHz bandwidth at 48 kbps, 56 kbps, and 64 kbps (normal telephony).
G.722 Specifies audio for a 7-kHz bandwidth at 48 kbps, 56 kbps, and 64 kbps, using adaptive differential pulse code modulation (ADPCM) coding. This is the best solution that can be used in the Nespole environnement.
G.723 Specifies audio transmitted at 5.3 kbps to 6.3 kbps, close to the quality of speech in a conventional phone call.
G.728 Specifies audio for a 3-kHz bandwidth at 16 kbps, using low-delay code excited linear prediction (LD-CELP).
G.729 Specifies audio for a toll-quality, 8 kbps speech coder, using a linear prediction analysis-by-synthesis coder.

Network Components 

Recommendation H.323 describes the network components that connect to a LAN employed for interaction with a CSN. It does not describe the LAN itself or the transport layer used to connect various LANs. To implement an IP network-based communication system, H.323 defines these four major components: 

· H.323 endpoints 

· Gateways 

· Gatekeepers 

· Multipoint control units (MCUs)

H.323 Endpoints 

Endpoints on the LAN, whether they are integrated into personal computers or implemented in stand-alone devices, support real-time, bidirectional communication. As described under the Standards Component Section, H.323 endpoints must support H.245, Q.931, RAS, RTP/RTCP, and G.711, with video and T.120 data being optional. 

By supporting these H.323 standard protocols and through an appropriate gateway, H.323 endpoints can interoperate with these endpoints. 

· H.320 on narrowband ISDN (N-ISDN) 

· H.321/H.310 on broadband ISDN (B-ISDN) using an asynchronous transfer mode (ATM) 

· H.322 on guaranteed QoS LANs (IsoEthernet) 

· H.324 on general switched telephone network (GSTN)

In contrast to endpoints defined by other ITU recommendations, H.323 endpoints can optionally provide multipoint controller (MC) capabilities. 

Gateways 

Already common to telephone networks, gateways perform worldwide signal translation services. H.323, with its infrastructure of routers and switches, expands on this implementation and embeds gateway technology into the world of standards-based conferencing over IP networks. 

For H.323, gateways manage inter-operation between ITU-T endpoints by translating the call signaling, control channel messages, audio compression algorithms, and multiplexing techniques between an IP-based endpoint and an endpoint connecting through an ISDN. As a result of gateway services, H.320 systems can communicate with packet-based H.323 systems. 

Because endpoints on an IP network communicate directly, gateway services are not required for translation. 

H.323 mandates endpoint requirements (see the Standards Components Section) to minimize the transcoding that the gateway must perform to achieve interoperability. The gateway may not need to transcode audio when conference endpoints communicate with a common mode. In some cases, however, the gateway may perform audio transcoding so that each endpoint can operate with its optimum bandwidth efficiency. 

H.323 does not mandate the number and types of interfaces that a gateway can manage. In actual practice, a gateway can support several concurrent LAN-CSN sessions. And the CSN participation in each session may include several different types of networks. 

Gatekeepers 

Gatekeepers perform management services for H.323 conferencing zones. A gatekeeper is an optional element in H.323. When a gatekeeper is enabled in an IP network, all H.323 endpoints contacting that network must make use of it. 

The gatekeeper helps to preserve the operational quality of the LAN by performing these functions: 

Admissions control
By authorizing access to the LAN for H.323 endpoints including gateways and MCUs, the gatekeeper not only limits the amount of bandwidth these entities use on the network, but guarantees access only to recognized entities. 

The gatekeeper grants permission for both placing and accepting calls from H.323 endpoints. For a connection to be successful, an H.323 endpoint must be recognized by the gatekeeper and must also be registered in the gatekeeper's zone -- the collection of endpoints, gateways, and MCUs, independent of IP subnet boundaries -- that the gatekeeper manages. 

A zone can have only one gatekeeper. When multiple endpoints on a LAN contain a gatekeeper, all but one should be disabled. However, the H.323 Recommendation also states that admissions control may be set to admit all requests from recognized entities. 

Bandwidth management 

As designated in the RAS specification, the gatekeeper -- through admissions control -- ensures that bandwidth is available within its H.323 zone for email, file transfers, and other designated applications. While the gatekeeper can modify the bandwidth usage during a call, the criteria for doing so is not specified in H.323. 

Address translation 

As defined in the RAS specification, the gatekeeper accepts both external E.164 telephone number addresses received from endpoints outside the LAN and alias -- name -- addresses from LAN endpoints. It then translates the numbers and names to network-recognizable addresses, for example, IP addresses. The initiating endpoint can then complete the connection. Gatekeepers may also pass the H.245 signaling (used to negotiate channel usage and capabilities) between two endpoints or between each of several endpoints and the MCU. 

Final results:

The final results in terms of technologies will be the following:

· Definition and certification of the commercials equipment and the telecommunication standards that can be used.
Evaluation of the performances of the H.323 for Multilanguage Customer support application and tourism applications.


· Evaluation of the IP transport for Audio and video services in terms of instruments and topology of network to be implemented.


· Definition of the minimum band requirement to warranty a good quality of service the choice of the variable backbone over ISDN will permit to test and dimension the band requirement for such kind of service.


· Definition , dimensioning and testing of the hardware power and technologies to support the process of speech to speech translation and the synchronisation between the new audio stream generated and the video and data stream. 
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