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1. Introduction and description of scenario for the first showcase

This document is dedicated to the requirements for the first showcase. It reports on the definition of the tourism domain, the hardware and software architectures, the human language technology modules and the assessment procedures related. We will start by introducing the general scenario for the first showcase; more information on this topic can be found in the Appendix. Then, we will introduce and discuss specifications for: the hardware and software platform, HLT modules, and assessment procedures. 

The usual interaction in e-commerce applications is menu-driven, guiding customers through a predesigned choice space allowing a limited set of predefined results. This reflects the conception of e-commerce and e-service as basically driven by the supplier side while not supporting the tailoring of existing products to the user's needs. A speech-to-speech translation service opens a different perspective: e-commerce and e-service are viewed as collaborative, bi-directional activities. The customer and the provider interact directly, letting the customer explore alternative solutions and dynamically adapting his/her goals. At the same time, the provider can naturally understand the customer’s motivations and desires, and can answer to their needs in creative ways trying to find solutions that anticipate the customer's needs.

The scenario for the first showcase of NESPOLE! focuses on tourism. It involves an Italian speaking agent, located in APT/Trento (a typical ‘destination’), and a client located anywhere speaking either English, German, or French. Both use simple terminals: PC + sound and video cards + videoconferencing software, e.g., Microsoft( Windows( NetMeeting(). 

The customer’s goal is to organize a trip in Trentino area. In the typical scenario, the customer starts by surfing APT web pages at www.trentino.to. If he/she wants to know more about a particular topic or prefers to have a direct contact, a speech-to-speech translation service is available, which allows him to interact in his own language with an APT agent. A videoconferencing session can then be opened between client and agent, with each of them speaking his/her mother tongue. 

More detailed scenarios, those used for data collection, are given in the Appendix, each provided with its with web pages. 
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A brief example of a typical interaction is as follows:

· APT: Trentino tourism board. Good morning.

· CLIENT: Good morning. I am calling from Munich. I visited your web pages about tourist packets for sports for this summer but I did not find anything about skiing on glaciers.

· APT: Well, in fact we have none. We have a lot of packets for skiing in winter, but in summer usually tourists prefer mountain walks. However I can arrange one on the fly.

· CLIENT: Perfect. I'd like to come by the end of July.

· APT: With how many people?

· CLIENT: Me, my wife and two friends. We are all expert skiers.

· APT: All right. For how long are you going to stay?

· CLIENT: One week.

· APT: Let me look for an hotel near Passo Tonale. In the meantime you can look at Passo Tonale web page and at www.adamelloski.com, the web page of that skiing area. Unfortunately July and August are high season. Here I have two double rooms in hotel Maddalena. It is a three star hotel, located quite close to Passo Tonale.
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· CLIENT: How much does it cost?

· APT: Would you like bed and breakfast, half boarding or full boarding?

· CLIENT: Half boarding.

· APT: It's 140,000 lire each room for one night. If you stay less than three days, it's 160,000, but this is not your case.

· CLIENT: Ok. Is it close to the ski runs?

· APT: It is at 15 minutes walk from the chair lift, which takes you directly to the top of the ski runs on the Adamello Presanella massif.

· CLIENT: Thank you very much. Please, can you give me the hotel phone number and the exact address? And is there the possibility to rent ski-equipment?

· APT: Yes. The telephone number is 0462974324. The exact address is Hotel Maddalena, via Nazionale 27, 38623 Passo Tonale, Trento.

· CLIENT: And what about the renting of ski-equipment?

· APT: Oh, yes. There is a ski store which sells and rent ski-equipment open the whole year. It is at five minutes walk from your hotel.

· CLIENT: Thank you very much. What about the cost of ski-lift?

· APT: If you plan to ski the whole week, the ski-pass costs 194,000 lire. It is a reduced price for local hotel guests. The daily ski-pass costs 42,000 lire. Ski-lifts are open from 8 till 15, unless the day is very hot in which case the open and close one hour before.

· CLIENT: Thank you for all this information. I would like to know now if there is a ski-school for a friend of us who perhaps will come from the last three days.

· APT: Yes. There are three ski-schools that are open in summer. They offer courses for groups and individual lessons. As a school client your friend will have the same reduced price for the ski-pass.

· CLIENT: And are there other sports to do?

· APT: Your ski-pass will allow you free entrance at the local swimming pool and free use of lifts Valbion-Corno d'Aola which leads to a place where you can fish.

· CLIENT: Thanks, but we do not like fishing. What about horse-riding?

· APT: To ride you should go to Centro Ippico Paradiso in frazione Carpeneda, which is the closest to Passo Tonale. You should take the Atesina bus that leaves from Passo Tonale every hour from 7 till 18. It takes half hour to arrive in Carpeneda.

· CLIENT: Thank you very much. Ah, by the way, is there enough snow in Passo Tonale, isn't it?

· APT: Sure. There are 140 centimeters of snow now.

· CLIENT: Thank you very much. Good-bye.

· APT: You are welcome. Bye.

2. Hardware and software platform specification for the first showcase

This section presents an overview of the hardware and software platform for Nespole!. The overall architecture has been designed taking into account the geographical distribution of the four Language Specific HLT Servers, and assuming complete structural symmetry of Agents and Clients. Moreover, monitoring tasks have been distributed among four distinct hosts. 

2.1 Overall Architecture

The overall architecture is drawn in the diagram below.
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Fig.1 Overview of the overall architecture

2.2 Main features of the platform 

· Agent and Client are H.323 terminals—namely, they are able to make H.323 calls, sending audio in G.711 format, video in H.261 format, and data in T.120 format. Examples of H.323 terminals are: videoconference systems by various producers (Aethra, ELSAvision, PictureTel, etc.), PCs equipped with an audio-capture card, a video-capture card, and Microsoft( Windows( NetMeeting( software.

· The Global Nespole! Server is drawn as a unique entity, but the various Language Specific HLT Servers can be arbitrarily distributed. 

· The Mediator Software Module runs on a Windows platform.

· All the communications among Agent, Client, Mediator and HLT Server are via sockets. This is particularly appropriate for communications between Mediator and HLT Server, since transmission via sockets is independent on the actual operating systems running at the endpoints.

· Communications between Agent and Mediator, and between Client and Mediator are ruled by the H.323 standard. This requires audio and video packets to be transmitted using RTP (Real Time Protocol) over the UDP (User Datagram Protocol) transport layer, and data packets to be transmitted using the T.120 protocol.

· As for the communication between Mediator and HLT Server, RTP over TCP will be used at the levels 4 and 5 of the ISO/OSI stack (Fig.2). The UDP protocol could be used instead of TCP. This last protocol makes communication somewhat slower, but guarantees reliability: it implements a recovery procedure that triggers the retransmission of those packets that were lost or corrupted. Loss and corruption of packets is not recovered by UDP.
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Fig.2 ISO/OSI Stack

2.3 Nespole! Call handling

We now describe the functionality of the proposed architecture, assuming that the Client speaks a language X and wants to communicate with an Agent speaking language Y. In the following we denote by MY and SY the Mediator and HLT Server for language Y. Analogous abbreviations hold for MX, SX, etc.

1. Client makes a H.323 call to MY. The call mode allows the Mediator to identify the source language X (see below for more details on this issue).

2. The Mediator, which acts as a bridge between Client and Agent, makes a H.323 call to the Agent for language Y. 

3. Sockets for audio, video, and data packets are opened between Client and MY, and between MY and Agent, respectively.

4. Each video packet received by MY from the Client is directly sent to the Agent.

5. Each audio packet received by MY contains a unique sequence number, say Nm for the audio packet Am. Suppose that, correspondingly to the reception of Am from the Client, MY receives a certain data packet Dk. Then Dk is enriched with the timestamp Nm. Also, the audio packet Am is transformed into AXm: an audio packet in PCM format that contains the time-stamp Nm. The Mediator MY sends AXm to SX.

6. Packet AXm is analyzed by SX, transformed into IF keeping track of the time-stamp Nm, and then sent to the Communication Server (C.S. in Fig.1).

7. C.S. sends the IF corresponding to AXm to SY.

8. The HLT Server SY elaborates the IF and returns to MY the PCM audio packet AYm which contains the time-stamp Nm.

9. The Mediator MY receives AYm, fetches the packet Dk from its data buffer, and sends to the Agent the G.711 coding of AYm together with Dk.

10. Audio, data, and video packets sent to MY by the Agent are treated similarly.

2.4 General remarks

· As highlighted in the above example, one single Mediator is involved in the interaction between Client and Agent. This allows video and data packets to be kept inside the Mediator, so as to avoid sending them to the Global Server, which, if involved, should then forward them to yet another Mediator. Of course future developments of multi-modal features could imply the transmission of data packets to the Global Server in order to give it more information concerning the association between audio and gestures and, if necessary, the possibility of manipulating and reordering data packets. It is quite important, however, that video packets are sent around following a strictly by-need discipline. The video stream, in fact, is by far wider than both data and audio streams.

· Each Mediator is identified by a distinct IP address, so the Client selects the address to call depending on the foreign language he wants to use.

· In the above example MY is called by a Client speaking language X. It is crucial for MY to recognize the source language X. Different strategies can be adopted to achieve this result. One possibility is to take advantage of the fact that H.323 terminals usually allow the definition of an alias, and to require that Clients only use `well-formed’ aliases. For instance, we could impose that the alias of any German Client starts with the string ‘de’, the alias of any French Client starts with ‘fr’, and so on. 

· The interaction between the Client speaking X and the Agent speaking Y is monitored by MY and actively involves both SX and SY. A Mediator can manage only one transaction at a time, so it will accept a H.323 call only if the following requirements are met:

-the Mediator itself is free from other calls;

-the HLT Servers of the calling and the called language do accept a bi-directional connection with the Mediator;

-the Agent is not involved in another communication.

HLT Servers, however, are free to handle more than one transaction at a time (more than one mediator can communicate with HLT Server through the same socket). It is up to every single HLT Server to accept or refuse the communication request by Mediators.

2.5 Communication between Mediator and HLT Server: API definition and general remarks

Mediators and HLT Servers communicate via sockets. Each HLT Server keeps waiting on a bi‑directional socket, say port 3000, for the transmission of linear audio.

Whenever a Client tries to call a certain Agent, two Servers, and hence two sockets, are involved. As already said, the success of a H.323 call from a Client to a Mediator is intimately related to the possibility to open the sockets between the Mediator and the relevant HLT Servers. If any of the two attempts to open communications with the Servers fails, the very first H.323 call is rejected and fails.

The following issue is of fundamental importance. Each Server can be either in a waiting or in a busy status. It is in a waiting status if either it hasn’t received any open socket request, or its socket has been closed via a close socket request. Otherwise, the Server is in a busy status.

If the Server is not able to manage more than one transaction at time, it must reject open socket requests when it is in a busy status.

Each socket between Mediator and HLT Server is bi-directional and carries two data streams: one stream per direction. The communication protocol between Mediator and HLT Server must respect a few minimal requirements. The communication protocol will use packets as depicted below:
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Fig.3 Packet exchanged between Mediator and HLT Server

The Length is the payload’s length.

The Timestamp field has obvious meaning. 

The Session Identifier, assigned by the Mediator, is needed in case the HLT Server is able to manage more than one transaction at a time: HLT Server can use this identifier to differentiate audio data flow of different transaction.

The Payload contains the actual data, which can be either Status message, PCM audio, or T.120 Whiteboard data, as specified in the Payload Type field. In particular the Payload Type is one of the following:

· STATUS_MESSAGE (= 1) ( Initial message sent by the Mediator immediately after the Open Socket request.

· PCM_FROM_G.711 (=2) ( PCM Linear audio obtained by decoding a G.711 packet,

· PCM_FROM_G.722 (=3) ( PCM Linear audio obtained by decoding a G.722 packet,
· PCM_FROM_G.728 (=4) ( PCM Linear audio obtained by decoding a G.728 packet,
· PCM_FROM_PCM (=5) ( native PCM Linear audio packet,

· WB_DATA (=6) ( T.120 Whiteboard Data.


The Payload of a packet with Payload Type = STATUS_MESSAGE is:
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Fig.4 Payload structure for Payload Type = STATUS_MESSAGE

Additional information can be added in a second moment in the STATUS_MESSAGE packet: the Lenght field gives us this flexibility.

The transmission of PCM data deserves a more detailed comment.

· Due to structural constraints given by the definition of the H.323 standard, a PCM payload corresponds to about 20 milliseconds of speech. Then, most likely, one single PCM payload is just a small fraction of the minimal input that the HLT Server needs in order to start the analysis process. Hence the HLT Server should be able to buffer as many packets as necessary.

· We already mentioned that the generation of IF data from PCM audio should leave timestamps unaffected. Nonetheless, it is not necessary to keep a strict one-to-one correspondence between timestamps and packets. For instance, let us suppose that the HLT Server generates an IF stream corresponding to the analysis of n audio payloads time-stamped by t1, . . , tn. It is not necessary to divide the IF stream into n distinct portions: the IF can be sent to the other HLT Server in a single packet time-stamped by t1, and translated audio can be sent to Mediator in a single packet, which is time-stamped by t1 and corresponds to the translation of the n audio payloads. 

2.6 Multimodality issues: main features of the proposed Whiteboard

The Whiteboard can distinguish three different kinds of gestures/actions:

1. free hand strokes;

2. pointing of an area;

3. loading of an image;

4. running a browser.

As agreed by the consortium, free hand strokes undergo a partial lexical interpretation. To this end, a `reasonably long’ release of the mouse button is interpreted as a separator between complex graphical objects. In particular, strokes drawn while keeping the button down are all taken to be parts of a single graphical object. The actual end of a gesture occurs when the mouse button is released for a time longer than a suitable period, say, more than 5 seconds.

Concerning pointing gestures, two different area shapes can be defined: a rectangular shape, and an elliptic one. The user selects a certain shape, and then use it to point/delimit the chosen area. After that, the rectangle (or ellipse) containing the pointed area can be highlighted.

The Whiteboard makes available another functionality which is particularly important for the first showcase: running a browser on a specified Web page and letting the remote site run the browser on the same page translated in the remote site’s language.

Correspondingly to the different kinds of gesture, the data packet transmitted by the Whiteboard to the Mediator can be organized as follows:

1.  (type = freehand, context = “picture.bmp”, strokes_number = n, line_1 = (…), …., line_n = (…))

2. (type = pointing, context = “picture.bmp”, pointing_type = rectangle/ellipse, area_data = (…))

3. (type = loading, image_data = (…))
4. (type = running browser, url_data = (…))
The Mediator is in charge of adding to the above packets a time-stamp field, and of monitoring the synchronization of data and translated audio as already described above.

For the purposes of multimodality, which is requested by the second showcase, Whiteboard data should be transmitted to the relevant HLT Server: this will be achieved by sending a packet as depicted in Fig.5 where Payload Type is WB_DATA and Payload has the following structure:
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Fig.5 Payload structure for Payload Type = WB_DATA

Here, Type is one of the following:

FREE_HAND (=1)

POINTING (=2)

LOADING (=3)

and Data has different structure depending on Type as described in Fig.6, where:

· Context is the name of the image the user is referring to; 
for Type = FREE_HAND:
· Strokes Number is the number of the strokes contained into the packet;
· Color is the RGB value corresponding to the strokes color;
· Points number stroke N is the number of the points of stroke N;
· Point11, Point12 are x and y coordinates of the first point of the stroke;
· PointN1, PointN2 are x and y coordinates of the point N of the stroke;
· Stroke duration is the duration expressed in milliseconds of the stroke drawing;
for Type = POINTING

· Area Type indicates the type of the pointing area (rectangular or elliptical);
· Color is the RGB value corresponding to the high-light color of the area;
· Point11, Point12 are x and y coordinates of the top left corner of the area;
· Point21, Point22 are x and y coordinates of the bottom right corner of the area.
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Data’s structure for Type = FREE_HAND
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Data’s structure for Type = POINTING
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Data’s structure for Type = LOADING
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Fig.6 Different structure of Data depending on Type

3. Speech To Speech Translation (STST) Modules and IF Design
In this section, we focus on the desired functionalities of each component, with respect to the major goals of improving on robustness, portability and scalability, both at the level of each single module, and at that of the overall system. The figure below provides a simple overview of the architecture of each HLT server
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Fig.7 Overview of the architecture of each HLT server

3.1 Speech Recognition Components

State-of-the-art speaker independent and large vocabulary continuous speech recognition (LVCSR) systems are used. In most modern LVCSR systems, the front-end is based on cepstral features with delta and delta-delta coefficients. Context-dependent phonetic units, or triphones, are modeled by unique HMMs. Mixtures of gaussians are used to calculate state-dependent observation likelihoods. The current state-of-the-art in speech recognition is summarized in the review by Young (1996).
3.1.1 Robustness

Definition

In order to fully support natural interaction between the partners, the system must be able to cope with the disfluencies of spontaneous speech including interruptions, corrections, repetitions, false starts, etc. In these respects, an essential feature of the system will be its robustness. More precisely, the speech recognition components should be able to deal with:

· changes of audio channels (different microphones, compressed speech)

· different speaking rates (slow vs. fast speech)

· different speaking styles (spontaneous effects, dialects, foreign accents)

· different speaker characteristics (vocal tract)

State of the Art
In most modern LVCSR systems, there are already some techniques which can be exploited to improve robustness:

Vocal tract length normalization (VTLN). This approach attempts to compensate for the variations of vocal tract shapes. The underlying idea of the VTLN approach is to normalize the spectrum with piece-wise linear functions in the frequency domain. 

Channel normalization (CMS). Cepstral features are often used as a front-end for speech recognizers. Using such features, it can be shown that the normalization of the cepstral mean and variance is able to compensate for different audio environments.

Speaker adaptation (MLLR, MAP). More general techniques to compensate for speaker variations are Maximum Likelihood Linear Regression (MLLR), and Maximum a posteriori adaptation (MAP). MLLR uses adaptation matrices to transform the acoustic model parameters. The objective function is to maximize the likelihood of the transformed acoustic models given the test data. In several experiments, it is shown that the mismatch between the models and the test data can be reduced.

Objectives 

Adaptation. There are mainly two critical issues concerning adaptation. The first one is to use limited enrollment data to robustly estimate speaker-dependent adaptation parameters. In the Nespole! project, we will address this problem by applying one or more recently-developed techniques for rapid speaker adaptation (McDonough 2000). Secondly, it is necessary to make the adaptation algorithms feasible for real-time recognition. Current model-based transformations cannot be used together with fast score computation algorithms like gaussian selection or bucket box intersection (BBI). Therefore, we prefer to examine feature-based adaptation techniques under real time constraints.

Pronunciation modeling. With respect to the tourism and video call center scenario, it is necessary to cope with foreign accents (and proper names) from non-native tourists/clients. We will address the problem of automatic learning of appropriate pronunciation variants and probabilities. It is also well-known that the types of disfluencies typically seen in conversational speech (e.g., hesitations, restarts, laughter) causes significant degradations in the performance of automatic speech recognition systems. There are different approaches for modeling these spontaneous effects, namely pronunciation dictionary, context decision trees, and language model. We will examine the use of context dependent human and non-human noise phones to cover spontaneous effects.

Acoustic and language modeling. The consortium will also attempt to improve acoustic modeling through the use of speech material collected from recent broadcast news programs. Moreover, the quality of language models can be enhanced through the use of text material extracted from sources accessible via the internet.

3.1.2 Portability

In order to meet speed and performance constraints, current Speech-to-Speech Translation (STST) systems must be highly domain dependent. Since spoken language applications are transferred even more rapidly into practical use, there is a growing interest in expanding the reach of STST to various domains (and languages). Therefore one of the most important challenges for building state-of-the-art STST is portability.

Definition

In NESPOLE!, this term refers to the issue of porting a STST system to a new domain, with respect to cost-effectiveness and the porting process. Cross-domain portability will be demonstrated by addressing in the second showcase a domain which is different than that of the first showcase: video help-desk vs. tourism.

State of the Art

Acoustic models: context decision tree (polyphone coverage). A general technique to improve speech recognition accuracy is the context-dependent acoustic modeling using polyphonic decision trees (Young 1996). 

Automatic extraction from internet sources for LM training and vocabulary selection. This technique (Vaufreydaz, Akbar and Rouillard 1999) is based on the use of Internet documents as a source of information for language modeling; it allows to automatically prepare language models adapted to a given task.

Objectives

Since the observation of polyphones depend on the underlying training data, polyphonic decision tree adaptation methods should be applied in order to adapt these trees to the new domain even if very little data is available. Portability can also be improved through the use of text data obtained by internet “crawls.”

3.1.3 Scalability

Definition

Scalability concerns the expansion of the capabilities of a system in a cheap and efficient way to handle another, more comprehensive task in the same domain. 

State of the art

The most widely used concept to provide for scalability in current systems is the use of class-based language models. By using them, it is possible to increase, for example, the number of towns known to the system without requiring it to have seen most of them in the training material and without recalculating the language model parameters. This approach is sufficient for most current scalability problems. Similar approaches can be used also to reduce the computational efforts needed for a given task and can therefore help to improve the efficiency of a system. 

Objectives

The Nespole! system will incorporate class-based language models. The main effort which is still required when using them in the speech recognition component of a STST systems is the selection of lexical entries from available sources as well as the generation of the pronunciations of new words. It will be a goal of HLT research under Nespole! to automatically generate new entries by making use of multilingual and widely available information sources such as the internet.

A promising approach to enhance scalability is to dynamically extend the vocabulary and search space of a speech recognizer at run-time. Typically, this is accomplished by making an initial recognition pass with a basic vocabulary. Subsequently, words are added to the utterance-specific vocabulary based on their acoustic or phonetic similarity to the words hypothesized during the first recognition pass. Using the augmented vocabulary, a second recognition pass can be made. This technique has proved to be very effective in practice (Geutner, Finke and Waibel 1999).
The use of language modeling with hierarchical domains is also a way to rapidly choose during the recognition stage, language models adapted to the topic of the dialogue. Similarly, on-line topic detection could be used in order to apply the adequate language model during recognition. 

3.2 Translation Components

The main research goals in the development of the translation components in Nespole! will be to improve the robustness, portability and scalability of existing state-of-the-art translation methods and components. The state-of-the-art in present STST systems achieves reasonable levels of robustness at the cost of breadth. As demonstrated by the final system demonstration of the C‑STAR II consortium, effective STST can currently be achieved under the following conditions:

· A fairly broad, but still limited domain—Travel Planning

· System ability to handle reasonable levels of spontaneous conversational language (including speech disfluencies, incomplete and ungrammatical utterances)

· Coverage limited to primarily task oriented domain actions (utterances that convey a specific communicative goal, i.e. requesting information about the availability of a room)

· Incomplete coverage of the domain—good coverage was achieved on several domain-specific scenarios, and was less complete beyond them..

The goal of Nespole! is to significantly improve upon these capabilities. The general distributed architecture of the Nespole! HLT server, as depicted in Figures 1 and 7, is designed to provide the various consortium members with wide freedom in the internal design of the translation components for each of the various languages. While the specific approaches to analysis and generation for each language might differ quite significantly, each of the partners developing the components will be guided by the overall specifications and requirements that are outlined in this section. For the first showcase, our goal is to develop a functioning set of baseline HLT servers that can then easily be updated and expanded in order to demonstrate improved robustness, portability and scalability in the second showcase. We will also revise and expand the IF—the interlingua-like medium used to communicate between analysis and synthesis chains in the project—in ways that support these goals.

3.2.1 Analysis and Generation Modules

State of the Art

Current approaches used by the Nespole! partners in their recent C-STAR II systems include: robust parsing using domain-specific semantic grammars and simple mappers to/from IF (CMU/UKA); analysis using phrasal grammars and classifiers to domain actions (IRST); and rule-based syntactic and semantic analysis with mappers to/from the IF (CLIPS).

3.2.1.1 Robustness

Objectives

The developed analysis and generation HLT modules must be able to cope with corrupted inputs, due to either the peculiarities of the input utterance or to errors of the acoustic recognizer, and with incomplete information. The goal is to allow effective use of spontaneous spoken language by a naïve user working in the setting of the first showcase.

Methodology

Robustness in NESPOLE! will be achieved through the development of new and improved analysis engines that are less sensitive to noisy and corrupt input. These will include methods that use state‑of-the-art Machine Learning methods for learning to classify sequences of phrase-level concepts into their appropriate IF concepts, as well as improved mappings from rule-based syntactic/semantic analyzers. Several of the Nespole! partners also intend to investigate the use of a multi-engine approach that combines many different analysis approaches, where one can potentially compensate for the weaknesses of the other. Additional robustness will be achieved by developing effective methods for using contextual information and dialogue history in order to disambiguate and/or correct the output of the analyzers. Improved usage of confidence measures and the ability to detect out-of-domain input will also be investigated.

3.2.1.2 Portability

Objectives

In terms of portability, our goal will be to demonstrate that the translation components developed in the course of the project support the porting of the system to new domains with relative ease (compared to the existing state of the art).

Methodology

We will develop new translation approaches that are inherently more portable than existing technology. The IF will also be re-designed in a way that will support easy expansion into new domains, and effective use of the concepts that are shared between domains. The effective portability of the new translation components will then be demonstrated by developing a second showcase system for the Help Desk domain. While each of the partner groups intends to pursue different specific approaches to analysis and generation, the common task of porting their modules to a new domain, and the common procedures for evaluation and assessment will provide the required common ground for achieving a relatively portable overall system. 

3.2.1.3 Scalability

Objectives

In terms of scalability, our goal will be to demonstrate that the analysis and generation methods developed by the partners can support significant scaling in scope and coverage of the travel domain between the first and second showcases.

Methodology

We will expand the types of utterances that can be translated, the overall set of expressed concepts, and the ways in which they can be conveyed. In terms of utterance types, we will specifically work on extending the coverage of the system beyond task-oriented language. As mentioned before, the current IF is primarily designed to express task oriented sentences, in which the speaker conveys a highly context dependent communicative goal (such as requesting information about the availability of a room). We will now extend the coverage to effectively handle more descriptive kinds of sentences as well. This will be done by an extensive re-design of the common IF (see next subsection), and the development of improved analysis and generation engines that can effectively produce and generate from the new IF. We will then demonstrate that the improved IF, translation components and developed knowledge sources support the significantly scaled-up travel domain task as demonstrated in the second NESPOLE! showcase.

3.2.2 The Interchange Format

3.2.2.1 Introduction

Our goal in designing the interlingua is to keep a balance between simplicity and expressiveness. The current interlingua, Interchange Format (IF), is very simple and is suitable for some types of task-oriented utterances. However, it lacks expressiveness in some areas. It does not represent grammatical features such as number and tense and does not handle common constructions such as relative clauses. It also does not support reference resolution in that it often neutralizes the difference between nouns and verbs (e.g., "What is the price?" (noun) and "How much does it cost?" (verb)) so that we do not have a record of which nouns are available for reference. Finally, it is only designed for domains in which there is a limited number of domain actions (reserving a room, telling a price, etc.).

Although we have to improve the expressiveness of IF, we have to remember that simplicity was the key to the success of the IF. According to a recent evaluation (Levin et al., 2000), intercoder agreement between IF coders at CMU and IRST was around 85% for speech acts, concept lists, and argument lists. (Agreement on the total DA—speech acts plus concepts—was only 65%, which shows that the 85% of speech acts they agreed on and the 85% of concept lists they agreed on weren't the same 85%.) As a result of this level of agreement between sites, an end-to-end evaluation of English-to-Italian was the same as the end-to-end evaluation of English-IF-English—around 60% acceptable translations of speech recognizer input and around 75% acceptable translations on human-transcribed input. If we make the IF very complex, intercoder agreement might decrease, and if the grammar writers do not agree on the IFs, the translation accuracy across sites will suffer. Therefore, our approach is to remedy the problems of expressiveness while keeping the IF as simple as possible.

Our work on the IF in NESPOLE! will focus on three areas, expanding the inventory of concepts, expanding the inventory of grammatical features, and embedding and modification.

3.2.2.2 Expanding the Inventory of Concepts and Arguments

The current IF contains only about 100 concepts and about 150 argument types. Surprisingly, given the small number of concepts and arguments, the IF covers approximately 95% of the sentences in the database of the C-STAR consortium. The NESPOLE! domain, being somewhat broader and more realistic, will require an expanded number of concepts and arguments. New concepts will be based on WordNet, with each concept corresponding to the meaning of a WordNet synset - a set of word senses sharing a common meaning.

3.2.2.3 Expanding the Inventory of Grammatical Features

We intend to first define a preliminary interlingua for number, times and event structure (as represented by tense and aspect systems), and two or three other salient features (such as modality or certainty) to be identified from the APT phone and email data. At a second stage, we will refine the IF to deal with subtler features of meaning, including some sequence of tense phenomena, and some alternative meanings of imperfective clauses (iterative, habitual, etc.). We will also conduct an error analysis in order to identify other grammatical features that may affect translation quality (for example, generic vs. specific; collective vs. distributive, etc.)

3.2.2.4 Embedding and Modification

Design a simple notation for embedding and modification. Include a preliminary design of "mismatches", for example the Romance language partitive expressed in English by the quantifier "some." We will not aim for a complete treatment of quantification.

4. Assessment and evaluation for the first showcase

4.1 Introduction
Assessment and Evaluation in Nespole! will constitute a significant and integral part of the research effort, and will be an ongoing task that will guide the development of the system individual components as well as the integrated system. This section summarizes the specifications for assessment and evaluation procedures and methodologies, as agreed upon by the consortium partners. We intend to conduct several different types of evaluation in the course of the project. These can be categorized along two main dimensions: (1) granularity: we intend to evaluate both individual system components developed separately by the various partners (these are also known as "glass-box" evaluations), as well as end-to-end processing chains within the overall Nespole! system (these are also known as "black-box" evaluations); and (2) the type of evaluation: we intend to conduct sentence/utterance level accuracy based evaluations as well as task-based evaluations. User studies will also be conducted at the integrated system level. The specifications for the various planned evaluations are detailed in the following subsections.

4.2 Methodology: Accuracy-based Evaluations

We will perform sentence/utterance level accuracy-based evaluations on both individual components and end-to-end paths. Accuracy-based evaluation will be conducted using a test corpus of sentences/utterances that have been set aside and not previously used for the development of the system components. The component and/or system path is then applied to each sentence/utterance in the corpus, creating a corresponding corpus of output results. The quality of the output of the component on each of the inputs is then assessed, tabulated and averaged. 

An important aspect of the methodology is the use of both development test sets and a "true" final test set. Development test sets are used in the course of system development. Once used for evaluation, error analysis can be conducted on the input/output data in order to isolate the main sources of error and further guide the development of the system. 

While the same set of data can later on be used to assess system improvement, once used and analyzed, a development test set is no longer considered valid test data. Another dev-test can then be used to repeat the cycle of system development. To provide unbiased accuracy-based evaluation, similar evaluations using a "true" unseen test set are conducted periodically. This data is not made available to the developers of the system and is not used for error analysis. It is solely used to measure the accuracy performance of the component and/or system path at specific points in the course of the project.

We plan to use the end-to-end evaluation methodology described in (Gates et al., 1997), by which human graders that are fluent in both the input and output languages assess the translation quality of each utterance of a given evaluation set. Quality is categorized as either "Perfect" (the output reflected the complete meaning of the input utterance, and the output is fluent), "OK" (the meaning is essentially conveyed, but not fluently), or "Bad" (incorrect or incomplete translation). When tabulated, "Perfect and "OK" scores are often combined into a category labeled "Acceptable". A user interface program that supports such manual is available, and has already been used for a number of evaluations.

4.3 Methodology: Task-based Evaluations

Task-based evaluations will be conducted at the integrated system level at advanced stages of the project, as part of the assessment of the developed showcases. Task-based evaluations are performed in addition to accuracy-based evaluations and are intended to complement them. The goal of the task-based evaluation is to assess the overall ability of the users to achieve the task that they are trying to perform using the system. This takes into account the user's ability to make use of the variety of functionalities provided by the system. In a speech translation system such as the one we are developing, individual sentences may fail to translate or may translate incorrectly, yet the user may still achieve the task by repeating the sentence, paraphrasing, or using one of the alternative modalities provided by the system. It is thus important to develop procedures for assessing how well the user was able to achieve the goals (and sub-goals) of the task using the system, and by which means. 

The main issues in defining an appropriate task-based evaluation for Nespole! are: 

1. separating human error from machine error - the goal is to evaluate the MT, not the human; 

2. establishing appropriate definitions for communicative goals in the context of the Nespole! tasks and domains; 

3. developing an appropriate scoring scheme for goals that succeed or fail.

4.4 Methodology: User Studies

Once the system for the first showcase is available, we intend to conduct several user studies to provide an effective data source for both accuracy and task-based evaluations and for assessing the usability of the overall system. The user studies will involve recruiting actual real users, unfamiliar with the system and its development and allowing them to use the system in order to perform an actual task. For the first showcase, this task will be centered around the travel-domain, and the users will be required to use the Nespole! speech translation system in order to communicate with the APT agents for obtaining information and services in an e-commerce web-based setting. We plan to conduct one limited user study in the early stages of system integration, analyze its results to improve system usability and then conduct a second user study with the final first showcase system, in order to thoroughly evaluate it. 

4.5 Single Component Evaluations

Single component evaluations will be primarily focused on the HLT modules developed independently at each of the participating partner sites. The main HLT components that are to be evaluated and the relevant procedures are described follow.

1. Evaluation of Speech Recognition Modules. Accuracy-based evaluations will be performed on the individual speech recognition modules using standard word-error-rate (WER) criteria. However, since standard WER evaluations do not take into account that certain misrecognitions are far more harmful to translation than others, we will consider also performing human evaluations that evaluate the output of the recognizer as if it were a paraphrase translation of the original (transcribed) input. This will be done by using the same grading methodology used for evaluating actual translation quality.

2. Evaluation of Analysis Modules. Accuracy-based evaluations will be performed on the individual analysis modules. This will be done by comparing the Interchange Format (IF) output of the analysis module with hand-coded IFs for the same test sentences. Since manual comparison is tedious and time consuming, the consortium will make use of an existing utility by one of the partners that allows reasonable automatic matching between the hand-coded IF and the analyzer output.

3. Evaluation of Generation Modules. Accuracy-based evaluations will be performed on the individual generation modules. This is done by applying the generation module to a set of hand-coded (or validated system produced) IFs, and then comparing the generated output with the original input. The comparison can be performed as a grading of a translation between the original input and the generated output.

4. Evaluation of Synthesis Modules. The synthesis modules used by the Nespole! partner groups are for the most part commercial modules, and speech synthesis research is not included in the Nespole! research agenda. Consequently, evaluation of speech synthesis will be performed only within evaluations of end-to-end paths and the integrated system as a whole.

4.6 Single-Site End-to-End Evaluations

The distributed architecture of the HLT servers supports the ability of individual sites to perform independent black-box end-to-end evaluations. These involve performing analysis from input language X into the IF followed by generation (and possibly synthesis) back into the language X. We intend to perform both accuracy-based and task-based evaluations of this kind. Such evaluations are meaningful since they truly combine the HLT modules for a particular language into an end-to-end path. Because these are monolingual evaluations, they can be easily performed independently at each of the partner sites by native speakers of the language involved. Most of the evaluations in the early development stages of the system will be single-site accuracy-based evaluations, according to the development methodology described earlier.

4.7 Integrated System and Multi-Site Evaluations

Once the HLT server backbone system is up and running, we intend to begin end-to-end path evaluations across sites. Beyond extensive tests of overall system functionality, we will perform both accuracy-based and task-based end-to-end evaluations of the HLT modules. These can be performed in a batch-mode fashion or an online fashion. In batch-mode, an evaluation set is analyzed at one site, producing a corpus annotated with IF. This corpus is then sent to the second site, which applies the generation chain to the IFs in the corpus, producing a corpus of translations. End-to-end translation performance can then be assessed. In online mode, online tests of the integrated system are performed, with the data recorded and logged and then evaluated offline, using the established end-to-end measures. These cross-site HLT evaluations will be followed by usability studies of the complete integrated system (once the initial prototype system is up, around October 2000) and two user studies as outlined earlier, in advance of the first showcase presentation.

4.8 Full-Scale Evaluation for First Showcase

Prior to the presentation of the first Nespole! showcase in early 2001, we will perform a full-scale evaluation involving all the methodologies described above. This will be accomplished by conducting a user study involving real users using the integrated Nespole! showcase system. We envision a study involving at least ten dialogues per input language. This data will be recorded and logged, and then used to perform both accuracy-based and task-based end-to-end evaluations. The same data will also be used to perform single component evaluations at each of the partner sites. All evaluation results will be reported in the presentation of the first showcase to the sponsors (EC and NSF).
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Appendix (detailed scenarios)

These five scenarios were chosen according to already C-star collected data and according to APT preferences. When multiple choices in parenthesis are presented, the client chooses one of the proposed alternatives (it is only to make telephone calls a bit different).

5.1 Scenario 1: winter accommodation in Val di Fiemme

Related pages:

http://www.trentino.to/newapt/pages/UK/localita/scheda_area.asp?ID_Area=2

http://www.trentino.to/newapt/pages/UK/localita/scheda_loc.asp?ID_Area=2&ID_Localita=22050

http://www.trentino.to/newapt/pages/UK/localita/scheda_loc.asp?ID_Area=2&ID_Localita=22134

http://www.trentino.to/newapt/pages/UK/localita/scheda_loc.asp?ID_Area=2&ID_Localita=22226

http://www.trentino.to/newapt/pages/UK/localita/scheda_loc.asp?ID_Area=2&ID_Localita=22196

http://www.trentino.to/newapt/pages/UK/localita/scheda_loc.asp?ID_Area=2&ID_Localita=22147

http://www.trentino.to/newapt/pages/UK/offerte/ASP/risultato.asp?pag=strutture&nome=&e_altitudine=0&Stelle2=2&Stelle3=3&prezzoMAX=&StPrezzo=1&IDPrezzi=BBCDCS&lettiMIN=&B1=List+of+results

http://www.trentino.to/newapt/pages/UK/inverno/ski_area.htm (only related to val di Fiemme)

http://www.trentino.to/newapt/pages/UK/panorama/fiemme.htm

http://www.trentino.to/newapt/pages/UK/inverno/sci_fondo.htm

Situation:

- choose your vacation starting day after December 10th

- wants to stay there for (a weekend, 1 week, 2 weeks) 

- has 2 children (choose 2 ages between 2 and 11) and wife/husband

- wants to travel by car and park it at the hotel

- reaching the hotel by car

- already knows the road to Val di Fiemme

- accommodation in ** or *** hotels in Val di Fiemme with bed & breakfast

- tries to suggest hotels (choose two hotels among: Latemar in Molina, Bellavista in Cavalese, Excelsior in Cavalese, Lagorai in Cavalese, Belvedere in Panchia`, Bellaria in Predazzo, Cimon in Predazzo, Erica in Tesero, Lucia in Tesero, Montanara in Ziano, Zanon in Ziano)

- wants to practice winter sport; favorite winter sport: (choose one among ski-runs, cross-country, skating, snow-board)

Wants to ask:

- prices and how much in advance to book 

- type of ski-lift nearby and their distance from hotel

- existence of cross-country trails and skating areas

- details about favorite winter-sport (exact location, prices, possibility to rent equipment)

- type of accommodation for the car

- possibility of eating in the hotel and prices of dinner and supper

- entertainment for children in hotel

- special prices for children

5.2 Scenario 2: all included tourist packet

Related pages:

http://www.trentino.to/newapt/pages/UK/offerte/pacchetti_offerta.htm

http://www.trentino.to/newapt/pages/UK/offerte/offerte_estate.htm

http://www.trentino.to/newapt/pages/UK/offerte/estate/scheda_str_ric.asp?IDStruttura=C1

http://www.trentino.to/newapt/pages/UK/offerte/estate/scheda_str_ric.asp?IDStruttura=C2

http://www.trentino.to/newapt/pages/UK/offerte/estate/scheda_str_ric.asp?IDStruttura=C3

http://www.trentino.to/newapt/pages/UK/offerte/estate/scheda_str_ric.asp?IDStruttura=C4

http://www.trentino.to/newapt/pages/UK/offerte/estate/scheda_str_ric.asp?IDStruttura=C5

http://www.trentino.to/newapt/pages/UK/offerte/estate/scheda_periodo.asp?IDperiodo=07/2000

http://www.trentino.to/newapt/pages/UK/offerte/estate/scheda_periodo.asp?IDperiodo=08/2000

http://www.trentino.to/newapt/pages/UK/offerte/estate/scheda_periodo.asp?IDperiodo=09/2000

http://www.trentino.to/newapt/pages/UK/offerte/estate/scheda_periodo.asp?IDperiodo=10/2000

http://www.trentino.to/newapt/pages/UK/offerte/estate/scheda_offerta.asp?Notizia=9992050

WARNING: the last page is just an example of package. There are more than 100 packages and maybe it is better to choose only some of them. In any case they are VERY short to translate.

Situation:

- choose your vacation starting day

- travel (alone, with 1 person, with 2 people, with 3 people)

- want an "all included" packet for (3 days, 1 week, 2 weeks)

- would like that the train to Trento from (Milan, Rome, Venice, Verona, Munich) is included and programmed

- prefers to stay in (hotel, apartment, farmer-house/mountain-huts/camping)

- interested in (mountain excursions, baths&fitness, land sport, countryside, flavors of Trentino, music and culture, senior vacations)

Wants to ask:

- the list of packets and prices

- (choose one) details such as which type of hotel/apartment/camping and what is included

- how to reach that place with public transport (unless transport is already included)

- possible hiking tours (if summer) or ski-runs (if winter), unless already included

- details about tours which are already included

- folklore and cultural events going on in that location and if they are included

5.3 Scenario 3: summer vacation in a park

Related pages:

http://www.trentino.to/newapt/pages/UK/ambiente/parchi.htm

http://www.trentino.to/newapt/pages/UK/ambiente/Parchin.htm

http://www.trentino.to/newapt/pages/UK/ambiente/biotopo.htm

Situation:

- choose arrival date before September 30th

- choose the composition of your group (couple, 3 people family, 4 people family, 2 families (7 people), group of 4 friends, group of 8 friends)

- wants a vacation in a natural park of Trentino (choose among Adamello-Brenta, Paneveggio Pale di San Martino, Stelvio)

- travels by (car, bus)

- interested in seeing nature, animals and special plants/flowers

Wants to ask:

- information about the park: how much large, presence of special flora or fauna

- a map of the park to be send through web or home if no Internet connection

- possible excursions in the park suitable for your group

- possible accommodation, possibly in the park

- guided tours in the park with cost and timetables

- are there any (deers, eagles, rock-goats, bears, marmots, hawks, squirrels, edelweiss) in the park and is it possible to see them

5.4 Scenario 4: castles and lakes tour

Related pages:

http://www.trentino.to/newapt/pages/UK/ambiente/laghi.htm

http://www.trentino.to/newapt/pages/UK/cultura/castelli.htm

http://www.trentino.to/newapt/pages/i/notizie_ris.asp?ID_Area=0&ID_Localita=0&Tipologia=5&DalG=24&Cat=520&B3=Elenco+Risultati

WARNING: we must choose some of these 102 lakes (in accordance with APT operator) and translate these pages in English

http://www.trentino.to/newapt/pages/i/notizie_ris.asp?ID_Area=0&ID_Localita=0&Tipologia=7&Cat=702&B3=Elenco+Risultati

WARNING: we must choose some of these 153 castles (in accordance with APT operator) and translate these pages in English

Situation:

- choose more or less the period and the length of your holiday

- wants (choose between packets advices for organizing a tour) for visiting the castles and lakes of Trentino

- not interested in accommodation: you'll think later about it

Wants to ask:

- most famous castles of Trentino (choose one or two)

- details and brief history of chosen castle/s

- events, manifestations and museums in the chosen castle/s

- price and timetables for the chosen castle/s

- most beautiful lakes of Trentino (choose two or one)

- water sport that can be practiced in chosen lake/s (choose a sport)

- ask existence of schools for the chosen sport

- brochures to be sent through web or home

- how to reach it (your chosen castle or your chosen lake): transports and timetables

5.5 Scenario 5: looking for folklore and brochures

Related pages:

http://www.trentino.to/newapt/pages/UK/estate/incanti.htm

http://www.trentino.to/newapt/pages/UK/estate/landes_soglie.htm

http://www.trentino.to/newapt/pages/UK/estate/vinum_bonum.htm

http://www.trentino.to/newapt/pages/UK/estate/progr_vinum.htm

http://www.trentino.to/newapt/pages/UK/estate/suoni_dolomiti.htm

http://www.trentino.to/newapt/pages/UK/estate/progr_suoni.htm

http://www.trentino.to/newapt/pages/UK/inverno/folclore_carnevali.htm

http://www.trentino.to/newapt/pages/UK/inverno/manifestazioni.htm

http://www.trentino.to/newapt/pages/UK/cultura/itinerari.htm

Situation:

- choose more or less the departure date

- staying in Trentino for a week

- location indifferent

- interested in manifestation, folklore and markets

- coming here with train and moving with public bus

- especially interested in medieval feasts, dinners and markets

Wants to ask:

- which is the best time to come in Trentino for folklore

- which are the most important folklore events 

- which are the most typical local feasts

- (choose one of the previous and fix the week)

- how to come by train+bus to this feast or event

- details about event and price

- other minor events or feast or markets in the same week and not very far

- a map of the place and a brochure to be sent through web or home
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