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1. Background

As background for understanding this aspect of the Nespole! project, it is necessary to briefly explain the basic ideas behind Multi-Engine MT (MEMT) and Corpus-Based MT.

Multi-Engine MT.  The general motivation for the Multi-Engine MT (MEMT) approach [Frederking and Nirenburg 1994, Brown and Frederking 1995] is that different MT technologies exhibit different strengths and weaknesses.  Technologies such as Interlingual MT (a form of Knowledge-Based MT, KBMT) can provide high-quality translations in narrow, well-defined domains.  Other technologies such as Corpus-Based MT (described below) provide lower-quality general-purpose translations (unless they are provided with significant real-time user-feedback), but can be used in non-domain-restricted translation applications.  Moreover, these technologies differ not just in the quality of their translations, and level of domain-dependence, but also along other dimensions, such as types of errors they make, real-time translation time, required development time and cost, and ability to easily make use of any available on-line corpora, such as electronic dictionaries or online bilingual parallel texts.

In the context of the Nespole! project, our interest in experimenting with MEMT is driven primarily by the issue of breadth of domain.  The project’s main MT approach of Interlingual MT should work quite well within the defined domain, but the users of the system are expected to occasionally engage in so-called descriptive dialogues.  These descriptive dialogues are not well-defined enough to be reliably captured by the current interlingua (IF).  Wide coverage is much easier to achieve in the Corpus-Based approaches; one simply needs to provide a wide range of training material.  It is thus our hypothesis that combining these two general approaches in a MEMT system will allow high-quality MT within the defined domain, and some useful level of MT when the dialogue strays outside of the specific domain.

The Multi-Engine Machine Translation (MEMT) architecture makes it possible to exploit these differences between MT technologies.  As shown in Figure 1 below, MEMT feeds an input text to several MT engines in parallel, with each engine employing a different MT technology.  Each engine attempts to translate the entire input text, segmenting each sentence in whatever manner is most appropriate for its own technology, and putting the resulting translated output segments into a shared chart data structure, shown in Figure 2, 
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Figure 1: Multi-Engine MT (MEMT) Architecture
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Figure 2: MEMT Chart Data Structure

after giving each segment a score indicating the engine's internal assessment of the quality of the output segment.  These output (target language) segments are indexed in the chart based on the positions of the corresponding input (source language) segments.  Thus the chart contains multiple, possibly overlapping, alternative translation hypotheses.  Since the scores produced by the engines are estimates with variable accuracy, we use statistical language modeling (LM) techniques adapted from speech recognition research to select the best overall set of outputs.  These selection techniques attempt to produce the best overall result, taking the probability of transitions between segments into account, as well as modifying the quality scores of individual segments.  

We have published an evaluation [Hogan and Frederking 1998] that demonstrated that the output of the MEMT selection process is indeed better than any single engine's input.  Specifically, we compared the performance of separate Glossary and EBMT Croatian/English engines with their MEMT-combined output.  The MEMT output was better than the inputs to a statistically significant level (evaluator scores of 2.10 for MEMT, vs. 1.87 for EBMT and 1.82 for Glossary).  Another analysis in the same paper shows that the MEMT output was the best available choice 72.5% of the time, vs. 53.9% for EBMT and 70.2% for the Glossary.

Corpus-Based MT. Corpus-Based MT is used here to mean any form of Direct MT derived automatically from parallel bilingual text corpora, primarily Statistical MT and Example-Based MT (EBMT).  (Direct MT describes any technique where translation is carried out directly from the words of the source language to the words of the target language, without using any representations of internal linguistic structure.)  

Statistical MT [Brown et al 1990, Vogel et all 2000] uses a bilingual corpus to train a statistical model of the correspondence between words of the two languages, and then employs this model with a decoder program to translate new source language inputs into the target language.  Typically the model has a mathematical structure that is determined by its designers, which defines a large number of parameters that are then trained from the corpus.

Example-Based MT (EBMT) (also known as Translation by Analogy), also uses a bilingual corpus to produce translations, but it uses the corpus directly, without building an intervening model.  In contrast to many other EBMT systems [Nagao 1984, Sato and Nagao 1990, Furuse and Iida 1992, Sato 1992], the CMU EBMT system [Brown 1996] works at a very “shallow” level, doing no deep linguistic analysis, but simply comparing surface strings (possibly with morphological or part-of-speech analysis).  It can be thought of as a more sophisticated form of the “translation memory” available in some commercial MT systems.  (In translation memory, an input must match an entire stored source language sentence in order to be processed; the entire corresponding stored target language sentence is then produced as the result.)  The reason for this difference is that other EBMT systems are typically used as part of a Transfer or Interlingual MT system to select the best of several alternate translations; the CMU EBMT system in contrast has typically been used in a Multi-Engine MT system, so we assume that sentences that can be deeply analyzed will have been handled correctly by the Interlingual MT engine.

In order to construct an EBMT system for a new domain or language, a bilingual corpus is aligned at the sentence level, and each word is indexed.  A bilingual dictionary is acquired, either from existing resources, or automatically from the aligned corpus [Brown 1997].  To translate a source language utterance, the word index is used to find all subsequences of the utterance with length at least two words that also occur in the source language side of the corpus.  Then, for each of these subsequences, the engine attempts to find the target language sub-string that corresponds to it on the target language side of the corpus.  This matching makes use of the bilingual dictionary to identify target language words, and then segments, that correspond to the source subsequence.  In addition, many heuristics, including relative length, existence of certain words, etc. are used to determine the best matches, or to disregard sufficiently bad matches.  (If the input utterance matches an entire source language sentence in the corpus, the entire aligned target language sentence is simply returned.  This is exactly translation memory, but almost never occurs with spoken inputs.)  The EBMT engine returns the set of target language translations, along with scores determined by the quality of the match.  

Comparing EBMT and Statistical MT.  As mentioned above, both EBMT and Statistical MT are based on a parallel corpus, but EBMT uses the corpus directly at runtime, while Statistical MT builds a statistical model and then uses that for translation.  This leads to several differences between these techniques.  In general, EBMT:

· can work with a smaller parallel corpus than Statistical MT;
· is much faster to “train” (index examples) than Statistical MT;
· is faster than most Statistical MT systems at runtime as well;

· generalizes in a different way than Statistical MT (whether this is better or worse depends on the match between the statistical model and reality):

· Statistical MT can fail on a training sentence, while EBMT never will;
· EBMT generalizations (when used) are based on linguistic knowledge, rather than statistical model design.
2. Goals/plans for CMU/IRST visit

In July 2001 the author visited IRST in order to begin cooperative work on Corpus-Based Machine Translation and Multi-Engine MT (MEMT) between IRST and Carnegie Mellon University, as proposed in the joint US/EU Nespole! project.

As a first step in this cooperation, the author presented a seminar describing the previous work along these lines at Carnegie Mellon (for both MEMT and EBMT, each with their motivation, historical development, and some details), and then describing the MEMT work proposed in the original Nespole! proposal, the current desires of project participants, and some analysis of the requirements for proceeding with this work.  (The Nespole!-specific information from this talk is repeated below, and the complete PowerPoint slides are available from the Nespole! Website, or from the author via email: ref@cs.cmu.edu.)  This talk was based in part on discussions with IRST members about IRST’s interests along these lines, and with Alon Lavie (Nespole! project manager for CMU/LTI), who was also visiting IRST in summer of 2001.

Discussions were then held between the author, Alon Lavie, and several IRST members (especially Marcello Federico and Roldano Cattoni) as to the merits of various courses of action, and their requirements.  This document describes the resulting initial ideas and plans, for dissemination within the Nespole! project. 

3. Information from IRST 17-July-2001 PowerPoint presentation

This section contains relevant information from the IRST presentation.  First, the following summary of the relevant part of the original proposal was presented:

Original MEMT/EBMT proposal within Nespole!

•Develop EBMT and glossaries for German/English for Nespole! domains (partly based on data already collected)

•Extend MEMT to new engines, improve statistical selection mechanism

•No promise to integrate into showcases

•Evaluate relative to IF engine alone, in second year

As implied in this slide, the motivation for initially proposing German/English as the language pair was primarily the availability within the project of a parallel corpus for this language pair.  The reference to “new engines” above in the proposal specifically mentions EBMT, Glossary/Dictionary-based MT, and Statistical MT.  This work was planned to begin in the second year of Nespole!, as part of WorkPackage 5, with Deliverable 10 being a program due in Month 18 (September 2001).  It would also be evaluated in the Deliverable 18 evaluation, part of WorkPackage 7.  (“IF” is the interlingua definition used in Nespole! and related projects.)

Then the following description of current ideas for the development of MEMT/EBMT within Nespole! was presented:

Current Nespole! MEMT/EBMT wish-list:

•Fill in for IF-based engines on “descriptive” and out-of-domain dialogue

•Also (or “instead”?) work on English/Italian and German/Italian language pairs

•Allow experimentation with several direct MT approaches 

To amplify the first point, the IF does not attempt to cover “descriptive” dialogue that is not task-oriented; communication would probably benefit from lower-quality translations of these parts of the dialogues, rather than no translation.  This is also the case, even more so, when the conversation wanders out of the domain.  For the second point, Italian is clearly the best target language for the current demonstration system.

As a means for beginning our discussion, the following list of issues to be resolved was presented:

Issues to be considered:

•MEMT:

–What engines to include in a MEMT system?

–Include engines that already combine several components? (Only if there’s special knowledge about combining edges?)

–Interaction with Nespole! architecture.  E.g.:
•HLT servers normally send IFs [but also target output]

•Where does MEMT system reside? [Target L side?]

–Get target L data, make target LM

•EBMT:

–Find (or build!) a parallel corpus per L pair

•Online dictionaries also helpful

–Check for structural divergences in L pair

–Plan to tune (esp. statistical dictionary) and fix some things

•Full system: plan for a test-and-fix cycle

To expand the second point, there may be some interest in producing an engine that itself combines more than one technique.  This is only interesting if the engine employs some new knowledge about how to combine edges (hypotheses); otherwise, it is simply duplicating work that is already being done by the overall MEMT mechanism.  As for the architectural issues, the Nespole! system typically uses IF to transmit translations; Direct MT methods do not produce IF, so another mechanism will have to be used (such as local translation followed by the transmission of the target language output).  A related issue in a distributed system such as this is where exactly the MEMT part will physically reside.  As for EBMT, it is necessary to check for structural divergences between the language pairs, since any large-scale divergences in surface word order need to be handled by a special word-alignment module within the EBMT system.

4. Requirements for Corpus-based MT/MEMT

This section is based largely on the author’s notes of a 19-July discussion with Alon Lavie.

To be most effective, MT engines should produce confidence scores for their outputs.  Since the statistical component of the analyzer produces scores, this should be feasible.  It will be necessary to ensure that scores get passed through to the output, and attached to the “right place” (most likely: if an input produces several IFs, make sure the correct IF gets the score).

We will need to arrange data resources, human Italian experts.

Possible data sources:


-Even simple glossaries and online bilingual dictionaries would be useful.


-Need to inventory Nespole! and CSTAR resources; estimate: a few thousand sentences, which is about 10% of the amount that could be useful, based on corpus-ablation studies on other language pairs.


-APT has an email corpus that might be useful, at least to extract a dictionary.


-Nespole! has an IF-tagged database: 

Roldano Cattoni has 11-15 dialogs of Italian/English.

Chad Langley (CMU) has about 30 dialogs (about 2K utterances); not translated yet, but they will be.

-CSTAR has: 

4-5 Italian dialogs (Donna Gates (CMU) has them).  

100-150 dialogues in other languages, most English/Japanese, then English, then others.


-We should investigate LDC/ELDA resources.  Are there any English/Italian parallel corpora?  (And see whether there are any licensing issues.)


-Is there anything online at IRST?

We need to decide who will work on it at CMU.

Can IRST provide Italian language help for translation and evaluation?

No immediate need to integrate this into the online system: one can record the results of the IF engine and incorporate it into charts offline, for testing.  This greatly simplifies the initial, more exploratory stage of the work.  If testing shows a major benefit, we can then worry about online integration issues.

Similarly, if the English-to-Italian work is fruitful, we can then consider moving on to  German-to-Italian, and then the originally envisioned English/German work.

5. Initial Nespole!/MEMT plans/discussions

This section is based largely on the author’s notes of a 20-July discussion with Marcello Federico and Roldano Cattoni.

Marcello indicated that, beyond Nespole!, IRST is interested in setting up Statistical MT collaborations with several sites.

Parallel corpora are clearly needed.  Marcello proposed that CMU and IRST could exchange parallel corpora.  IRST could produce Italian translations for English corpora, CMU could produce English translations for Italian corpora.  (The author (REF) indicated that CMU would like to, but we are not sure we can acquire any Italian/English human translators.  IRST may be willing to provide translations for both directions, if necessary.)  We should define a common corpus, training and test sets, etc.  

Marcello believes there are about 50K sentences in CSTAR databases, which seems to be a larger number than Alon expected.  (This includes many that are not IF-annotated.)  Marcello thinks there are about 170 dialogues for hotel reservations, and about as many for tourist information.  (Perhaps the difference is whether the count includes all dialogues in all languages?)

We discussed whether the translations should be done on clean text, without repetitions, stutters, and other speech phenomena.  On one hand, this makes sense, since purposely producing disfluencies on output (from training on disfluent corpora) would be strange.  On the other hand, the closer we model actual discourse in the training data, the better we will match training/test conditions.  This gave the author (REF) a possibly interesting idea: could we train a statistical model of speech phenomena, to transform raw speech transcripts into clean transcripts?  This would be trained from a combination of the raw transcripts and the cleaned up version of the same language (which we would create for input to the human translators), and could be applied to spoken input before translation.  Perhaps it could recognize and remove stutters, filler words, etc., and insert dropped particles, etc.

Marcello believes he can get access to EC parallel Italian/English corpora; the style of these is unusual (bureaucratic), so some care needs to be exercised in their use, but they could at least provide word correspondences.

We also discussed whether to use the multi-modal dialog database as training material.  Roldano wondered whether the conversations would be too strange or limited in topics, but I felt that any dialog data was likely to be helpful, just in terms of capturing questions, pronouns, and spoken expressions that do not occur in typical corpora such as newswires.  (EBMT experience in the past has been that questions, words like “you”, second-person inflections, etc., are not handled well in systems trained from newswire data, due to sparse coverage of such things.  Newswire text consists mostly of third-person-subject declarative sentences.)

IRST will be working with Hermann Ney’s group here in Europe, so it is convenient that Stephan Vogel (former member of Nye’s group) is in the CMU group now.

6. Next steps

It was agreed that we should exchange an inventory of the available data once the author was back at CMU.  Further discussion with Alon after the author’s visit is finished will also be necessary.  CMU will also endeavor to locate local Italian translation capabilities.
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