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UNIQUEGAMESCONJECTOKÉ
-Strengthening of P =/ NP hypothesis
- posits hardness of a

natural problem

- yields optimal hardness
results

for Max-Cut, Vertex
cover
,
. . . .

- truth not yet known

- Amazingly rich theory
with

interplay between
1) hardness

of approx
.

2) algo design via
SDPS .

3) Methods from Analysisof
Boolean Functions, Geometry . - -



The Problem & the conjecture
a-

Max 2-LTN CpG field .

↳ # vars in each

equation

Input : equations of the form
←

{
✗it ×j = b mod p .

2 Vars f
in each allmod

equation p

Goat : satisfy max frac of
them

DefCValue)- : Max franc
of constraints

satisfiable

Rsigm : f-
thorn : If value=L , can find



a sat assignmentin poly time .

Prod : Solve linear equations via
Gaussian elimination - -

CONJEC.TO/2E-CKhot'02]
HE>og f p large enough ,

C-Eg E) - MAX
2LIN Cp) is

NP-hard .

" It is NP
-hard to find an E

sat

assignment for a
1-E sat instance

!

Bestpoytunealgo: 1-
e
,
1-OGEE)
I

can beat brute-force
search :

"

dependent
on

alphabet
size" .



Arora-Barak-stearer-loznetunealg.se
, if opt

= 1-s
,
round= 1¥16 .

"

indef of

alphabet size
"

Lots of interesting work on both
algo s & lower bounds . - .

Most recently -

Thm[20 [ 2-to-2 Games
Thm)

(I , E) - UG is
NP- Hard .

-7 1-e ⇒ U . G -C .



_by&nat2class
↳
a glimpse of this theory

.

optimal NP
Wewill proven

hardness of Max-Cut

assuming
the U-G-C .

Wewill do it ina way
that shows

that there's a principled theory
of

such optimal hardness
reductions .

And this theory directly
builds

hardness reductions from Integrality

Gaps for SDP for
a large class of

problems

FAILUREOF SDP → UG Hardness - - .



Theorem [ Khot KindlerMossel
/

- Odonnell-04J

FE>O
- g

2GW + E approx .

Max -Cut is
NP-Hard assuming

the a. G.c. 4m¥:¥÷¥,
Like the examples we saw en

last

lecture,
this theorem wewill prove

this theorem
via

"

gadget
" reductions.

"Yiu i R:P ,
→ Pz .

Pz instance
=

"

local transformation
" of

t

instance for P , • modify
constant

size portions

EI . Reduction for Vertex
cover that

replaces each clause by
7 vertices

→ local -



each edge of the resulting Is instance

depends only on 2 clauses
in the input

;;:÷¥t
E- tap → arc-E.sk# gap

. so

need some
"

geometry
"

to show

up
.

In fact, our gadgets
will in a

precise
sense come from our Integrality

Gap & 12¥
Instances fr Max

It .

Letme remind you
of those. - .

Both were
" embedded graphs

"

→each

vertex came with a vector labelingit .



lntegralitybap C Feige Scheck1-man graph)
Vertices = (discretization) of

unit

sphere in d-
dim

edge
distribution

: pick ÑÑ uniformly from
☒
d- ' conditionedan

<Eat > 5- Six .

s☐É!¥É
- :<*⇒

~ edge
= I - ¥9 * .

Analysis: ① hemisphere
cats are optimal for this
graph

② hemisphere cents have

£
value - a

Same analysis as
our rounding

-



Roundingap
1) Vertices -

.

Corners of hypercube
{ ± ta }d scaled down

to be unit vectors

2) edge :D pick ñ at random
dist
"

⇒ pick it by flipping
each

coordinate of ie indep
v. p

. E- IS * .

3) output { ñ ,v7 .

SDP OBJ = 1-2-1=9 * .

True Max
-cut :

,

also E- IS *

Di = { ñ I ñi= ¥ } .

fñÑ}n edge
[ Di CÑ > =/ Dicv3] = E-¥Pr



Our gadgets for Max-Cut→
hypercube
graph .

to analyze cuts in
such graphs,

useful to adopt
" function view

!

Every subset
of
← f :{1=1}d

vertices S → {-1-1}
" fcx) = -11cats → ✗ c- s

fcx) = -1 , →
✗ 4- s .

Value of cuts
= Pr [ fcx> =/ f-cop]
* g)wedge distn

Need machinery to reason about suchquantities



BASIC FOURIER ANALYSIS

0FB00LEANF0o
f :{ -1,13h→ 112

↳ Boolean Function .

Fourier analysis ~
write f- as

linear combination
of

some nice functions ,
use

it to prove properties
off

1NNERPR0
Let f- :{ -1,1 }

"

→ 112

g : §-1,1 }
"

→ IR

( f , g> = IE fcx ) - gcx)
xu {-1,1 }n= z-n.Efcxs.ge'D



"treat f, gas vectors of length

2) take inner products, rescale

by Ih
"
Note : 1¥ xi-o.fi

NORMLIf HE= < f , f > = 1¥ fact

DefCParityfunchms/Monomia
For any

SE [n] ,

Xs= IT ✗* is
the

its
"

parity
"

function or monomial on
5-

If odd # bits in s
are-1 , then

- I

even # bits in 5 are-1, thenI



Observation [ Ortho normality]
F- ✗5- 0 if 5-+0

IF 5--1 to

{ Xs, XT> = 0
.

If s=T, <Xs, Xs> = HXSHE
= I

P×s . a- = Is ✗ i -¥7T

=i¥nt×¥iIs☐Fi
=

i at
✗ i

If SDT -1-4 , 1¥ Is ☐Fi=i¥☐¥E¥



Observation
The set of functions

{ Xs I seen] } form
a

orthonormal basis
hint . the

inner product above
.

Proof : We proved
that

each Xs has length : 11XsltE- I

& F Stt ☒s ,✗+7--0

& there are 2h
such functions

& the demi of space
5- 2h .

☐

Thus each f can be expanded as
ten comb . of Xs -



DÉn (FourierTransform]

f- : {-1,17h→ 1kg
Fourier
coefficient

E.fun = I
Fcs) - Xscx]

sE[n]-
Fourier

expansion
•

writing fan the basis of Xs"

Observational€ :&- in}
"

→ IR
.

Then

¥ $ as ¥ = HE #☒D. ☒$
* I
@• elationoff
& ☒$ .



PIER :

fcx> = § Xscx)

fcx) - XTCX)

= ¥ §
Fcs) - X§☒Tcx)

= § Fcs)
. F- Xscx) -XXX)
✗

I 1

ifs#T ifs __T

= FCT)
0bhaI. f :{-417

"

→ 112

Then
, ¥fcx5= § Icsi



Prod :
fax> =§§cs7XsC✗)

E-

fcxF-ant.EE#cs.FcnXsCX7XtGD--Efcs.-FcT)S/TlEXs-XI=gFcs5
.



Inftuenceoffunctions
Inf ; (f) : influence of i-th

variable on f.

Def ( for Boolean valued functions

f :{-1,1}
"

→ { -1,1 } .

Infi (f)= Pr
[ fcx>=/ fcx

"'T
xu {-1-1}

" t
flip ith bit
of ✗ -

2

= ¥{± ,}n
¥44)- fcxci

,D

"

prob that at a random × , flipping

ith bit changes the valueof f
"

-



Lemuria
Let f :{-1,1 }n→ 112 .

Then ,

¥ ¥ Cfcx)
-fcx

"'T
=
Ef^cs5
Sai

Proof :
-

fcx> = § Fcs)
. Xs

fcxci)) = § Fcs
) ✗§
'

= EÉCDXS - EEG)Xs
SAI

Sai

Thus
, fcx)

-fcx
" '
) =2€, Fcs

) Xs .

or I - fcx
" >D= FCDXS

¥-13



Pars-evali.IE gÑ= EÉcs5
5- i

"

¥ 1¥ Cfcx)
- fcxci 'D

☐

Examples :

1) Dictator Function

fcx ) = Kj
→ depends only

on

jiu bit
.

Infj. (f)
= 1 ! Very influential

2) fix )= ⇐ §,⇒
"
mean function

"

-4¥@x)
-fcx

" >F- ¥ .

"

low
influence
function

"



3) fcx) = MAJCX) , n : odd

= Sign ( E- Xi) .

when does flipping a
bit change

the value of MAJ ?

And: when 4.x
;
= 1

or Eiko = -1 .

At such an ×, any
bit flipped will

changethe value
.

Prob [ Eixi ⇒
or -D= ¥n+¥¥n
uol.FI

ALL n bits have 4

influence
~ Yrn

'

"

low influence
"

4) PARITYFONC.to#



fix)=Ñci
i=\

flipping any
bit at any

✗ changes

the output of PARITY
FONCTCON .

every
bit has influence

1-
.

Inti 4-1--1
ti

LOWDEGREEINFLUENCEDef-T-nff.tt) = I ¥65
Soir
ISIIC

"

discounting the effect of higher
degree parity functions.

"



OBI :
a
µ only C bits canbe

influential now .

Infills) = 0 if
1st >c

1- otherwise

, if 1st is large ,
the low degree

influence is
small -

Lemma_ (Only a small #
vars can

be influential)

Let f- :{ -41 }
"

→ El , B .

Then
,
for any

C >0

Hi 1 Infer (f) ze} I

5- E



Proof

3¥ Inf? . (f)
i -4

=JE Fcs)
?

E-I D-idsk-c-lscEE5.sc
5 since

§§cs5=¥f¥T
So
, by Markov

's inequality ,

frac of i : Inficf ) 7 2

a- §


