


Hardness of approximation
Record undergrad algorithms/complexity

classes:→ polynomial time

3SAT fPm VERTEX COVER
→ mapping reduction

.

Def ( Mapping Reduction)

A I'm B if there's a poly tune

algo R such
that

✗ C- A ,
RCX) C- B

{ if ✗4-A , Ran KB

KEA ⇐ Rex> c- B-

For A = 35AT

B = K- INDEPENDENT SET



if § is satisfiable formula ,
then R (4)

has an Isofsizezck

If § is unsatisfiable formula
then RC42 has MI5of

size - K .

Implication : If there's a poly
tune algo for K-IS,

then there's

a poly tune algo for 3-
SAT

Pt NP ⇒ ☒ poly time dgo for
3SAT

⇒ & a poly time also for
K-Is

K⇒t. : SAT is NP-complete
(Cook Levin) . How did we prove

?
"

ink level proof
"



1)SAI served as an amazing starting
point for redskins !

a)
"

Most
"

problems turned
out to be

NP-complete or
had a poly time

algo - so
"2

"

types of problems

ttARDNEss0FAPPR0✗lMAT
Moregranular picture,

"

many
classes

"

of problems
-

Some are constant approx
.

logan approx .

ve approx
.

⑨ s) - approx carves

bicriteria approx
-
- -



Need : 1)a good starting point
-

2)
"

approx
. preserving

" reductions .

Arora-Lund-Motwani-Sudan-Szegedy , Arora- Safra

pcptheorem-93-i.tt
a const sa l s -t . ④s) -3SAT is

NP-hard . This s ~ 15
'?

. .

= to sit . § is SAT
→ Rcp is SAT

.

V-fs.to/isUNSAT
→ no assignment
satisfies >s frac of

constraints .

Led to a huge # of neohardness

of approximation results .



1) Better hardness result ? That is
smaller s in the hardness result ?

2) Is therea poly time ago
that can

match it?

Raz

1-995 : Parallel RepetitionTheorem
111

Hardness of Approx- of
" Label lover

"

.

Harstad

1991 : Op-Ed Inapproxinability
for 3SAT, 3- ✗OR, K-SAT, -

-

then: F E>0, (1 ,¥+E)
- 3SAT is

NP-Hard .

Why is this optimal ?
Algo : Random Assignment !



Let's start from here and prove
hardness of another problem we

saw earlier .



We'll first prove a hardness of

approx
. resultfor Independentset

and then use it to derive hardness

for Vertex cover.

lndeipt : Given a graph
G
,
set

SE V is independent if there's

no edge with
both endpoints in S -

Maxpnfiydeepmset
: Given G, find the
Max size IS

. in G



theorems There's a poly lime
reduction

algo with that
takes input a

3SAT formula
Y ou n vars, m

constraints & outputs a graph G

on 7m vertices and

such that :

If Y is satisfiable
then G has awn uidep set

of size>,m
.

If Y is s 71g+E satisfiable,
then

every éndep
set of G is of size

£ +e)m .



Prod :
"

conflict Graph
!

1)Every clause ✗ i VXJV Xk has

7- satisfying assignments
.

2)For every
clause C and all

possible 7 sat assignments
L , create

a vertex CG d) .

3) Connect @ , d),cc,ID td -1-2
!

4) connect ( CGL
) , Cck'D

if ✗ & d
' conflict .



claimccomp-etenesst.ir

Suppose Y has a sat assignment
.ae .

Then there's an inidep set in G

of size 7m .

Proof : For each C g
choose

-

vertex cc , ✗c) to
be in s .

Here Xc = assignment induced by
✗ on vars in c.

Then
,
✗ c does

not conflict

with ace it d.

Thus 5 is an eindep set of sizem
.



Claimcsoundness In contrapositive

If S is an eidep
setin G of

size zs.ru ,
then there

is an assignment that satisfies
S frac of constraints

in V1 .

1¥ First for any C ,
there

can be at mostonecc ,
d) in S .

Let G , .
.

-

, Csm be
the

constraints such that Cci ,di )EF

Then
, Li

must be all non- conflicting
and thus agree

withaSiegleassignment✗ s
-t -

Xci =Lif i. Then
.

✗ satisfies all Ci .



The two claims above show
that

⇒+E approx
. MIS is NP-hard .

TÉERTER-
tryout : GCVIE ) graph , inverts

m edges

Goat : Fund smallest seu
St .

S covers all edges
.

That is

{ i,j }
EE , SA { i,j } =/ ¢ .

Ob : If SEV is a V. c. cir
G

then 5 is
an I-5 . in G

.

Thus, minvc-n-max.IS
.



Cozy : too , I -02 - E

approx
. V.c. is NP - hard .

Prod : Same reduction from

3 SAT as for IS
.

↳
✗→ G

W#ved : If Y has
a

SAT assignment, then
G has an

IS of size 7cm
.

⇒ V. c.(G) I 7- m
-m = 6m .

If no assignment satisfies 7¥+
a

frac constraints
of Y

,
then

,

every uidep
set in G has sizes¥+4m

⇒ V.c- (G) 7 Gmttgm - Em



Ra± 6m+EI
~ <¥g - § = I -02

- % .



Can use other Constrantsatsfactm
problems instead of 3SAT to

improve to 1.16 .

DINOR-SAFRA
1.34 approx

- VC

÷i*÷÷
C.requires some heavy lifting

) .

DINUR- KHOT
- KINDLER-MIN2-

ER- SAFRA

• • n - n - KHOT-MIN 2-ER-
SAFRA

thmc20187-o.ME - approx . VC

is NP-hard .

(via proof of 2-to-2 Games

conjecture).



MAX-C-olthm-999-o.co 93 approx . Max-Cut

is NP-Hard
.

Reduction from 3×0R
-

Gcs)=capc
dimCs,5)

"

H ,ercube Gadget
?

HARD even on
bounded degree graphs .

Alimony ,Kann

Thm[2ooD_ : C-E)
- approx

. May-cent

on graphs with all degrees
s 3 is

NP-Hard .



SPARSEST CUT ( NON
-UNIFORM)

Thin : there is a
constant c> 1

Such that c- approx
. Chon-uniform

sparsest cutis NP-Hard .

Pf Reduction from Max-Cat .

G : Instance for Max-Cat
.

H : Instance for sparsest cut



vi. =voU÷p÷%!←
& sink

"
.

F-µ
= { soon } t VE Vg

{ ton } KVEVG
6m

¥¥÷
.

red

✓ (G) =demands

de-eso.lt {UNZEEG ,
demand of 1 across { UN } .



demand of 6m across {sit }

claincompkteness

Suppose max-cut (G) 7 V

Then , there's
a cutin te of

sparsity 2=61+7
'

Proof SEV :a optimal max-at
in G-

then IEES, 5717 V m .

Left is
/
= { s} Us .

Consider cut defined by skirt
.



Then
, / F-µ Csis > I = n

. since

for every ✓ c- VCG) , exactly
one of { Siv } or { tie } crosses

s !

wt?dfenand pairs in the cut
= rn

r
t 6m

So sparsity L= ¥+25m .

Claiincsoundness
Suppose

that max-cut (G)
I C- E)r

for some C > 1 .

Then every
catch H has sparsity
7- Circa) .tn



Pf : Say s
'
is sparsest cut, & Is

'

KK

Irppose first that s, t are

separatedby s ! . Say
WLOGSES!

Then
, IE,fsi5H=n

.

0T¥ : wt - of demand pairs
uncut

5- c-E) - rm -16m

G- . Sparsity of cat 7 ÷-eGfm

=←EÉ+¥-
-①

314 %) .tn .



Now suppose ,
set are both

notions !

They / Ecsis) / = 2.151
It

demands met E
3.151 .

I
all degrees

£3 .

¥ , sparsity of the
cat → 3- .

Note : L=s÷rm£¥ÉÉ
V¥&m7E

2-3%(2-5) -( Es) >I+¥☐
.



We saw a bunch of problems &

here's what we know :

Algo
Hardness

0.93
Max- Cut

2GW
0¥78 - -

.

Vertex cover 2
1.41 - - .

[ 2018]

Sparsest cut O(Fgnlogioyn
HE

c.non-uniform Atv

uniform 005N) ? ?

For some problems , wehad optimal

uiapproxciuatilily : 35^-53×012, - . .

For those on the list above : hotsomuch.


