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Notation for Functions
• f(x) = x2, f : R→ R

• Function with matrix inputs/outputs

f : Rm×n → Rp×q



Some Examples

• Transpose: f(A) = AT

f : Rm×n → Rn×m

• Inverse: f(A) = A−1

f : Rn×n → Rn×n

• Multiplication: f(x) = Ax for A ∈ Rm×n

f : Rn → Rm



The Trace
• tr : Rn×n → R

trA =
n∑

i=1

Aii

• Some properties

– trA = trAT , A ∈ Rn×n

– tr(A+B) = trA+ trB, A,B ∈ Rn×n

– trAB = trBA, A ∈ Rm×n, B ∈ Rn×m



Norms
• A vector norm is any function f : Rn → R with

1. f(x) ≥ 0 and f(x) = 0⇔ x = 0

2. f(ax) = |a|f(x) for a ∈ R

3. f(x+ y) ≤ f(x) + f(y)



• `2 norm

‖x‖2 =
√
xTx =

√√√√ n∑
i=1

x2i

• `1 norm

‖x‖1 =
n∑

i=1

|xi|

• `∞ norm
‖x‖∞ = max

i=1,...,n
|xi|



Determinant
• det : Rn×n → R (sometimes denoted | · |)

a2 = (5, 1)

a1 = (3, 7)

A =

[
3 7
5 1

]

• | detA| is the area of the parallelogram



• Can be formally defined by three properties

1. Determinant of identity is one: det I = 1

2. Multiplying a row by scalar t ∈ R scales determinant:

det


— taT1 —
— aT2 —

...
— aTn —

 = t detA

3. Swapping rows negates determinant:

det


— aT2 —
— aT1 —

...
— aTn —

 = − detA



• Important properties

– detA = detAT

– detAB = detA detB

– detA = 0⇔ A singular (non-invertible)

– detA−1 = 1/ detA


