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ABSTRACT

Speech is one of the most private forms of personal communication, as a speech sample contains information about the gender, accent, ethnicity, and the emotional state of the speaker apart from the message content. Recorded speech is a relatively stronger form of evidence as compared to other media. The privacy of speech is recognized legally as well; in many cases it is illegal to record a person’s speech without consent.

In spite of the significant theoretical and practical advances in privacy-enabling methodologies, little has been applied to speech tasks and most existing speech processing algorithms require complete access to the speech recording. In this thesis, we introduce the problem of privacy-preserving speech processing. We focus on constructing privacy-preserving frameworks for three speech processing applications: speaker verification, speaker identification, and speech recognition. Our emphasis is on creating feasible privacy-preserving frameworks, where we measure feasibility by speed and accuracy of the computation.

In speaker verification, speech is widely used as a biometric in an authentication task. However, existing speaker verification systems require access to the speaker models of enrolled users and speech input from a test speaker. This makes the system vulnerable to an adversary who can break in and gain unauthorized access to the speaker data, and later utilize it to impersonate a speaker. Towards this we create a privacy-preserving speaker verification framework using homomorphic encryption in which the system stores only encrypted speaker models and is able to authenticate users who provide encrypted input. We also construct an alternative framework in which we transform the speech input into fingerprints or fixed-length bit strings, and the users obfuscate the bit strings using a cryptographic hash function. In this framework, the system is able to efficiently perform the verification similar to a password system.

In speaker identification, we use a speech recording to classify the speaker among a set of individuals. This task finds use in surveillance applications where a security agency is interested in checking if a given speech sample belongs to a suspect. In order to protect the privacy of speakers, we create a privacy-preserving speaker identification framework, where the security agency does not observe the speech recording. We use homomorphic encryption to create protocols for performing speaker identification over encrypted data. We also use the string comparison framework to perform speaker identification over obfuscated bit strings.
Recently, there has been an increase in external speech recognition services that allow users to upload a speech recording and return the text corresponding to the spoken words as output. In many cases, users are reluctant to use such services due to confidentiality of their speech data. We create a privacy-preserving framework using homomorphic encryption that allows the service to perform isolated-word speech recognition over encrypted speech input.

In the above problems, we formalize the privacy model, analyze the adversarial behavior of different parties and present detailed cryptographic protocols. We report experiments with prototype implementations of our solutions for execution time and accuracy on standardized speech datasets.
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Part I

INTRODUCTION
1.1 MOTIVATION

Speech is one of the most private forms of personal communication. A sample of a person's speech contains information about the gender, accent, ethnicity, and the emotional state of the speaker apart from the message content. Speech processing technology is widely used in biometric authentication in the form of speaker verification. In a conventional speaker verification system, the speaker patterns are stored without any obfuscation and the system matches the speech input obtained during authentication with these patterns. If the speaker verification system is compromised, an adversary can use these patterns to later impersonate the user. Similarly, speaker identification is also used in surveillance applications. Most individuals would consider unauthorized recording of their speech, through eavesdropping or wiretaps as a major privacy violation. Yet, current speaker verification and speaker identification algorithms are not designed to preserve speaker privacy and require complete access to the speech data.

In many situations, speech processing applications such as speech recognition are deployed in a client-server model, where the client has the speech input and a server has the speech models. Due to the concerns for privacy and confidentiality of their speech data, many users are unwilling to use such external services. Even though the service provider has a privacy policy, the client speech data is usually stored in an external repository that may be susceptible to being compromised. The external service provider is also liable to disclose the data in case of a subpoena. It is, therefore, very useful to have privacy-preserving speech processing algorithms that can be used without violating these constraints.

1.2 THESIS STATEMENT

With the above motivation, we introduce privacy-preserving speech processing: algorithms that allow us to process speech data without being able to observe it. We envision a client-server setting, where the client has the speech input data and the server has speech models. Our privacy constraints require that the server should not observe the speech input and the client should not observe the speech models. To prevent the client and the server from observing each others input we require them to obfuscate their inputs. We use techniques from
cryptography such as homomorphic encryption and hash functions that allow us to process obfuscated data through interactive protocols.

The main goal of this thesis is to show that:

“Privacy-preserving speech processing is feasible and useful.”

To support this statement, we develop privacy-preserving algorithms for speech processing applications such as speaker verification, speaker identification, and speech recognition. We consider two aspects of feasibility: accuracy and speed. We create prototype implementations of each algorithm and measure the accuracy of our algorithms on standardized datasets. We also measure the speed by the execution time of our privacy-preserving algorithms over sample inputs and compare it with the original algorithm that does not preserve privacy. We also consider multiple algorithms for each task to enable us to obtain a trade-off between accuracy and speed. To establish utility, we formulate scenarios where the privacy-preserving speech processing applications can be used and outline the various privacy issues and adversarial behaviors that are involved. We briefly overview the three speech processing applications below.

A speaker verification system uses the speech input to authenticate the user, i.e., to verify if the user is indeed who he/she claims to be. In this task, a person’s speech is used as a biometric. We develop a framework for privacy-preserving speaker verification, where the system is able to perform authentication without observing the speech input provided by the user and the user does not observe the speech models used by the system. These privacy criteria are important in order to prevent an adversary having unauthorized access to the user’s client device or the system data from impersonating the user in another system. We develop two privacy-preserving algorithms for speaker verification. Firstly, we use Gaussian Mixture Models (GMMs) and create a homomorphic encryption-based protocol to evaluate GMMs over private data. Secondly, we apply Locality Sensitive Hashing (LSH) and one-way cryptographic functions to reduce the speaker verification problem to private string comparison. There is a trade off between the two algorithms, the GMM-based approach provides high accuracy but is relatively slower, the LSH-based approach provides relatively lower accuracy, but is comparatively faster.

Speaker identification is a related problem of identifying the speaker from a given set of speakers that best corresponding to a given speech sample. This task finds use in surveillance applications, where a security agency such as the police has access to speaker models for individuals, e.g., a set of criminals it is interested in monitoring and an independent party such as a phone company might have access to the phone conversations. The agency is interested in identifying the speaker participating in a given phone conversation among its set of
speakers, with a none of the above option. The agency can demand the complete recording from the phone company if it has a warrant for that person. By using a privacy-preserving speaker identification system, the phone company can provide the privacy guarantee to its subscribers that the agency will not be able to obtain any phone conversation for the speakers that are not under surveillance. Similarly, the agency does not need to send the list of speakers under surveillance to the phone company, as this itself is highly sensitive information and its leakage might interfere in the surveillance process. Speaker identification can be considered to be an extension of speaker verification to the multiclass setting. We extend the GMM-based and LSH-based approaches to create analogous privacy-preserving speaker identification frameworks.

Speech recognition is the task of converting a given speech sample to text. We consider a client-server scenario for speech recognition, where the client has a lightweight computation device to record the speech input and the server has the necessary speech models. In many applications, the client might not be comfortable in sharing its speech input with the server due to privacy constraints such as confidentiality of the information. Similarly, the server may not want to release its speech models as they too might be proprietary information. We create an algorithm for privacy-preserving speech recognition that allows us to perform speech recognition while satisfying these privacy constraints. We create an isolated-word recognition system using Hidden Markov Models (HMMs), and use homomorphic encryption to create a protocol that allows the server to evaluate HMMs over encrypted data submitted by the client.

1.3 SUMMARY OF CONTRIBUTIONS

To the best of our knowledge and belief, this thesis is the first end-to-end study of privacy-preserving speech processing. The technical contributions of this thesis along with relevant publications are as follows.

1. Privacy models for privacy-preserving speaker verification, speaker identification, and speech recognition.

2. GMM framework for privacy-preserving speaker verification [Pathak and Raj, 2011a].

3. LSH framework for privacy-preserving speaker verification [Pathak and Raj, 2012b].

4. GMM framework for privacy-preserving speaker identification.

5. LSH framework for privacy-preserving speaker identification.
6. **HMM** framework for privacy-preserving isolated-keyword recognition [Pathak et al., 2011a].

### 1.4 Thesis Organization

![Thesis Organization Diagram]

**Figure 1.1: Thesis Organization**

We summarize the thesis organization in Figure 1.1. In Part I we overview the preliminary concepts of speech processing (Chapter 2) and privacy-preserving methodologies (Chapter 3). In Part II, we introduce the problem of privacy-preserving speaker verification, and discuss the privacy issues in Chapter 4. We then present two algorithms for privacy-preserving speaker verification: using **GMMs** in Chapter 5 and **LSH** in Chapter 6. In Part III, we introduce the problem of privacy-preserving speaker identification with a discussion of the privacy issues in Chapter 7. We then present two algorithms for privacy-preserving speaker identification: using **GMMs** in Chapter 8 and **LSH** in Chapter 9. In Part IV, we introduce the problem of privacy-preserving speech recognition with a discussion of the privacy issues in Chapter 10 along with an **HMM**-based framework for isolated-keyword recognition in Chapter 11. In Part V, we complete the thesis by summarizing our conclusions in Chapter 12 and outlining future work in Chapter 13.
In this chapter, we review some of the building blocks of speech processing systems. We then discuss the specifics of speaker verification, speaker identification, and speech recognition. We will reuse these constructions when designing privacy-preserving algorithms for these tasks in the remainder of the thesis.

Almost all speech processing techniques follow a two-step process of signal parameterization followed by classification. This is shown in Figure 2.1.

![Image](image_url)

Figure 2.1: Work flow of a speech processing system.

### 2.1 Tools and Techniques

#### 2.1.1 Signal Parameterization

Signal parameterization is a key step in any speech processing task. As the audio sample in the original form is not suitable for statistical modeling, we represent it using features.

The most commonly used parametrization for speech is Mel Frequency Cepstral Coefficients (MFCC) [Davis and Mermelstein, 1980]. In this representation, we segment the speech sample into 25 ms windows, and take the Fourier transform of each window. This is followed...
by de-correlating the spectrum using a cosine transform, then taking the most significant coefficients.

If \( x \) is a frame vector of the speech samples, \( F \) is the Fourier transform in matrix form, \( M \) is the set of Mel filters represented as a matrix, and \( D \) is a DCT matrix, MFCC feature vectors can be computed as

\[
\text{MFCC}(x) = D \log(M((Fx) \cdot \text{conjugate}(Fx))).
\]

2.1.2 Gaussian Mixture Models

Gaussian Mixture Model (GMM) is a commonly used generative model for density estimation in speech and language processing. The probability of the model generating an example is given by a mixture of Gaussian distributions.

A GMM \( \lambda \) comprises of \( M \) multivariate Gaussians each with a mean and covariance matrix. If the mean vector and covariance matrix of the \( j \)th Gaussian are respectively \( \mu_j \) and \( \Sigma_j \), for an observation \( x \), we have

\[
P(x|\lambda) = \sum_j w_j N(\mu_j, \Sigma_j),
\]

where \( w_j \) are the mixture coefficients that sum to one. The above mentioned parameters can be computed using the Expectation Maximization (EM) algorithm.

2.1.3 Hidden Markov Models

A Hidden Markov Model (HMM) (Fig. 2.3), can be thought of as an example of a Markov model in which the state is not directly visible but the output of each state can be observed. The outputs are also referred to as observations. Since observations depend on the hidden state, an observation reveals information about the underlying state.

Each HMM is defined as a triple \( M = (A, B, \Pi) \), in which

- \( A = (a_{ij}) \) is the state transition matrix. Thus, \( a_{ij} = \Pr(q_{t+1} = S_j|q_t = S_i), 1 \leq i, j \leq N \), where \( \{S_1, S_2, ..., S_N\} \) is the set of states and \( q_t \) is the state at time \( t \).

- \( B = (b_j(v_k)) \) is the matrix containing the probabilities of the observations. Thus, \( b_j(v_k) = \Pr(x_t = v_k|q_t = S_j), 1 \leq j \leq N, 1 \leq k \leq M \), where \( v_k \in V \) which is the set of observation symbols, and \( x_t \) is the observation at time \( t \).

- \( \Pi = (\pi_1, \pi_2, ..., \pi_N) \) is the initial state probability vector, that is, \( \pi_i = \Pr(q_1 = S_i), i = 1, 2, ..., N \).

Depending on the set of observation symbols, we can classify HMMs into those with discrete outputs and those with continuous outputs. In speech processing applications, we consider HMMs with continuous
2.2 Speaker Identification and Verification

In speaker verification, a system tries to ascertain if a user is who he or she claims to be. Speaker verification systems can be text dependent, where the speaker utters a specific pass phrase and the system verifies it by comparing the utterance with the version recorded initially by the user. Alternatively, speaker verification can be text independent, where the speaker is allowed to say anything and the system only determines if the given voice sample is close to the speaker’s voice. Speaker identification is a related problem in which we identify if a speech sample is spoken by any one of the speakers from our pre-
defined set of speakers. The techniques employed in the two problems are very similar, enrollment data from each of the speakers are used to build statistical or discriminative models for the speaker which are employed to recognize the class of a new audio recording.

2.2.1 Modeling Speech

We discuss some of the modeling aspects of speaker verification and identification below. Both speaker identification and verification systems are composed of two distinct phases, a training phase and a test phase. The training phase consists of extracting parameters from the speech signal to obtain features and using them to train a statistical model. We typically use MFCC features of the audio data instead of the original samples as they are known to provide better accuracy for speech classification.

Given a speech sample $y$ and a hypothesized speaker $s$, the speaker verification task can be formulated as determining if $y$ was produced by $s$. In the speaker identification task, we have a pre-defined set of hypothesized speakers $S = \{S_0, S_1, \ldots, S_K\}$ and we are trying to identify which speaker $s \in S$ would have spoken the speech sample $y$. Speaker $S_0$ represents the none of the above case where the speech sample does not match any of the other $K$ speakers. In this discussion, we consider the single-speaker case where $y$ is assumed to have spoken by only one speaker, please refer to [Dunn et al., 2000] for work on detection from multi-speaker speech.

Speaker identification is simply finding the speaker $s^*$ having the highest probability of generating the speech sample.

$$ s^* = \arg \max_{s \in S} P(y|s). $$

Speaker verification on the other hand can be modeled as the following hypothesis test:

$H_0$: $y$ is spoken by the speaker $s$
\[ H_1: \text{y is not spoken by the speaker } s \]

We use a likelihood ratio test (LRT) to decide between the two hypotheses.

\[
\frac{P(y|H_0)}{P(y|H_1)} \begin{cases} > \theta & \text{accept } H_0, \\ < \theta & \text{accept } H_1, \end{cases}
\]  

where \( \theta \) is the decision threshold. The main problem in speaker identification and verification is effectively modeling the probabilities \( P(y|s) \) and \( P(y|H_0) \).

Modeling for a given speaker \( s \) and the hypothesis \( H_0 \) is well defined and can be done using training data for that speaker. On the other hand the alternative hypothesis \( H_1 \) is open-ended as it represents the entire space of possible speakers except \( s \). There are exactly the same issues with modeling the “none of the above” speaker \( S_0 \) in speaker identification. The main approach for modeling the alternative hypothesis is by collecting speech samples from several speakers and training a single model called the Universal Background Model (UBM) [Carey et al., 1991; Reynolds, 1997]. One benefit of this approach in speaker verification is that a single UBM can be used as the alternate hypothesis for all speakers. There has been work on selection and composition of the right kind of speakers used to train the UBM and also to use multiple background models tailored for a specific set of speakers [Matsui and Furui, 1995; Rosenberg and Parthasarathy, 1996; Heck and Weintraub, 1997].

Selection of the right kind of probability model is a very important step in the implementation of any speech processing task and is closely dependent on the features used and other application details. For text-independent speaker identification and verification, GMMs have been used very successfully in the past. For text-dependent tasks, the additional temporal knowledge can be integrated by using an HMM, but the use of such complex models have not been shown to provide any significant advantage over using GMMs [Bimbot et al., 2004].

For a GMM \( \Phi \) with \( M \) mixture components, the likelihood function density for a \( D \)-dimensional feature vector \( \vec{x} \) is given by

\[
P(\vec{x}|\Phi) = \sum_{i=1}^{M} w_i P_i(\vec{x}),
\]

where \( w_i \) are the mixture components and \( P_i(\vec{x}) \) is the multivariate Gaussian density parameterized by mean \( \mu_i \) and covariance \( \Sigma_i \). Given a collection of vectors \( \vec{x} \) from the training data, the GMM parameters are estimated using expectation-maximization (EM) algorithm.

For recognition, we assume the feature vectors of a speech sample to be independent. The model probabilities are scaled by the number of feature vectors to normalize for the length of the sample. The
log-likelihood of a model $\Phi$ for a sequence of feature vectors $X = \{x_1, \ldots, x_T\}$ is given by

$$
\log P(X|\Phi) = \frac{1}{T} \log \prod_{t=1}^{T} P(x_t|\Phi) = \frac{1}{T} \sum_{t=1}^{T} \log P(x_t|\Phi).
$$

Basic speaker verification and identification systems use a GMM classifier model trained over the voice of the speaker. In case of speaker verification, we train a binary GMM classifier using the audio samples of the speaker as one class and a Universal Background Model (UBM) as another class [Campbell, 2002]. The UBM is trained over the combined speech data of all other users. Due to the sensitive nature of their use in authentication systems, speaker verification classifiers need to be robust to false positives. In case of doubt about the authenticity of a user, the system should choose to reject. In case of speaker identification, we also use the UBM to categorize a speech sample as not being spoken by anyone from the set of speakers.

In practice, we need a lot of data from one speaker to train an accurate speaker classification model and such data is difficult to acquire. Towards this, Reynolds et al. [2000a] proposed techniques for maximum a posteriori adaptation to derive speaker models from the UBM. These adaptation techniques have been extended by constructing supervectors consisting of concatenated means of the mixture components [Kenny and Dumouchel, 2004]. The supervector formulation has also been used with support vector machine (SVM) classification methods. Other approaches for representing speech samples with noise robustness include factor analysis [Dehak et al., 2011]. These methods can be incorporated in our privacy-preserving speaker verification framework.

### 2.2.2 Model Adaptation

In the above discussion, we considered GMM as a representation of speaker models. In practice, however, we have limited quantity of speech data from individual speakers. It is empirically observed that GMMs obtained from adapting the UBM to speaker data from individual speakers significantly outperform the GMMs trained directly on the speaker data [Bimbot et al., 2004; Reynolds, 1997]. We present the algorithm for maximum a posteriori (MAP) adaptation of UBM.

The MAP adaptation procedure consists of a sample estimate of the speaker model parameters such as the mixture weights and the means, followed by their interpolation with the UBM. Given set of enrollment speech data frames $x_1, \ldots, x_T$, we first compute the
2.2 Speaker Identification and Verification

The posteriori probabilities of the individual Gaussians in the UBM \( \lambda_U = \{w^U_i, \mu^U_i, \Sigma^U_i\} \). For the \( i \)th mixture component of the UBM,

\[
P(i|x_t) = \frac{w^U_i N(x_t; \mu^U_i, \Sigma^U_i)}{\sum_j w^U_j N(x_t; \mu^U_j, \Sigma^U_j)}. \tag{2.2}
\]

Similar to the maximization step of EM, the a posteriori probabilities are then used to compute new weights, mean, and second moment parameter estimates.

\[
w'_i = \frac{1}{T} \sum_t P(i|x_t), \\
\mu'_i = \frac{\sum_t P(i|x_t)x_t}{\sum_t P(i|x_t)}, \\
\Sigma'_i = \frac{\sum_t P(i|x_t)x_t x_t^T}{\sum_t P(i|x_t)}. \tag{2.3}
\]

Finally, the parameters of the adapted model \( \lambda_s = \{\hat{w}_s^i, \hat{\mu}_s^i, \hat{\Sigma}_s^i\} \) are given by a convex combination of these new parameter estimates and the UBM parameters as follows.

\[
\hat{w}_s^i = \alpha_i w'_i + (1 - \alpha_i) w^U_i, \\
\hat{\mu}_s^i = \alpha_i \mu'_i + (1 - \alpha_i) \mu^U_i, \\
\hat{\Sigma}_s^i = \alpha_i \Sigma'_i + (1 - \alpha_i) [\Sigma^U_i + \mu^U_i \mu^U_i^T] - \hat{\mu}_s^i \hat{\mu}_s^i^T. \tag{2.4}
\]

The adaptation coefficients \( \alpha_i \) control the amount of contribution of the enrollment data relative to the UBM.

2.2.3 Supervectors with LSH

Campbell et al. [2006c] extend the adapted GMM algorithm by constructing a supervector (SV) for each speech sample. The supervector is obtained by performing Maximum a posteriori (MAP) adaptation of the UBM over a single speech sample and concatenating the means of the adapted model. Given the adapted model \( \lambda_s = \{\hat{w}_s^i, \hat{\mu}_s^i, \hat{\Sigma}_s^i\} \) with \( M \)-mixture components, the supervector \( sv \) is given by \( (\hat{\mu}_s^1 \| \hat{\mu}_s^2 \| \cdots \| \hat{\mu}_s^M) \).

This supervector is then used as a feature vector instead of the original frame vectors of the speech sample. The verification is performed using a binary support vector machine (SVM) classifier for each user trained on supervectors obtained from enrollment utterances as instances labeled according to one class and impostor data as instances labeled according to the opposite class. As the classes are usually not separable in the original space, Campbell et al. [2006c] also use a kernel mapping that is shown to achieve higher accuracy. Instead of using SVMs with kernels, we use k-nearest neighbors trained on supervectors as our classification algorithm. Our motivation for
Locality Sensitive Hashing

Locality sensitive hashing (LSH) [Indyk and Motwani, 1998] is a widely used technique for performing efficient approximate nearest-neighbor search. An LSH function \( L(\cdot) \) proceeds by applying a random transformation to a data vector \( x \) by projecting it to a vector \( L(x) \) in a lower dimensional space, which we refer to as the LSH key or bucket. A set of data points that map to the same key are considered as approximate nearest neighbors.

As a single LSH function does not group the data points into fine-grained clusters, we use a hash key obtained by concatenating the output of \( k \) LSH functions. This \( k \)-bit LSH function \( L(x) = L_1(x) \cdots L_k(x) \) maps a \( d \)-dimensional vector into a \( k \)-bit string. Additionally, we use \( m \) different LSH keys that are computed over the same input to achieve
better recall. Two data vectors $x$ and $y$ are said to be neighbors if at least one of their keys, each of length $k$, matches exactly. One of the main advantages of using LSH is its efficiency: by precomputing the keys, the approximate nearest neighbor search can be done in time sub-linear to the number of instances in the dataset.

A family of LSH functions is defined for a particular distance metric. A hash function from this family has the property that data points, that are close to each other as defined by the distance metric, are mapped to the same key with high probability. There exist LSH constructions for a variety of distance metrics, including arbitrary kernels [Kulis and Grauman, 2009], but we mainly consider LSH for Euclidean distance (E2LSH) [Datar et al., 2004b] and cosine distance [Charikar, 2002a] as the LSH functions for these constructions are simply random vectors. As the LSH functions are data independent, it is possible to distribute them to multiple parties without the loss of privacy.

The LSH construction for Euclidean distance with $k$ random vectors transforms a $d$-dimensional vector into a vector of $k$ integers, each of which is a number between 0–255. The LSH construction for cosine distance with $k$ random vectors similarly transforms the given data vector into a binary string of length $k$.

### 2.2.4 Reconstructing Data Point from LSH Keys

![Figure 2.5: Application of one and two LSH functions.](image)

Due to the locality sensitive property, each LSH key provides information about the data point. We consider reconstructing the data point from LSH keys for cosine distance, but our analysis would hold
for other distance metrics. A LSH function for cosine and Euclidean
distances producing a k bit key is based on k random hyperplanes
\{r_1, \ldots, r_k\}. Given a data point, we project it using each of the k ran-
dom hyperplanes and determine the key by the side on which the
data point lies.

\[
L_i(x) = \begin{cases} 
1 & \text{if } r_i^T x \geq 0, \\
0 & \text{if } r_i^T x < 0.
\end{cases}
\]

A k bit LSH key provides k bits of entropy. Computing m LSH keys
over the same data point reveals mk bits of information.

An LSH key is defined as the sector between two hyperplanes, this
is because two vectors x and y lying in this space would have little
angular distance \(\theta(x, y)\), that corresponds to similarity in terms of
cosine distance. By observing multiple keys computed using different
LSH functions, we can further localize the data point by the space
between any two hyperplanes, which may be from different LSH
functions. We show an example of 2-dimensional LSH in Figure 2.5,
application of one LSH function localizes the data point in a wider
space, but application of two LSH function further localizes the space
between a hyperplane of the first and the second LSH function. As we
mentioned in the analysis above, the degree of localization depends
on the size of the LSH key, i.e., the number of hyperplanes, and the
number of LSH keys. By observing a large number of LSH keys, we
can localize a point to lie on a hyperplane.

As we shall see in later chapters, the information revealed about
the data point from the LSH keys causes a problem with respect to
privacy. We satisfy the privacy constraints by obfuscating the LSH
key. A simple way of doing that is by applying a cryptographic hash
function \(H[\cdot]\). In this way, we are not able to identify the hyperplanes
that localize the data point and use information from multiple LSH
keys to reconstruct the data point. We are, however, able to compare if
two data points fall in the same localized region, by comparing their
hashed keys.

2.3 SPEECH RECOGNITION

Speech recognition is a type of pattern recognition problem, where
the input is a stream of sampled and digitized speech data and the
desired output is the sequence of words that were spoken. The pattern
matching involves combining acoustic and language models to evalu-
ate features which capture the spectral characteristics of the incoming
speech signal. Most modern speech recognition systems use HMMs as
the underlying model.

We view a speech signal as a sequence of piecewise stationary
signals and an HMM forms a natural representation to output such
a sequence of frames. We view the HMM that models the process underlying the observations as going through a number of states, in case of speech, the process can be thought of as the vocal tract of the speaker. We model each state of the HMM using a Gaussian mixture model (GMM) and correspondingly we can calculate the likelihood for an observed frame being generated by that model. The parameters of the HMM are trained over the labeled speech data using the Baum-Welch algorithm. We can use an HMM to model a phoneme which is the smallest segmental unit of sound which can provide meaningful distinction between two utterances. Alternatively, we can also use an HMM to model a complete word by itself or by concatenating the HMMs modeling the phonemes occurring in the word.

A useful way of visualizing speech recognition of an isolated word using an HMM is by a trellis shown in Figure 2.6. Every edge in the graph represents a valid transition in the HMM over a single time step and every node represents the event of a particular observation frame being generated from a particular state. The probability of an HMM generating a complete sequence of frames can be efficiently computed using the forward algorithm. Similarly, the state sequence having the maximum probability for an observation sequence can be found using the Viterbi algorithm. In order to perform isolated word recognition, we train an HMM for each word in the dictionary as a template. Given a new utterance, we match it to each of the HMMs and choose the one with the highest probability as the recognized word.

![Figure 2.6: A trellis showing all possible paths of an HMM while recognizing a sequence of frames.](image-url)
PRIVACY BACKGROUND

In this chapter, we introduce the basic concepts about privacy and privacy-preserving methodologies. We also introduce a formal model of privacy-preserving computation: Secure Multiparty Computation (SMC) that we use in the remainder of the thesis and discuss some of the common underlying techniques such as homomorphic encryption and cryptographic hash functions.

3.1 WHAT IS PRIVACY?

Informally, privacy can be considered to be a privilege that an individual has to prevent its information from being made public to another individual, group, or society at large. Privacy can be in many forms such as physical, informational, organizational, and intellectual. In this thesis we mainly investigate informational privacy, specifically, the privacy with respect to a person’s speech.

3.1.1 Definitions

As privacy is connected to every level of the human experience, it is an issue of considerable importance to society at large. The modern right to privacy is attributed to [Warren and Brandeis, 1890], who considered it as protecting “the inviolate personality” of an individual. This was in response to the incursions on personal privacy made possible due to the newly adopted technologies of that era such as photography and faster newspaper printing. In the last few decades, the importance of privacy has been further compounded due to the ubiquity and prevalence of technologies that allow individuals to interact and collaborate with each other. Privacy issues, therefore, have increasingly been at the focus of law makers, regulatory bodies, and consumers alike.

Although privacy is considered to be a basic human right, what constitutes as reasonable amount of privacy varies widely according to cultural and other socio-political contexts. This makes the task of precisely defining privacy fairly difficult [DeCew, 2008]. We, however, reproduce some of the commonly referred to definitions of privacy.

1. Privacy as control over information [Westin, 1967].

“Privacy is the claim of individuals, groups or institutions to determine for themselves when, how, and to what extent information about them is communicated to others.”
2. Privacy as limited access to self [Gavison, 1980].

“A loss of privacy occurs as others obtain information about an individual, pay attention to him, or gain access to him. These three elements of secrecy, anonymity, and solitude are distinct and independent, but interrelated, and the complex concept of privacy is richer than any definition centered around only one of them.”

3. Privacy as contextual integrity [Barth et al., 2006].

“Privacy as a right to appropriate flows of personal information.”

3.1.2 Related Concepts

Privacy is closely related to and alternatively used with the concepts of anonymity and security in common parlance. We briefly discuss the differences between these concepts below.

Privacy and Anonymity. Anonymity is the ability of an individual to prevent its identity from being disclosed to the public. Despite being closely related, privacy and anonymity are often separate goals. In privacy, the individual is interested in protecting his/her data, while in anonymity, the individual is interested in protecting only its identity. For instance, a web browsing user can potentially achieve anonymity by using an anonymous routing network such as Tor [Dingledine et al., 2004] to hide its IP address and location from a website, but the website provider will still have access to all the information provided by the user. In many situations, anonymity does not lead to privacy, as the information collected by the service provider can be correlated to identify individual users. An example of this was the AOL search data leak [Barbaro and Jr., 2006], where individual users were identified from anonymized search engine query logs. Another similar example is the de-anonymization of the Netflix dataset [Narayanan and Shmatikov, 2008], where users were identified from anonymized movie rating data using publicly available auxiliary information.

Privacy and Security. In the context of information, security is the ability of protecting information and systems from unauthorized access. The unauthorized access can be in the form of public disclosure, disruption, deletion of the underlying information. Similarly, privacy and security differ in their intended goals. In a multiparty system, security aims to protect the information from the unauthorized access of an eavesdropper who is not one of the participants, while privacy aims to protect the information provided by a party from the other parties. For instance, in a speech-based authentication system deployed in a client-server
model, the speech input provided by the client is encrypted using the server’s public key to protect against a third party that can intercept the communication. This, however, does not protect the privacy of the client’s input from the server, as the latter needs to observe the input in order to do the necessary processing.

3.1.3 Privacy-Preserving Applications

We live in a world where there are vast amounts of data available from sources such as social media, medical services, and sensor networks. There is a wealth of information that can potentially be gained by applying data processing and machine learning techniques such as classification, clustering, and probabilistic inference methods to this data. In many situations, however, this data is often distributed among multiple parties in the form of social network users, the patient and multiple health care providers in the case of medical services, and sensor nodes controlled by different entities in sensor networks. In each of these cases, there are a combination of personal, legal, ethical, or strategic constraints against sharing the data among the parties that is required for performing the necessary computation. We discuss privacy-preserving computation in the context of three applications: biometric authentication, surveillance, and external third-party services.

1. Privacy in biometric authentication.

Biometrics like voice, face, fingerprints, and other personal traits are widely used as robust features to identify individuals in authentication systems. Biometrics are inherently non-exact in their measurement, e.g., multiple recordings of a person speaking the same content would always be slightly different. We therefore cannot perform biometric matching by direct comparison, and require machine learning algorithms to utilize biometrics with high accuracy. There are, however, stringent personal privacy and legal constraints dealing with how biometrics are stored and used as they represent data derived from personal attributes. It is important to keep the biometric data secure to protect the privacy of users, and we require privacy-preserving machine learning algorithms that can perform the authentication using the secure data.

2. Privacy in surveillance.

Machine learning algorithms are also used in surveillance applications such as speaker identification from wiretapped phone recordings, text classification over monitored emails, and object recognition from closed-circuit camera images. Although some
form of surveillance is necessary to identify credible security threats, it has the unavoidable side-effect of infringing on the personal privacy of the innocent citizens. In a surveillance setting, privacy-preserving machine learning algorithms can be used to aid investigating agencies to obtain necessary information without violating privacy constraints.


Privacy issues become relevant when an individual entity is interested in analyzing its data but does not have access to the required computational resources or algorithm implementations. An example of this would be an independent hospital interested in applying a classification model to calculate the likelihood of a disease from their patient records, or a small movie rental service interested in developing a recommendation algorithm based on reviews from its users. An increasingly useful option is to rely on a cloud-based service provider that has abundant computing power and sophisticated proprietary algorithms. Due to the same privacy and confidentiality constraints, many entities are reluctant to export their private data outside their control and are not able to utilize cloud-based services. Privacy-preserving computation aims to provide a framework for these types of computation without violating the privacy constraints of the participants.

3.1.4 Privacy-preserving computation in this thesis

The central theme of this thesis is the design and implementation of the privacy-preserving computation frameworks similar to the ones mentioned above applied to speech processing. We mainly focus on privacy-preserving solutions for the speaker verification, speaker identification and speech recognition tasks as examples of biometric authentication, surveillance, and cloud-based service applications.

To create such privacy-preserving mechanisms, we use cryptographic primitives such as homomorphic encryption i.e., schemes in which we can perform operations on unencrypted data by performing corresponding operations on encrypted data. Rather than merely combining such primitives to build machine learning algorithms, we aim to find the synergy between the primitives, often in the form of a trade-off between privacy, accuracy, and efficiency. In some cases, we need to modify the machine learning algorithm itself to fit the right kind of cryptographic primitive and vice versa, in order to improve the scalability of the privacy-preserving solution.
Secure Multiparty Computation (SMC) is a sub-field of cryptography that concerns with settings in which n parties are interested in jointly computing a function using their input data while maintaining the privacy of their inputs. We overview the basic concepts of SMC in this section.\footnote{Note on presentation: many cryptography textbooks, such as \cite{Goldreich2001, Goldreich2004}, first begin with cryptographic primitives and definitions based on computational complexity theory, and then develop the theory of SMC protocols. We refer to this as the bottom-up approach. For the ease of exposition and maintaining the speech-based application theme of the thesis, we instead take a top-down approach of starting with SMC protocols for practical applications and work down to the necessary cryptographic primitives. The readers are also encouraged to refer to \cite{Cramer1999, Cramer2009} for a detailed review of the subject.}

The privacy in SMC protocols is established by the constraint that no party should learn anything apart from the output and the intermediate steps of the computation. We consider that the parties \( p_1, \ldots, p_n \) respectively have inputs \( x_1, \ldots, x_n \) and we need to compute the function with \( n \) outputs, \( f(x_1, \ldots, x_n) = (y_1, \ldots, y_n) \). The privacy constraints require that the party \( p_i \) provides the input \( x_i \) and obtains the output \( y_i \), and does not observe the input or output belonging to any other party.

In this model, the function of interest \( f \) could be any computable function. A useful example is the millionaire’s problem \cite{Yao1982}, where two millionaires interested in finding out who is richer, without disclosing their wealth. If the net worth of the two millionaires is $x$ million and $y$ million respectively, the underlying computation is the comparator function \( f(x, y) = \mathbb{1}(x > y) \), i.e., the function has a single bit output 1 if \( x > y \) and 0 if \( x \leq y \). At the end of the computation, the output of the function is available to both the millionaires. The main privacy criteria here is that each millionaire does not learn anything else about the other millionaire’s wealth from the computation apart from this information. We summarize the problem for two placeholder parties “Alice” and “Bob” below.

**Private Comparison: Millionaire Problem.**

**Inputs:**

(a) Alice has the input \( x \).

(b) Bob has the input \( y \).

**Output:** Alice and Bob know if \( x > y \).

In speech-processing applications that we consider in this thesis, the two parties are client and server with the speech input and speech models respectively. The parties are interested in performing tasks
such as speaker verification, speaker identification, and speech recognition. This usually involves computing a score of the speech models with respect to the speech input. In this section we use a running example to illustrate SMC protocols: we consider the client speech input to be a $d$-dimensional vector $x$ represented using MFCC features and a linear classification model $w$, also a $d$-dimensional vector, such that the score is given by the inner product $w^T x$. The server will take an action depending on whether this score is above or below a pre-determined threshold $\theta$. This model is simplistic, because, as we will see in the future chapters, most speech processing tasks require many other steps apart from inner product computation.

In this model, our the privacy criteria require that the input $x$ should be protected from the server and the model $w$ should be protected from the client. At the end of the computation, the server learns if $w^T x > \theta$, and the client does not learn anything. We summarize this problem below.

**Private Linear Classification.**

**Inputs:**

(a) Client has the speech input vector $x$.

(b) Server has the classifier model $w$ and the threshold $\theta$.

**Output:** Client and Server know if $w^T x > \theta$.

It is important that no individual party gets access to the inner product $w^T x$, as it can be used to infer the input of the other party, e.g., the server can use $w$ and $w^T x$ to gain more information about $x$, which it should not obtain otherwise. To solve the linear classifier problem, we therefore require two steps, private inner product computation and private comparison.

In the above discussion, we introduced SMC problem intuitively; we now begin outlining various assumptions that we make in creating SMC protocols and the types of adversarial behavior of the parties. In the remainder of the section, we will look at different cryptographic primitives and techniques that allow us to perform these steps with privacy.

### 3.2.1 Protocol Assumptions

The privacy requirements of any SMC protocol ultimately depends on the assumptions made on the parties and their adversarial behavior. We discuss some of the conditions below.

1. **setup.** We assume that all parties have copies of the instruction sequence of the protocol and know when they are required to perform their actions. Also, in cases where we would need to use
an encryption scheme, we assume the existence of a public-key infrastructure and the parties have access to the public keys belonging to other parties.

2. **Communication Channels.** We consider a private-channel model where an adversary cannot listen in on messages sent between parties. However, in the general model, an adversary can tap any communication channels between parties and the channels by themselves do not provide any security. Similarly, we also assume that the channels are reliable, i.e., an adversary cannot modify or delete any message sent between parties and also cannot pretend to be another party and receive the messages sent to it. Using appropriate primitives such as public-key encryption schemes, private-channel model can be simulated using open channels.

3. **Computational Limitations.** By default we assume the adversaries to be computationally bounded in probabilistic polynomial time. This requirement is important because a computationally unbounded adversary would be able to break through the cryptographic primitives and we would not be able to protect the privacy of other participants’ inputs.

### 3.2.2 Adversarial Behavior

As discussed above, the motivation for parties to use SMC protocols is to perform private computation while protecting the privacy of the inputs. A basic question is: whom are the parties trying to protect their privacy against? If we assume that the parties are entirely honest, i.e., are uninterested in learning anything about the input provided by other parties, we could simply require all parties to share their data with each other and perform the necessary computation collaboratively and later agree to delete the data they had obtained. In practice, however, this model is trivial, as parties would not be comfortable in sharing their input with other parties, e.g., in the private linear classification problem, the client would not want to disclose its input to the server due to confidentiality and the server would not want to disclose the parameters of its classifier model as may contain proprietary information.

In a more realistic setting, we assume the parties to be semi-honest or honest-but-curious. In this model a party only tries to gather as much information as possible about the other party’s input from the intermediate steps of the protocol, but does not try to actively disrupt the protocol, e.g., by providing malformed inputs. The parties are able to do this by maintaining a log of all actions and information that the party obtained during each step of the protocol. Due to this behavior, the trivial model of the parties sharing their data with
each other would lead to a loss of privacy and we require additional primitives to protect the privacy criteria. Although the semi-honest model suffices in some cases, we also consider a malicious party with unconstrained adversarial behavior, in which the party would also disrupt the protocol using all possible means in addition to semi-honest behavior. A common malicious behavior is to pollute the output of the computation by submitting malformed input.

Apart from the behavior of individual parties, it is also common to consider an adversary who gains control over and corrupts a subset of the parties. The adversary is able to gain complete access to the entire history of the party including the data inputs and the logs stored by the party. There are many variations to the nature of the adversary, we discuss a few types below.

1. **Monolithic Adversary.** There is a single adversary that controls a subset of \( k \) parties (out of \( n \)) and causes them to behave maliciously by modifying the steps of the protocol and coordinates their actions.

2. **Passive and Active Adversary.** A passive adversary gains access only to the internal state of party and cannot modify the operations of the party. The adversary, however, utilizes that information to learn more about other parties. This behavior causes the affected parties to have semi-honest behavior. An active adversary, on the other hand, fully controls the party and causes it to perform malicious actions.

3. **Static and Adaptive Adversary.** In case of a static adversary, we assume that the set of dishonest parties is fixed before the protocol execution is started, but it is not known to the honest parties. Alternatively, an adversary is considered to be adaptive when it can choose which parties to corrupt while the protocol is being executed and makes its decision based on the partial information obtained from the intermediate steps of the protocol.

4. **Threshold Adversary.** There are limits to how many parties can be corrupted by the adversary, as in the worst case, it does not make sense to consider the privacy of a protocol where all parties are corrupted. In many cases, we consider a threshold adversary, that can corrupt any subset of \( t \) parties (out of \( n \)).

### 3.2.3 Privacy Definitions: Ideal Model and Real Model

One fundamental question is how do we know that an SMC protocol actually does perform the desired computation while satisfying the necessary privacy constraints? The classical approach of defining privacy is to write down a list of the privacy requirements of the
protocol and manually make sure that they are satisfied. The problem with this approach is that the requirements of non-trivial protocols are hard to formalize and are often endless; it is difficult to determine if we have covered all in our set. A completely different approach towards this problem is to consider the protocols in two worlds: ideal model and real model. In the ideal model, we provide a specification of the desired computation of the protocol and in the real model, we consider the protocol with adversarial behavior. We consider a protocol to satisfy privacy if the real model behavior cannot be distinguished from the ideal model behavior.

![Ideal Model vs. Real Model](image)

Figure 3.1: An SMC protocol with ordinary participants denoted by red (corner nodes) emulating the behavior of a trusted third party (TTP) denoted by blue (center node).

In the ideal model, we consider a Trusted Third Party (TTP) and all parties are able to communicate with it securely. The parties submit their inputs to the TTP, which performs the necessary computation and submits the output back to the respective parties. The TTP is expected to be incorruptible: it executes a pre-specified set of commands on the input data provided by the parties, correctly outputs the result and later deletes the input data. We show this in Figure 3.1. No party ever gets the opportunity to observe the input or the output belonging to any other party, and therefore the privacy criteria of the SMC protocol are trivially satisfied in the ideal model.

TTPs, however, do not exist in the real world and the goal of SMC protocol is to perform the same computation with untrusted parties in the presence of adversaries, after satisfying the same privacy constraints.

**Theoretical Results**

One of the most important result of SMC and theoretical cryptography was to prove that any function can be computed privately. In the information-theoretic model in the presence of an active and adaptive adversary, Ben-Or et al. [1988] establish that any function can be
3.2 Secure Multiparty Computation

3.2.4 Encryption

Encryption is one of the most important operations in cryptography. This operation in the form of an encryption function \( E[\cdot] \) allows one party to transform a message or data \( x \), referred to as the plaintext, to an obfuscated form or ciphertext \( E[x] \). Encryption is usually coupled with a corresponding decryption operation defined by the decryption function \( E^{-1}[\cdot] \): the ciphertext \( E[x] \) can then be converted back to the original plaintext \( x \) using a key. The encryption and decryption functions together are referred to as the cryptosystem.

Encryption has been widely used between communicating parties, archetypically referred to as “Alice” and “Bob”, to maintain secrecy of communication against an adversary “Eve” who might be interested in eavesdropping in on the conversation. In a symmetric-key cryptosystem, only one key is used for both encryption and decryption operations. This key effectively is a shared secret between Alice and Bob. If Alice and Bob wish to communicate with each other, they would first need to securely set up the key. Examples of symmetric-key cryptosystems include DES, AES, Blowfish.

Conversely, an asymmetric-key or public-key cryptosystem provides a pair of public and private keys, where the public key is used for the encryption operation and private key is used for decryption operation. As the name suggests, the parties publish their public keys, while they keep the private key with themselves. The public key does not provide any information about the private key. The public-key cryptosystem allows Alice to send an encrypted message to Bob without requiring a secure initial key exchange between them. Alice can simply look up Bob’s public key, encrypt her message using it, and send it to Bob. Bob can then decrypt this message using his decryption key. This arrangement finds widespread use in applications such as electronic commerce. Although, various forms of symmetric-key cryptosystems have existed since antiquity, a mechanism for exchanging keys was first proposed in the pioneering work of Diffie and Hellman [1976].

Homomorphic Encryption

Homomorphic Encryption (HE) schemes are a special type of cryptosystems that allow for operations to be performed on ciphertexts without requiring knowledge of the corresponding plaintexts. A homomorphic encryption scheme is typically a public-key cryptosystem. This allows for Alice to create a public-private key pair, encrypt her data, and send the ciphertexts to Bob after publishing the public key.
Bob can perform the necessary computation directly on the ciphertexts without being able to decrypt them, as he does not have the key. This arrangement finds use in client-server settings, where Alice is a client user, and Bob is a server (Figure 3.2). The concept of homomorphic encryption was first introduced by [Rivest et al., 1978b] and it is one of the most important technique for creating SMC protocols in this thesis.

More formally, if two data instances $x$ and $y$ are encrypted to $E[x]$ and $E[y]$ using a homomorphic encryption scheme, we can obtain the encryption of the result of an operation $\otimes$ performed on $x$ and $y$ by performing another, possibly the same, operation $\oplus$ directly on the encrypted versions of $x$ and $y$,

$$E[x \otimes y] = E[x] \oplus E[y].$$

A cryptosystem in which we can perform any operations on the plaintext by performing operations on corresponding ciphertext is called a fully homomorphic cryptosystem (FHE). The first such cryptosystem was proposed in the breakthrough work by Gentry [2009, 2010a]. Although the construction satisfies the necessary properties for FHE, it is found to be computationally inefficient to be used in practice [Gentry, 2010b] and developing practical FHE schemes is an active area of research [Lauter et al., 2011].

There are, however, well-established and efficient partially homomorphic encryption schemes that allow a limited set of operations to be performed on plaintext by performing operations on ciphertext, e.g., unpadded RSA [Rivest et al., 1978a] is multiplicatively homomorphic, El-Gamal [1985]; Damgård and Jurik [2001]; Benaloh [1994b]; Paillier [1999b] are examples of additively homomorphic cryptosystems. Please refer to [Fontaine and Galand, 2007a] for a survey.

We briefly overview the Paillier [Paillier, 1999b] and BGN [Boneh et al., 2005] cryptosystems below. We use the homomorphic properties of these cryptosystems to construct higher-level primitives that are useful in creating a protocol for the private linear classifier problem introduced at the beginning of Section 3.2.

1. Paillier Cryptosystem
Paillier cryptosystem is a public-key cryptosystem satisfies additive homomorphism. This cryptosystem is based on modular arithmetic with a finite field of order $n^2$, where $n$ is a product of two large primes $p$ and $q$. The primes $p$ and $q$ are chosen such that $n$ is a 1024-bit number. Although it is very efficient to compute $n = pq$, there is currently no feasible algorithm known to factor $n$ into $p$ and $q$.

The security of the Paillier cryptosystem is based on the decisional composite residuosity assumption (DCRA). We briefly overview this assumption by first defining the concept of residuosity below.

**Residue.**

Given a group $\mathbb{Z}_{n^2}$, a number $z$ is the $i$th residue mod $n^2$ if there exists $y$ such that

$$z = y^i \mod n^2.$$  

DCRA deals with checking for $n$th residuosity. We state this assumption below.

**Decisional Composite Residuosity Assumption.**

For a given a number $z$, it is hard to check if it is an $n$-th residue mod $n^2$, i.e., if

$$z = y^n \mod n^2.$$  

We use the term *hardness* to mean computational infeasibility, which is equivalent to saying that there is no known efficient algorithm to solve the decisional composite residuosity problem.

We now describe the construction of the Paillier cryptosystem. As discussed above, there are three components of the cryptosystem: a key generation algorithm that outputs a public-private key pair, an encryption function, and a decryption function.

**Notation:** $\mathbb{Z}_{n^2}^* \subset \mathbb{Z}_{n^2} = \{0, \ldots, n^2 - 1\}$ denotes the set of non-negative integers that have multiplicative inverses modulo $n^2$, $\lambda = \text{lcm}(p - 1, q - 1)$ is the Carmichael function, and $L(x) = \frac{x - 1}{\lambda}$.

a) Key Generation.

i. Choose two large random primes $p$ and $q$ independently, and let $n = pq$.

ii. Choose a random number $g \in \mathbb{Z}_{n^2}^*$ such that $\gcd(L(g^\lambda \mod n^2), n) = 1$.

$(n, g)$ is the public key, and $(p, q)$ is the private key.
b) Encryption. For a plaintext $m \in \mathbb{Z}_N$, the ciphertext is given by

$$E[m] = g^m r^n \mod n^2,$$  \hspace{1cm} (3.1)

where $r \in \mathbb{Z}_n^*$ is chosen randomly.

c) Decryption. For a ciphertext $c \in \mathbb{Z}_{n^2}$, the corresponding plaintext is given by

$$E^{-1}[c] = \frac{L(c^\lambda \mod n^2)}{L(g^\lambda \mod n^2)}.$$  \hspace{1cm} (3.2)

Paillier [1999b] show that the decryption function satisfies the property that $E^{-1}[E[m]] = m \mod n$.

We choose a different random number $r$ during each application of the encryption function, but the decryption function works irrespective of the value of $r$ used. We discuss the importance of this at the end of this subsection.

We can easily verify that the Paillier cryptosystem satisfies additive homomorphism by multiplication, i.e., we can multiply two ciphertexts to add their corresponding plaintexts.

$$E[m_1]E[m_2] = g^{m_1} r_1^n g^{m_2} r_2^n \mod n^2$$

$$= g^{m_1+m_2} (r_1 r_2)^n \mod n^2$$

$$= E[m_1 + m_2].$$  \hspace{1cm} (3.3)

The Paillier cryptosystem, therefore, homomorphically maps the plaintext group with addition ($\mathbb{Z}, +$) to ciphertext group with multiplication, ($\mathbb{Z}, \cdot$).

As a corollary, we can also multiply a ciphertext by a plaintext.

$$[E[m_1]]^{m_2} = [g^{m_1} r_1^n \mod n^2]^{m_2}$$

$$= g^{m_1 m_2} (r_1^{m_2})^n \mod n^2$$

$$= E[m_1 m_2].$$  \hspace{1cm} (3.4)

These homomorphic properties allow us to compute the inner product of an encrypted vector with another vector. We construct such a protocol below. In the private linear classifier problem, this protocol can be used by the server to compute the inner product between the client’s input vector $x$ and its weight vector $w$.

**Private Inner Product Protocol.**

**Inputs:**

(a) Client has a $d$-dimensional vector $x = (x_1, \ldots, x_d)$. 

(b) Server has a d-dimensional vector \( w = (w_1, \ldots, w_d) \).

**Output**: Server obtains the encrypted inner product \( E[w^T x] \).

a) Client generates a public-private key pair for the Paillier cryptosystem with encryption and decryption functions \( E(\cdot) \) and \( E^{-1}(\cdot) \). The client sends the encryption function to the server.

b) Client encrypts its input vector to obtain \( E[x] = (E[x_1], \ldots, E[x_d]) \). The client sends the encrypted vector to the server.

c) Server performs element-wise homomorphic multiplication with the encrypted vector and its input vector, which it has in plaintext.

\[
(E[x_1]^{w_1}, \ldots, E[x_d]^{w_d}) = (E[x_1 w_1], \ldots, E[x_d w_d]).
\]

d) Server homomorphically adds these elements to obtain the encrypted inner product.

\[
\prod_i E[x_i w_i] = E\left[ \sum_i x_i w_i \right] = E[w^T x].
\]

The server only has access to the client’s public key and not the private key. It observes the client’s input vector in ciphertext and cannot decrypt it, but is still able to compute the inner product.

2. **BGN Cryptosystem**

The BGN (Boneh-Goh-Nissim) cryptosystem is designed to satisfy additive homomorphism like the Paillier cryptosystem, but in addition to that, it supports one homomorphic multiplication operation on ciphertext. Being able to perform either addition or multiplication alone, or in other words, being able to evaluate 2-DNF formulas on ciphertexts has its limitations; given two encrypted vectors \( E[x] = (E[x_1], \ldots, E[x_m]) \) and \( E[y] = (E[y_1], \ldots, E[y_m]) \), we are not able to compute the inner product \( E[x^T y] \) without requiring an interactive protocol involving the party with the private key.

As compared to the Paillier cryptosystem, the BGN cryptosystem is constructed using groups defined over elliptic curves [Miller, 1985; Koblitz, 1987]. The cryptosystem relies on the subgroup decision problem (SDP) as its underlying basis for security. Given a group \( G \) of a composite order \( n \), i.e., \( n \) is a product of two primes \( q_1 \) and \( q_2 \) and a subgroup \( G' \) of \( G \). By the Lagrange theorem, the order of \( G' \) divides \( n \), which implies that the order of \( G' \) is either \( q_1 \) or \( q_2 \). It is computationally difficult to determine such a subgroup given the hardness of factorizing \( n = q_1 q_2 \).
SDP deals with checking the membership of an element in the subgroup. We define the corresponding assumption below.

**Subgroup Decision Assumption.**

Given a group $G$ of order $n = q_1 q_2$, where $q_1$ and $q_2$ are large primes, and an element $x \in G$, it is hard to check if $x$ is also an element of a subgroup of $G$ with order $q_1$.

The BGN key generation algorithm produces a tuple $(q_1, q_2, G, G_1, e)$ where $q_1$ and $q_2$ are $\tau$-bit prime numbers, $G$ and $G_1$ are groups, both of order $n = q_1 q_2$ defined over the points on an elliptic curve and $e : G \times G \mapsto G_1$ is a bilinear map. We choose two random generators $g, u$ of the group $G$ and set $h = u^{q_2}$, thereby making it the generator of a subgroup of $G$ of order $q_1$. The public key $pk$ is given by the tuple $(n, G, G_1, e, g, h)$ and the private key $sk$ is the number $q_1$.

For the plaintexts in the set $\mathcal{D} = \{1, \ldots, T\}$, we define the encryption function $E : \mathcal{D} \mapsto G$ as $E[x] = g^{xh^r}$, where $r$ is a randomly chosen number in $\mathbb{Z}_n = \{0, \ldots, n-1\}$ and the exponentiation is modular in $G$. Using a different value of $r$ in each execution of the encryption function provides semantic security – two different encryptions of a number $x$ say, $E[x; r_1]$ and $E[x; r_2]$ will have different values but decrypting each of them will result in the same number $x$. We define the decryption function $E^{-1} : G \mapsto \mathcal{D}$ as $E^{-1}[c] = \log c^{q_1}$, where the discrete-log is computed to the base $g^{q_1}$. Although discrete-log is considered to be a computationally hard problem, here we compute it only in the range of the plaintext set $\mathcal{D}$ which is much smaller than $n$. The discrete-log over plaintext space can be computed in expected-time $\tilde{O}(\sqrt{T})$ using Pollard’s lambda method [Menezes et al., 1996].

We can easily verify that the encryption function is additively homomorphic; for any two ciphertexts $E[x]$ and $E[y]$,

$$E[x] \cdot E[y] = g^{xh^{r_1}} g^{yh^{r_2}} = g^{x+yh^{r_1+r_2}} = E[x+y].$$

As a corollary, for any ciphertext $E[x]$ and plaintext $y$, $E[x]^y = E[x \cdot y]$. We obtain multiplicative homomorphism by applying the bilinear mapping $e$; for any two ciphertexts $E[x]$ and $E[y]$, it can be shown that

$$e(E[x], E[y])h_1^r = g_1^{xyh_1^{r'}} = E_{G_1}[xy],$$

where $g_1 = e(g, g)$, $h_1 = e(g, h)$, and $r, r' \in \mathbb{Z}_n$. By this operation, the ciphertexts from $G$ are mapped into $G_1$, and the cryptosystem is still additively homomorphic in that space,

$$E_{G_1}[x_1] \cdot E_{G_1}[x_2] = E_{G_1}[x_1 + x_2].$$
but we cannot perform further multiplications on these ciphertexts. We hereafter omit the subscript from $E_{G_1}$ for conciseness.

As mentioned above, one motivation of using BGN is to perform homomorphic multiplication. This allows us to create a protocol for computing the inner product of two encrypted vectors. This protocol is useful when the client is interested in protecting the classifier weight vector from the server, e.g., in case of authentication systems such as speaker verification.

**Private Inner Product Protocol over Ciphertexts.**

**Inputs:**

(a) Client has a $d$-dimensional vector $x = (x_1, \ldots, x_d)$ and both encryption and decryption functions $E[\cdot]$ and $E^{-1}[\cdot]$.

(b) Server has an encrypted $d$-dimensional vector $E[w] = (E[w_1], \ldots, E[w_d])$ and the encryption function $E[\cdot]$.

**Output:** Server obtains the encrypted inner product $E[w^T x]$.

a) Client encrypts its input vector to obtain $E[x] = (E[x_1], \ldots, E[x_d])$.

Client sends the encrypted vector to the server.

b) Server performs element-wise homomorphic multiplication with the encrypted vector and its input vector, which it has in plaintext.

$$(e(E[x_1], E[w_1]), \ldots, e(E[x_d], E[w_d])) = (E[x_1 w_1], \ldots, E[x_d w_d]).$$

c) Server homomorphically adds these elements to obtain the encrypted inner product.

$$\prod_i E[x_i w_i] = E \left[ \sum_i x_i w_i \right] = E[w^T x].$$

The server only has access to encryption function and cannot observe the client input or even its own input in plaintext. The server is still able to compute the inner product.

**Semantic Security**

In the encryption functions of both Paillier and BGN cryptosystems, we considered a random number $r$. By using a new random number in each encryption function application, we will get different ciphertexts $c_1 = E_{r_1}[x]$ or $c_2 = E_{r_2}[x]$ for the same plaintext $x$. The cryptosystems have the property that both these ciphertexts would decrypt to the same plaintext $x$, i.e., $E^{-1}[c_1] = E^{-1}[c_2] = x$. This is referred to as *probabilistic encryption* [Goldwasser and Micali, 1984].
This property is very useful; if we are encrypting a data with a small number of unique elements, e.g., binary data with 0 and 1, in absence of such an encryption function, an adversary can statistically determine the proportion of the inputs and gain significant information about the data. More rigorously, we require an adversary to not learn anything from observing the ciphertext alone. This definition of privacy is called semantic security [Goldwasser and Micali, 1982]. A semantically secure public-key cryptosystem ensures that it is infeasible for a computationally bounded adversary to use the ciphertext and the public key to gain information about the plaintext.

Semantic security provides protection against chosen plaintext attacks (CPA). In this model, the adversary generates ciphertexts from arbitrarily chosen plaintexts using the public key, and attempts to gain information about the user, typically by trying to reconstruct the private key. Due to the requirements of semantic security as discussed above, the adversary is not able to do so.

One limitation of semantic security is that it does not protect against chosen ciphertext attacks (CCA). In this model, the adversary can obtain the decrypted plaintexts from the user for any ciphertext of its choosing.

3.2.5 Masking

In the previous subsection, we considered practical homomorphic cryptosystems that allow only a subset of operations that can be performed on ciphertexts, as opposed to fully homomorphic encryption schemes that are currently impractical. One question is how do we privately compute a function that requires operations beyond those provided by the cryptosystem? e.g., if we need to multiply two ciphertexts encrypted using the Paillier cryptosystem.

A solution for this problem is called blinding or masking, where one party modifies the input using a random number in order to obfuscate from another party. Suppose Bob has the number $x$, and is interested in hiding it from Alice. In additive masking, Bob can generate a random number $r$ and transfer $x + r$ to Alice. This masking is information theoretically secure, if $r$ is randomly chosen from the set of plaintexts, i.e., the domain of encryption function $\mathbb{Z}_n$, Alice cannot gain any information about $x$ from $x + r$. This is because if $r$ can take $n$ values (256-bit or 1024-bit), then $x + r$ will take also $n$ values, implying that the entropy of $x + r$ is equal to $r$. Additive masking is equivalent to additive secret sharing, as Alice and Bob have shares $x + r$ and $-r$ respectively, that add up to $x$. For Alice, there will be $n$ ways to split $x + r$, which would be infeasible in practice.

Additive masking can also be performed over ciphertexts using homomorphic encryption. If Bob has a ciphertext $E[x]$ encrypted using Alice’s public-private key pair, he can still add the random number $r$
to $E[x]$ by first encrypting it using Alice’s public key and computing $E[x]E[r] = E[x + r]$. After Bob sends this ciphertext to Alice, she can decrypt it to obtain $x + r$, which is additively masked. Even in this case, Alice and Bob would have additive shares of $x$.

Another form of masking is **multiplicative masking**, where Bob can multiply his input $x$ by a random number $q$ to obtain $qx$ in order to hide it from Alice. Multiplicative masking hides less information than additive masking even after choosing $q$ randomly from the set of plaintexts. This is because the range of $qx$ is not equal to the range of $q$, e.g., if $x$ is an even number, $qx$ will always be an even number, which is not the case for additive masking. Information theoretically, there will be $\log n$ ways to split $qx$, implying that multiplicative masking is logarithmically weaker than additive masking.

**Interactive Protocols using Masking**

As we mentioned at the beginning of this subsection, we are interested in augmenting the homomorphic operations of a cryptosystem with masking in an interactive protocol. As an example, we construct a protocol for performing homomorphic multiplication of ciphertexts using only additively homomorphic Paillier cryptosystem.

**Private Multiplication Protocol.**

**Inputs:**

(a) Alice has $a$ and and both encryption and decryption functions $E[\cdot]$ and $E^{-1}[\cdot]$.

(b) Bob has $E[b]$ and the encryption function $E[\cdot]$.

**Output:** Bob obtains $E[ab]$.

1. Bob generates a random number $r$ and encrypts it to obtain $E[r]$. Bob homomorphically adds it to his input to obtain $E[b + r]$ which he sends to Alice.

2. Alice decrypts the ciphertext $E[b + r]$ to obtain $b + r$. She multiplies this with $a$ to obtain $ab + ar$.

3. Alice encrypts the product and also her input $a$, and she sends the ciphertexts $E[ab + ar]$ and $E[a]$ to Bob.

4. Bob homomorphically multiplies the plaintext $r$ with $E[a]$ to obtain $E[ar]$ and homomorphically subtracts it from the product to obtain $E[ab]$.

Bob is able to homomorphically multiply ciphertexts with this protocol, something which is not possible using the homomorphic operations of Paillier cryptosystem alone. This protocol, however, requires 3
encryption and 1 decryption operation and the transfer of 3 ciphertexts. This is more expensive than using the BGN cryptosystem which can directly perform one homomorphic multiplication on ciphertexts.

As another example, we construct a protocol for the private linear classification problem introduced at the beginning of Section 3.2, using additive masking and the inner product protocols discussed above. We can either use the Paillier or the BGN cryptosystem for this purpose.

**Private Linear Classification Protocol.**

**Inputs:**

(a) Client has the speech input vector $x$.

(b) Server has the classifier model $w$ and the threshold $\theta$.

**Output:** Client and Server know if $w^T x > \theta$.

1. Client generates a public-private key pair with encryption and decryption functions $E[\cdot]$ and $E^{-1}[\cdot]$. The client sends the encryption function to the server.

2. Client and server execute the private inner product protocol, and as an output the server obtains $E[w^T x]$.

3. Server generates a random number $r$ and homomorphically adds it to the inner product to get $E[w^T x + r]$. Server transfers the masked inner product to the client.

4. Client decrypts the server’s message to obtain $w^T x + r$.

5. Client and the server execute the private comparison protocol using inputs $w^T x + r$ and $\theta + r$. As output the client and server know if $w^T x > \theta$.

The server masks the inner product $w^T x$, because the client can use its input $x$ to gain information about $w$. In Step 5, client and the server hold additive shares of $w^T x$. The server uses the masked value of the threshold $\theta$ as input to the private comparison protocol, which is equivalent to the client and the server using $w^T x$ and $\theta$ respectively as input.

### 3.2.6 Zero-Knowledge Proofs and Threshold Cryptosystems

In most of the discussion above, we considered SMC protocols for semi-honest parties, i.e., we assume the parties to follow all the steps of the protocol and not use spurious inputs. Although the semi-honest assumption is valid in many settings, there are cases where the parties can have malicious behavior. Common examples of this include authentication systems, where the output of the SMC protocol could
be sensitive. In order to construct protocols that can satisfy the privacy constraints, we need additional cryptographic primitives such as zero-knowledge proofs and threshold cryptosystems. In this subsection, we present a brief overview of these concepts, with an emphasis on creating SMC protocols that protect against malicious adversaries. Zero-Knowledge Proof (ZKP) is a deep area of theoretical cryptography with many applications beyond SMC protocols; please refer to Chapter 4 of [Goldreich, 2001] for a detailed review.

Goldwasser et al. [1985] originally introduced Zero-Knowledge Proof (ZKP) as a mechanism for one party to establish to another party that a statement is true without giving away additional information about that statement. We refer to the party establishing the proof as the prover and the other party as the verifier. Quisquater et al. [1989] present a classic example of ZKPs, where there is a cave with a door that can be opened with a secret spell, and a prover Peggy attempts to give a proof to the verifier Victor that she knows the spell. The ZKP criteria require that Victor should be convinced about Peggy’s knowledge of the spell without learning what the spell is.

A valid ZKP satisfies three properties:

1. **Completeness.** If the statement is true, the verifier will always accept the proof.

2. **Soundness.** If the statement is false, the verifier will accept with only a negligible probability.

3. **Zero Knowledge.** The verifier does not learn anything about the statement apart from its veracity.

There are two types of ZKPs: interactive and non-interactive. The proofs we discussed above, e.g., Quisquater et al. [1989], are interactive. Another variant of ZKP is non-interactive proofs [Blum et al., 1988], in which a prover can establish a proof by submitting only a reference string to the verifier without requiring further interaction from the prover.

In their breakthrough work, Cramer et al. [2001] make a connection between ZKPs and homomorphic encryption. Firstly, they propose threshold homomorphic cryptosystems, which in addition to satisfying the properties of a regular homomorphic cryptosystem, provide a different model for decryption. In a threshold cryptosystem, there is only one public key pk, but the decryption key is split among multiple parties in the form of shares sk₁, . . . , skₘ, typically obtained using a secret sharing protocol. An individual party can encrypt a plaintext message x to obtain the ciphertext E[x], but a single share of the private key cannot be used to perform the decryption. A party can only obtain a share of the plaintext sᵢ after applying the decryption function using the share of the key: E⁻¹_{skᵢ}[E[x]] = sᵢ, with the property that the share sᵢ alone does not provide information about the plaintext x. A majority
of the parties need to execute a decryption protocol together to obtain the complete decryption result.

Secondly, the threshold homomorphic cryptosystem is augmented with two non-interactive ZKPs:

1. **Proof of Knowledge of Plaintext (POK).** A party submitting a ciphertext \( c = E[x] \) can provide a ZKP \( \text{POK}(E[x]) \) that is a proof that the party has access to the corresponding plaintext \( x \).

   In a cryptosystem providing semantic security, using encryption function with different randomization \( r_1 \) and \( r_2 \) will result in two ciphertexts \( c_1 = E[x; r_1] \) and \( c_2 = E[x; r_2] \). Using POK, a party can establish that they are the same without disclosing the plaintext \( x \). This is useful when the party is participating in two execution of the protocol with the same input.

2. **Proof of Correct Multiplication (POCM).** A party that is multiplying a ciphertext \( c = E[x] \) with a plaintext \( a \) homomorphically to obtain \( E[ax] \), can provide a ZKP \( \text{POCM}(E[x], E[a], E[ax]) \).

   Using this proof, the verifier can check if the ciphertext \( E[x] \) was indeed correctly multiplied by \( a \), without observing either \( x \) or \( a \). We typically use this proof to check if a party is performing the steps of the protocol correctly.

Damgård and Jurik [2001] extend the Paillier cryptosystem to provide threshold decryption and the ZKPs discussed above. Kantarcioglu and Kardes [2008] use this as primitives to construct SMC protocols for malicious adversaries for operations such as computing the inner product. ZKPs and threshold cryptosystem impose a significant computational and communication overhead as compared to the protocols using conventional homomorphic cryptosystems. The overhead in the private inner product of [Kantarcioglu and Kardes, 2008] is about 700 times as compared to the private inner product protocol we constructed in Section 3.2.4 using Paillier encryption.

### 3.2.7 Oblivious Transfer

Oblivious Transfer (OT) is another useful primitive introduced by Rabin [1981]. The motivation of this work was to construct a mechanism for two parties to exchange secrets without a trusted third party or a safe mechanism for exchanging messages simultaneously. The two parties could be two businesspeople Alice and Bob negotiating a contract. They would each approve only if the other party approves. In case, if any party declines, the negotiation should fail. If Alice’s and Bob’s inputs are represented using two bits \( a \) and \( b \) respectively, the decision is equivalent to computing \( a \land b \).

The privacy criteria require that Alice and Bob do not observe the input of the other party and can only observe the outcome \( a \land b \).
and whatever can be inferred from it. In the above example, this is important as Alice and Bob do not want to disclose their strategy to each other. The two parties may be physically remote and do not wish to engage a mediator who can inform the decision to them, because they do not wish to disclose their inputs to anyone.

We analyze the privacy criteria from Alice’s point of view; analogous arguments would hold for Bob. If the decision \( a \land b = 1 \), then Alice knows with certainty that both her and Bob’s inputs were 1. If Alice’s input \( a = 1 \) and the decision \( a \land b \) is 0, she knows that Bob’s input was \( b = 0 \). This leaves Alice with the only possibility of interest, which is when her input is \( a = 0 \) and the decision will be \( a \land b = 0 \), irrespective of Bob’s input \( b \). In that case she should not learn if Bob’s input \( b \) is equal to 0 or 1.

An OT protocol for this problem proceeds as follows. Alice has two binary inputs \( b_0 \) and \( b_1 \), and Bob has input in the form of a selection bit \( s \). At the end of the protocol, Bob should obtain a single bit \( b_s \), i.e., \( b_0 \) if \( s = 0 \) and \( b_1 \) if \( s = 1 \) from Alice. The privacy criteria require that Bob should not know Alice’s other input \( b_{1-s} \) and Alice should not know Bob’s input \( s \). To solve the negotiation problem as discussed above, Alice sets \( b_0 = 0 \) and \( b_1 = a \), and Bob sets \( s = b \). It is easy to verify that at the end of the protocol, Bob will obtain \( a \land b \) as output, which he can communicate to Alice after satisfying the corresponding privacy criteria. To satisfy fairness and correctness, we require that Bob accurately communicates the result to Alice, which implies that the parties are semi-honest.

Even et al. [1985] proposed the construction for the above problem using RSA primitives [Rivest et al., 1978a], which proceeds as follows.

1.2 Oblivious Transfer.
Inputs:
(a) Alice has binary inputs \( b_0 \) and \( b_1 \).
(b) Bob has binary input \( s \).
Output: Bob obtains \( b_s \).

1. Alice generates an RSA key pair that consists of two large primes \( p \) and \( q \), and their product \( n \), the public exponent \( e \) and the private exponent \( d \). She sends \( n \) and \( e \) to Bob.

2. Alice generates two random numbers \( x_0, x_1 \in \mathbb{Z}_n \) and sends them to Bob.

3. Bob chooses \( x_s \). He generates a random number \( k \) and computes \( v = (x_s + k^e) \mod n \), which he sends to Alice.

4. Alice subtracts \( x_0 \) and \( x_1 \) from \( v \) and applies the private exponent to obtain \( k_0 = (v - x_0)^d \mod n \) and \( k_1 = (v - x_1)^d \mod n \).
5. Alice blinds her inputs with these messages, \( m_0 = b_0 + k_0 \) and \( m_1 = b_1 + k_1 \), and sends these to Bob.

6. Bob selects \( m_s - k \) as the output and communicates it to Alice.

In Step 4, Alice does not know whether Bob chose \( x_0 \) and \( x_1 \) to compute \( v \), and therefore tries to unblind it using both \( x_0 \) and \( x_1 \). Only one of \( k_0 \) and \( k_1 \) will be equal to \( k \), but its identity is again is unknown to Alice. She therefore blinds her input with both \( k_0 \) and \( k_1 \). Bob already knows which one out of \( m_0 \) and \( m_1 \) is blinded by \( k \), and can unblind only that input. As Bob cannot blind the other input, the privacy of Alice’s other input \( b_1 - s \) is preserved, and similarly, as Alice does not know if Bob had selected \( x_0 \) or \( x_1 \), the privacy of Bob’s input \( s \) is preserved.

1-2 Oblivious Transfer (OT) can also be generalized to 1-n OT [Naor and Pinkas, 1999a; Aiello et al., 2001; Laur and Lipmaa, 2007], where Alice has \( n \) inputs \( \{b_0, \ldots, b_{n-1}\} \), and Bob has a selector integer \( s = \{0, \ldots, n-1\} \). Another extension is the k-n OT problem [Brassard et al., 1986], where Alice has \( n \) inputs, and Bob has \( k \) selectors \( \{s_0, \ldots, s_{n-1}\} \).

Oblivious transfer is also related to the private information retrieval (PIR) problem [Chor et al., 1998]. The main differences between the two problem is that in PIR, Alice does not care about the privacy of her inputs, and a non-trivial PIR protocol requires to have sub-linear bandwidth requirement. In terms of privacy, PIR can be considered a weaker version of OT. Ioannidis and Grama [2003] present a construction for the Millionaire problem [Yao, 1982] and can be used as a protocol for the private comparison problem discussed at the beginning of Section 3.2.

Oblivious transfer is fundamental problem in cryptography. Kilian [1988]; Crépeau et al. [1995] show that OT can be used to create a two-party Secure Multiparty Computation (SMC) protocol for any function. These constructions are feasibility results and inefficient to be used in practice mainly due to high bandwidth costs. We, therefore, construct protocols using the techniques of homomorphic encryption and masking, and use oblivious transfer only when necessary.

3.2.8 Related Work on SMC Protocols for Machine Learning

There has been a lot of work on constructing privacy preserving algorithms for specific problems in privacy preserving data mining such as decision trees [Vaidya et al., 2008a], set matching [Freedman et al., 2004b], clustering [Lin et al., 2005], association rule mining [Kantarcioglu and Clifton, 2004], naive Bayes classification [Vaidya et al., 2008b], support vector machines [Vaidya et al., 2008c]. Please refer to [Vaidya et al., 2006; Aggarwal and Yu, 2008] for a summary.

However, there has been somewhat limited work on SMC protocols for speech processing applications, which is one of the motivations
for this thesis. Probabilistic inference with privacy constraints is a relatively unexplored area of research. The only detailed treatment of privacy-preserving probabilistic classification appears in [Smaragdis and Shashanka, 2007]. In that work, inference via HMMs is performed on speech data using existing cryptographic primitives. The protocols are based on repeated invocations of privacy-preserving two-party maximization algorithms, in which both parties incur exactly the same protocol overhead.

3.3 Differential Privacy

The differential privacy model was originally introduced by Dwork [2006]. Given any two databases $D$ and $D'$ differing by one element, which we will refer to as adjacent databases, a randomized query function $M$ is said to be differentially private if the probability that $M$ produces a response $S$ on $D$ is close to the probability that $M$ produces the same response $S$ on $D'$. As the query output is almost the same in the presence or absence of an individual entry with high probability, nothing can be learned about any individual entry from the output. Differential privacy is formally defined as follows.

Definition. A randomized function $M$ with a well-defined probability density $P$ satisfies $\epsilon$-differential privacy if, for all adjacent databases $D$ and $D'$ and for any set of outcomes $S \in \text{range}(M)$,

$$\left| \log \frac{P[M(D) \in S]}{P[M(D') \in S]} \right| \leq \epsilon.$$ (3.5)

Differential privacy provides the relative guarantee that the release of information will be just as likely whether or not the data about an individual is present in the database. As a consequence, if an individual chooses to contribute to the database, there is little or no increase in the privacy risk of the individual as opposed to not choosing to contribute to the database. For instance, if an insurance company is using a differentially private statistic computed over a database to decide whether or not to insure a particular person, the presence or absence of that person from the database will not significantly affect the chances of receiving coverage.

Differential privacy is an ad omnia guarantee as opposed to other models that provide ad hoc guarantees against a specific set of attacks and adversarial behaviors. This is a stronger guarantee than SMC where the only condition is that the parties are not able to learn anything about the individual data beyond what may be inferred from the final result of the computation. For instance, when the outcome of the computation is a classifier, it does not prevent an adversary from postulating about the presence of data instances whose absence might change the decision boundary of the classifier, and verifying the hypothesis using auxiliary information if any. Moreover, for all but
the simplest computational problems, SMC protocols tend to be highly expensive, requiring iterated encryption and decryption and repeated communication of encrypted partial results between participating parties.

Differential privacy operates in two settings: interactive and non-interactive. In the interactive setting, the users repeatedly query the curator about information from the database, and the curator needs to modify the response in order to protect the privacy of the individual database entries. Differential privacy is composable: when consecutive N queries are executed, each satisfying \( \epsilon \)-differential privacy, the combined set of queries satisfies \( N\epsilon \)-differential privacy. \( \epsilon \) can be thought of as a privacy cost incurred when answering an individual query. In the non-interactive setting, the curator computes a function on the dataset and publishes the response only once and the data is not used thereafter. In this thesis, we will almost exclusively look at non-interactive differentially private release mechanisms.

In a classification setting, the training dataset may be thought of as the database and the algorithm learning the classification rule as the query mechanism. A classifier satisfying differential privacy implies that no additional details about the individual training data instances can be obtained with certainty from the output of the learning algorithm, beyond the \( a \ priori \) background knowledge. An adversary who observes the values for all except one entry in the dataset and has prior information about the last entry cannot learn anything with high certainty about the value of the last entry beyond what was known \( a \ priori \) by observing the output. This can be thought to be an incentive to the dataset participants; nothing more about their data can be inferred from the differentially private classifier beyond what was already known about them.

### 3.3.1 Exponential Mechanism

Dwork et al. [2006] proposed the exponential mechanism for releasing continuous-valued functions satisfying \( \epsilon \)-differential privacy. When a function \( f \) is evaluated over the dataset \( D \), the true answer is \( f(D) \). The mechanism \( M \) adds the appropriate kind of perturbation \( \eta \) depending on the sensitivity of \( f \) to \( f(D) \) such that \( f(D) + \eta \) satisfies differential privacy. The function sensitivity \( S \) is defined as follows.

**Definition.** For all adjacent databases \( D \) and \( D' \), the sensitivity \( S \) of the function \( f \) is given by

\[
S = \max_{D, D'} \| f(D) - f(D') \|_1.
\]  

(3.6)

The sensitivity \( S \) of a function \( f \) indicates how much is the function is likely to change after changing one instance from the dataset. For instance, the output of the function querying for maximum salary
can change significantly after removing one instance: person having the maximum salary, and hence this function is highly sensitive. On the other hand, the output of the function counting the number of instances satisfying a particular property can change only by one and is relatively insensitive. It should be noted that the sensitivity is the property of the function, rather than any specific dataset.

Dwork et al. [2006] show that by adding perturbation $\eta$ sampled from Laplace$(S/\epsilon)$ to the output of the function $f(D)$ satisfies $\epsilon$-differential privacy. The variance of the perturbation $\eta$ is proportional to $S/\epsilon$; this means that we need to add perturbation with higher variance if our function is highly sensitive. Similarly, as the variance is inversely proportional to $\epsilon$, we need to add perturbation with higher variance if our privacy constraint is tight. The perturbation introduces error as compared to the true answer which is inversely proportional to $\epsilon$. This signifies the trade-off between privacy and accuracy.

3.3.2 Related Work on Differentially Private Machine Learning

The earlier work on differential privacy was related to functional approximations for simple data mining tasks and data release mechanisms [Dinur and Nissim, 2003; Dwork and Nissim, 2004; Blum et al., 2005; Barak et al., 2007]. Although many of these works have connection to machine learning problems, more recently the design and analysis of machine learning algorithms satisfying differential privacy has been actively studied. Kasiviswanathan et al. [2008] present a framework for converting a general agnostic PAC learning algo-
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Figure 3.3: Densities of mechanisms evaluated over adjacent datasets.
algorithm to an algorithm that satisfies privacy constraints. Chaudhuri and Monteleoni [2008]; Chaudhuri et al. [2011] use the exponential mechanism [Dwork et al., 2006] to create a differentially private logistic regression classifier by adding Laplace noise to the estimated parameters. They propose another differentially private formulation which involves modifying the objective function of the logistic regression classifier by adding a linear term scaled by Laplace noise. The second formulation is advantageous because it is independent of the classifier sensitivity which difficult to compute in general and it can be shown that using a perturbed objective function introduces a lower error as compared to the exponential mechanism.

However, the above mentioned differentially private classification algorithms only address the problem of binary classification. Although it is possible to extend binary classification algorithms to multi-class using techniques like one-vs-all, it is much more expensive to do so as compared to a naturally multi-class classification algorithm.

### 3.3.3 Differentially Private Speech Processing

In speech processing, differential privacy can be used as a publication mechanism for speech models such as Gaussian Mixture Models (GMMs) and Hidden Markov Models (HMMs). The advantage of publishing speech models is that it obviates the need for computationally expensive SMC protocols for training these models. Publishing differentially private classifiers, on the other hand, requires only a form of perturbation which introduces little or no computational overhead.

In practice, the problem with publishing differentially private speech models is that for meaningful privacy, e.g., $\epsilon \leq 1$, the resulting classifiers provide very low accuracy on speech data. We present a mechanism for creating differentially private GMMs in Chapter A of the Appendix. The theoretical results show that the expected error is bounded by the square of the data dimensions. Even after parametrization, speech data is usually very high dimensional, typically with 39-dimensions and 100 frames per second: 3,900 features per training instance.

Speech processing applications such as speaker verification and speaker identification, however, require high accuracy as they are deployed in sensitive authentication and surveillance applications. The current state of the art methods of producing differentially private classifiers, such as the ones mentioned above, cannot be used in these applications. We outline ideas for creating usable differentially private classifiers in future work.
Part II

PRIVACY-PRESERVING SPEAKER VERIFICATION
OVERVIEW OF SPEAKER VERIFICATION WITH PRIVACY

4.1 INTRODUCTION

Speech being a unique characteristic of an individual is widely used as the biometric of choice in authentication systems. In a multi-factor authentication system, speech is usually used in combination with other items, something which the user has, e.g., a token or a smart card, and something which the user knows e.g., a personal identification number (PIN) or a password. Although the latter two are relatively easy to be compromised, speech, being a biometric, still remains robust to being compromised. We investigate text-independent speaker verification systems, that can authenticate while maintaining privacy over the speech data.

We consider a client-server model for speaker verification as shown in Figure 4.1. The speaker verification system is the server, and the user executes a client program on a network-enabled computation device such as a computer or a smartphone. Speaker verification proceeds in two phases: enrollment, where the user submits a few speech utterances to the system, and verification where the user submits a test utterance and the system makes an acceptance decision based on
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Our primary privacy constraint is that the verification system should not be able to observe the speech samples provided by the user both during the enrollment and verification steps. This is important as the same speech data can potentially be used to verify the user in another authentication system. A speaker verification system might be compromised by an adversary who can access speech samples from the internal storage of the system for this purpose. Similarly, the system itself might be made to pose as a front to phish speech data from the unaware users. To prevent this, we require that the speech samples should be completely obfuscated from the system.

Our secondary privacy constraint is related to the computation device that is employed by the user in the verification process. We assume the user to be honest during the enrollment step, as it is in the user’s privacy interest to be so. In the verification step, however, the user’s computation device may be stolen or compromised by an adversary and can be used to impersonate the user. To prevent this, we require that no data that may allow the adversary to authenticate itself in place of the user should be stored on the device.

Our solution is based on two main ideas. Firstly, through the use of Secure Multiparty Computation (SMC) protocols (Section 3.2) that enable the user and system to interact only on obfuscated speech data which the system cannot observe in plaintext at any point, we eliminate the possibility that the system could phish for a user’s voice. Secondly, by requiring the system to store only obfuscated speaker models derived from speech data belonging to the user, we also ensure that an adversary who breaks into the system obtains no useful information. We assume that one adversary does not gain access to both the user’s client device and the system at the same time.

We develop two frameworks for privacy-preserving speaker verification, satisfying the privacy constraints described above. In the first framework, which we describe in Chapter 5, we develop protocols for private enrollment and verification using homomorphic encryption. In the second framework which we which we describe in Chapter 6, we use the supervector representation with Locality Sensitive Hashing (LSH) (Section 2.2.3) to transform the speaker verification problem into string comparison, and develop methods to perform it with privacy. The two frameworks provide a trade off between accuracy and efficiency: the GMM framework provides comparatively higher accuracy and the string comparison framework provides comparatively lower computational overhead. We investigate this trade off in detail in Chapters 5 and 6.

We begin our discussion on privacy-preserving speaker verification, by examining the various privacy issues we mentioned above, that is relevant for both GMM and string comparison frameworks. We also
consider the adversarial behavior of the various parties involved in the process.

4.2 PRIVACY ISSUES & ADVERSARIAL BEHAVIOR

We assume the user and the system to be independent parties that have access to separate computing devices operating in a client-server model and engaging in Secure Multiparty Computation (SMC) protocols. We assume the parties to be computationally bounded, i.e., we consider that the parties cannot directly break the encryption or reverse the hash functions to obtain plaintext without knowing the decryption key or salt. In SMC, we consider two types of adversarial behavior of parties: semi-honest and malicious. We consider a semi-honest party to follow the steps of the protocol correctly, but keep a record of all intermediate results while trying to gain as much information as possible about the input data belonging to other parties. A malicious party, in addition to the semi-honest behavior, takes active steps in disrupting the protocol by using fraudulent input data to gain information about the input data belonging to other parties, and to obtain an unrealistic result.

Our main privacy constraint is that the system should not be able to observe the speech samples belonging to the user both during the enrollment and verification phases. The only malicious behavior the system can exhibit in the verification protocol is to modify the steps of the procedure to obtain incorrect output. As the system never observes the speech input in plaintext, this will not help it in anyway to obtain any information about the input. On the other hand, a system giving arbitrary accept/reject decisions will only antagonize the users and accepting false users would lead to a security problem, but not a loss in user privacy. We therefore assume that the system to be semi-honest. We also assume that the user is semi-honest during the enrollment phase. By maliciously submitting false user models, the user will only help in creating a weak authentication system, and there is no incentive for the user to do so. In the verification phase, however, we assume that the user is malicious, as the user could well be represented by an adversary who is trying to impersonate the user by using a compromised or stolen device. We make no assumptions about the correctness of the input data provided by the user; but we require that the system use the same input data for all models.

As discussed above, we consider two kinds of adversaries: having unauthorized access to the system data or the client device. The first type of adversary can use the system data to learn about the speech patterns of the user, violating user privacy, and also using it to impersonate the user in another speaker verification system. We therefore require the speech patterns and models to be encrypted or hashed by the user before being stored in the system. Similarly, the
second type of adversary can use the data stored on the user’s client device to impersonate the user. To prevent this, we require that no information about the speech patterns should be stored on the client device. However, we would need to store the user’s cryptographic keys, on the client device, as these would later be required to encrypt the test input. If an adversary gains unauthorized access into both the client device and system data, we consider the system to be fully compromised as the adversary can use the cryptographic keys to decrypt the user models it obtains from the system.

4.2.1 Imposter imitating a user

Apart from the adversarial behavior discussed above, an imposter can directly attempt to cheat a speaker verification system by imitating the voice of an enrolled user. The imposter can also employ alternative mechanisms such as coercion, using a publicly available recording of a user’s speech or morphing his/her own voice into the user’s voice [Pellom and Hansen, 1999; Sundermann et al., 2006]. Although these type of attacks on speaker verification system do pose an important threat, we do not consider them as privacy violations, but as security issues. This is because the imposter does not gain any new information about the user’s speech beyond what he/she had used to create the fake speech input. Therefore, the privacy of the user’s speech is not compromised.

An imposter can also repeatedly interact with the system with different inputs, until he/she converges on an input that is similar to a legitimate user. This is less likely to succeed as the space of possible speech inputs is large. The system can block such users after a sufficient number of failures. Similarly, a verification system may arbitrarily deny a legitimate user, even though the user has submitted a speech sample. Again, for the same reasons we do not consider these as privacy violations.

4.2.2 Collusion

In SMC protocols, parties often collude with each other, by sharing their data, in order to gain information about the data belonging to other parties. In speaker verification, there are two types of parties: the system and the set of users. There is no motivation for the users to collude among themselves as the users only interact with the system in both enrollment and verification steps. By doing so they would not learn data about the speech input provided by other users. A user or a set of users could collude with the system, and the latter could transfer the enrollment data about the non-colluding users. This, however, would also not be useful, because the system only stores models in an obfuscated form: using encrypted speaker models in
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Case of GMMs-based protocols and cryptographically hashed keys in case of LSH-based protocols. In both the cases, the encryption and the hash function are applied by the user. In the absence of the respective private key or salt belonging to the genuine user, the colluding users will not be able to observe the original speech inputs. The system could also transfer the speech input submitted by the user in the verification phase. As the input is similarly encrypted or hashed by the user, this again will not help the system or the colluding user in obtaining information about the speech of the user.

4.2.3 Information Leakage after Multiple Interactions

A user typically enrolls with a speaker verification system only once, but performs the verification step multiple times. In each step, however, the user submits encrypted speech data in case of GMMs-based protocols and cryptographically hashed keys in case of LSH-based protocols, both of which are obfuscated from the system. As we shall see in Chapter 5, in GMM-based protocols, the user and the system execute a verification protocol and the system obtains two encrypted scores at the end of the verification protocols, corresponding to the speaker models and the UBM. In each execution, the system and the user can use different random inputs in the intermediate steps. After multiple interactions, the system would only observe a set of encrypted scores and this does not lead to any loss of user privacy.

As we shall see in Chapter 6, in LSH-based protocols, the system observes multiple cryptographically hashed LSH keys submitted by the user. Due to the one-way nature of the cryptographic hash function, the system is unable to correlate the hashes and gain information about the user input. The system only learns about the number of matched keys in each verification step. Again, this alone does not reveal any information about the user input.
In this chapter, we present an adapted UBM-GMM based privacy preserving speaker verification (PPSV) system, where the system is not able to observe the speech data provided by the user and the user does not observe the models trained by the system. We present protocols for speaker enrollment and verification which preserve privacy according to these requirements and report experiments with a prototype implementation on the YOHO dataset. We assume that the user represents the speech samples using Mel Frequency Cepstral Coefficients (MFCC). We consider the MFCC features as the user input.

In the remainder of the chapter we describe the proposed protocols for private enrollment and verification in the PPSV system. We implement our protocols based on the commonly used UBM-GMM based speaker verification algorithm described in [Bimbot et al., 2004] which we outline in Section 2.2.2. We describe the proposed protocols for privacy preserving speaker enrollment and verification in Section 5.2.

The operations on encrypted speech data motivated by our privacy requirements introduce significantly higher computation costs as compared to the non-private system. In Section 5.3, we report the increase in execution time and the effect on accuracy in experiments with a prototype PPSV system over the YOHO dataset [Campbell, 1995].

5.1 SYSTEM ARCHITECTURE

Speaker verification proceeds in two separate phases: enrollment and verification. In the enrollment phase, each user submits enrollment samples to the system, and in the verification phase, a user submits a claimed identity along with a test sample which the system compares to the enrollment samples for the claimed user to arrive at the decision to accept/reject the user. The system uses the UBM and adapted model framework (Section 2.2.2) to represent the speaker model.

We present the design of the privacy preserving speaker verification system with a motivation to satisfy the privacy constraints discussed in Section 4.2. In the enrollment phase, the user and the system are assumed to be semi-honest. To start with, user generates a public/private key pair and sends the public key to the system. We assume that the system trains a UBM $\lambda_U$ on publicly available data and stores it with itself as plaintext. In the enrollment protocol (Figure 5.1), the system sends the UBM to the user in plaintext and the user performs the adaptation. The user then encrypts the adapted model with its key.
and sends it to the system. After executing the enrollment protocol with all users, the system has encrypted models for all users along with the UBM. At the end of the protocol, we require the user to delete the enrollment data from its computation device in order to protect it from an adversary who might gain unauthorized access to it. The user device only has the encryption and decryption keys. Similarly, as the server stores only the encrypted speaker models, it is also protected against an adversary who might compromise the system to gain the speaker models, in order to impersonate the user later. If an adversary compromises the user device as well as the system, we consider the system to be completely compromised as the adversary can use the decryption key to obtain the speaker model in plaintext.

In the verification protocol (Figure 5.2), the user produces a test speech sample \( x \) and encrypts it using its key and sends it to the system along with the claimed identity. The system evaluates the encrypted test sample with the UBM and the encrypted model for the claimed speaker it had obtained in the enrollment protocol using the homomorphic operations and obtains two encrypted scores. The system makes its decision by comparing the difference between the two encrypted scores with a threshold using the compare protocol. This arrangement is sufficient for a semi-honest user, who provides the correct speech input while evaluating both the UBM and the speaker model. We construct the interactive private verification protocol in Section 5.2.2 to address semi-honest users.

In the verification phase, the user could also be malicious in the case it is represented by an imposter. A malicious user can gain an advantage in authenticating himself/herself by submitting different inputs during the evaluation of the UBM and the speaker models. We, therefore, need a protocol where the user gets to submit only one speech sample as input and the system can evaluate it on both the models without requiring any further participation from the user. We construct the non-interactive private verification protocol in Section 5.2.2 to address malicious users.
5.2 SPEAKER VERIFICATION PROTOCOLS

We now describe the enrollment and verification protocols in detail. We use the following construction from [Smaragdis and Shashanka, 2007]: the multivariate Gaussian $N(x; \mu, \Sigma)$ computed on any $d$-dimensional vector $x$ can be represented in terms of a $(d+1) \times (d+1)$ matrix $W$.

\[
\tilde{W} = \begin{bmatrix}
-\frac{1}{2}\Sigma^{-1} & \Sigma^{-1} \mu \\
\vdots & \vdots \\
0 & w^*
\end{bmatrix},
\]

where $w^* = -\frac{1}{2} \mu^T \Sigma^{-1} \mu - \frac{1}{2} \log |\Sigma|$. (5.1)

This implies $\log N(x; \mu, \Sigma) = \tilde{x}^T \tilde{W} \tilde{x}$, where $\tilde{x}$ is an extended vector obtained by concatenating $1$ to $x$. We reduce this computation to a single inner product $\tilde{x}^T W$, where the extended feature vector $\tilde{x}$ consists of all pairwise product terms $\tilde{x}_i \tilde{x}_j \in \tilde{x}$ and $W$ is obtained by unrolling $\tilde{W}$ into a vector. In this representation

\[
\log P(x|i) = \log N(x; \mu, \Sigma) = x^T W
\]

We assume that the user computes MFCC features from the speech samples. In the following discussion, we refer to the MFCC features as the speech sample itself.

5.2.1 Private Enrollment Protocol

We assume that the system already has access to the UBM, $\lambda_U$, trained on a collection of publicly available speech data. The speaker verification algorithm requires a speaker model obtained from adapting the UBM to the enrollment data provided by the speaker. We require that the speaker model is kept with the system only after it is...
encrypted by the user’s key. We outline this enrollment protocol below.

**Private Enrollment Protocol.**

**Inputs:**

(a) User has the enrollment samples \(x_1, \ldots, x_n\) and both encryption key \(E[\cdot]\) and decryption key \(E^{-1}[\cdot]\).

(b) System has the UBM \(\lambda_U = W_i^U\) for \(i = 1, \ldots, N\), mixing weight \(\alpha\), and the encryption key \(E[\cdot]\).

**Output:** System has the encrypted user model \(E[\lambda_s] = E[\hat{W}_i]\), for \(i = 1, \ldots, N\).

1. The system sends the UBM \(\lambda_U\) to the user.

2. User performs the model adaptation of \(\lambda_U\) with the enrollment samples \(x_1, \ldots, x_n\) (see Section 2.2.2) to obtain the adapted model \(\lambda_s\).

3. The user represents the mixture components of the adapted model using the \(\hat{W}_i\) matrix representation described above.

4. The user encrypts \(\hat{W}_i\) using its encryption key and sends it to the system.

Although this arrangement, where the user performs the adaptation, is adequate in most applications, we also develop the following protocol where the system performs the adaptation over encrypted enrollment data to obtain the encrypted speaker models (see Section 5.5).

5.2.2 **Private Verification Protocols**

In the verification protocol, the system needs to evaluate the probabilistic score of the given test sample using the UBM \(\lambda_U\) and the adapted model \(\lambda_s\). This score is evaluated for all frames of the test sample; for a test sample \(x = (x_1, \ldots, x_T)\) and the model \(\lambda\), this score is given by

\[
P(x|\lambda) = \prod_t \sum_j p(x_t|j) = \prod_t \sum_j w_j N(x_t; \mu_j, \Sigma_j).
\]

We compute this score in the log domain to prevent numerical underflow,

\[
\log P(x|\lambda) = \sum_t \log \sum_j p(x_t|j) = \sum_t \log \sum_j e^{x_t^T W_j}, \tag{5.3}
\]

using the \(W\) matrix representation from Equation 5.2.

In our privacy model, we assume that the user has the speech sample \(x\) and the system has the encrypted matrices \(W_j\). The verification
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protocol proceeds as follows: the user sends the encrypted frame vectors $E[x_t]$ to the system which the server uses to homomorphically compute the inner products $E[x_t^T W_j]$. In order to use the inner products to compute the log scores, we need to perform an exponentiation operation on ciphertext. As our cryptosystem only supports homomorphic additions and a single multiplication, it is not possible to do this directly, and we therefore use the logsum protocol which requires user participation in the intermediate steps. We outline this interactive verification protocol below.

**Interactive Private Verification Protocol.**

**Inputs:**

(a) User has the test sample $x$ with frame vectors $\{x_1, \ldots, x_T\}$ and both encryption key $E[\cdot]$ and decryption key $E^{-1}[\cdot]$.

(b) System has $E[\lambda] = E[W_j]$, for $j = 1, \ldots, N$, and the encryption key $E[\cdot]$.

**Output:** System obtains the score $E[\log P(x|\lambda)]$.

1. The user encrypts the frame vectors $E[x_t]$ and sends it to the system.

2. For each mixture matrices $E[W_j]$ and each frame vector $E[x_t]$, the system computes the inner product $E[x_t^T W_j]$ using the private inner product protocol.

3. The system and the user then participate in the logsum protocol (Section 5.5) to obtain $E[\log P(x_t|\lambda)] = E[\log \sum_j e^{x_t^T W_j}]$.

4. The system adds the logsums homomorphically to obtain the $E[\log P(x|\lambda)]$.

As the system has access to the UBM in plaintext, the user and the system can execute the private mixture of Gaussians evaluation protocol (MOG) given by [Smaragdis and Shashanka, 2007]. We however observe that the above protocol is substantially faster than MOG using unencrypted models. This is because in the above protocol, the user computes part of the inner products $x_t^T W_s^i$ in plaintext. We therefore repeat the above protocol with the encrypted UBM $E[W_i]$ to obtain the encrypted probability $E[\log P(x|\lambda_U)]$. The system and the user finally execute the compare protocol, to privately compute if $\log P(x|\lambda_U) > \log P(x|\lambda_s) + \theta$ and the system uses this as the decision to authenticate the user.

Throughout this protocol, the system never observes the frame vectors $x_t$ in plaintext. The various supplementary protocols require the system to send encrypted partial results to the user. While doing so the system either adds or multiplies the values it sends to the user by a random number. This also prevents the user from learning anything...
about the partial results obtained by the system. Even after satisfying these privacy constraints, the system is able to make the decision on authenticating the user.

A disadvantage of the above protocol is that it requires participation from the user in the intermediate steps. Apart from the computational and data transfer overhead incurred, this also results in a privacy vulnerability. A malicious user can provide fake inputs in the logsum step to disrupt the protocol and try to authenticate itself without having a speech sample belonging to a genuine user. To prevent this behavior, we can augment the interactive protocols with Zero-Knowledge Proof (ZKP) and threshold decryption as discussed in Section 3.2.6. These constructions, however, have a significantly large overhead as compared to protocols using conventional Paillier encryption, such as the one above.

As feasibility is one of our aims, we instead construct a non-interactive protocol, where the user needs to submit the encrypted speech sample and the system directly computes the probability scores. As this is not possible due to the exponentiation involved in Equation 5.3, we modify the score function itself by flipping the log and sum.

\[ \text{score}(x, \lambda) = \sum_t \sum_j \log P(x_t | j) = \sum_t \sum_j x_t^T W_j. \] (5.4)

This has the advantage that once the system homomorphically computes the inner products \( E[x_t^T W_j] \), it only needs to homomorphic addition to compute the score without requiring any user participation. We experimentally observe that the accuracy of this score is close to that of the original probabilistic score. We outline the non-interactive verification protocol below.

**Non-Interactive Private Verification Protocol.**

**Inputs:**

(a) User has the test sample \( x \) with frame vectors \( \{x_1, \ldots, x_T\} \) and both encryption key \( E[\cdot] \) and decryption key \( E^{-1}[:]. \)

(b) System has \( E[\lambda] = E[W_j] \), for \( j = 1, \ldots, N \), and the encryption key \( E[:]. \)

**Output:** System obtains the score \( E[\log P(x | \lambda)]. \)

1. The user encrypts the frame vectors \( E[x_t] \) and sends it to the system.

2. For each mixture matrix \( E[W_j] \) and each frame vector \( E[x_t] \), the system computes the inner product \( E[x_t^T W_j] \) using the private inner product protocol.

3. The system adds the inner products homomorphically to obtain the \( E[\text{score}(x, \lambda)]. \)
The system executes the same protocol using the adapted model and the UBM using the same inputs it receives from the user in Step 1. Similar to the interactive protocol, the system executes the compare protocol with the user to decide whether to authenticate the user. The system never observes the frame vectors in plaintext in this protocol as well. As there is no user participation after the initial encrypted frame vectors are obtained, there is no loss of privacy of the user data.

5.3 Experiments

We present the results of experiments with the privacy preserving speaker verification protocols described above. We created prototype implementations of the interactive and non-interactive verification protocols in C++ using the pairing-based cryptography (PBC) library [pbc] to implement the BGN cryptosystem and OpenSSL to implement the Paillier cryptosystem. We performed the experiments on a 2 GHz Intel Core 2 Duo machine with 3 GB RAM running 64-bit Ubuntu.

5.3.1 Precision

Both interactive and non-interactive protocols achieved the same final probability scores as the non-private verification algorithm up to 5 digits of precision.

5.3.2 Accuracy

We used the YOHO dataset [Campbell, 1995] to measure the accuracy of the two speaker verification protocols. We trained a UBM with 32 Gaussian mixture components on a random subset of the enrollment data and performed MAP adaptation with the enrollment data for individual speakers to obtain the speaker models. We evaluate the UBM and the speaker models on the verification data for the speaker as the true samples and the verification data for all other speakers as the imposter samples. We use Equal Error Rate (EER)\(^1\) as the evaluation metric. We observed an EER of 3.1% for the interactive protocol and 3.8% for the non-interactive protocol. This implies that there is only a marginal reduction in performance by modifying the scoring function.

5.3.3 Execution Time

We measured the execution times for the verification protocols using BGN encryption keys of sizes 256 and 512-bits.\(^2\) In practice, 512-bit

---

\(^1\) Equal error rate of x% implies that when the false accept rate is x%, the false reject rate is also x%.

\(^2\) For 512-bit keys, we choose the two prime numbers q1 and q2 each of 256-bits, such that that their product \(n = q_1 q_2\) is a 512-bit number.
keys are used for strong security [Sang and Shen, 2009]. We use 256 and 1024 bit keys for Paillier cryptosystem.

We perform the verification of a 1 second speech sample containing 100 frame vectors using the UBM and the speaker models each containing 32 mixture components. The non-private verification algorithm required 13.79 s on the same input.

We use the Paillier cryptosystem for the interactive protocol and the BGN cryptosystem for the non-interactive protocol, as the private inner product is needed in the latter. We summarize the results in Tables 5.1 and 5.2 for the interactive and non-interactive protocols respectively. We observe that the interactive protocol is faster than the non-interactive protocol. This is due to the execution of the private inner product for each frame vector needed for the non-interactive protocol. The system requires to perform multiplicative homomorphic operations to obtain the inner product. These operations in turn require the computation of a bilinear pairing which is much slower than homomorphically multiplying plaintexts with ciphertexts as we do in the interactive protocol.

In both protocols, we observe that the UBM evaluation is significantly faster than the speaker model evaluation: this is because the UBM is available in plaintext with the system and the inner product requires only additive homomorphic operations. This is in contrast to evaluating the speaker model that is only available in ciphertext.

Table 5.1: Execution time for the interactive protocol with Paillier cryptosystem.

<table>
<thead>
<tr>
<th>Steps</th>
<th>256-bit</th>
<th>1024-bit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encrypting $x_1, \ldots, x_T$</td>
<td>136.64 s</td>
<td>7348.32 s</td>
</tr>
<tr>
<td>Evaluating Speaker Model</td>
<td>101.80 s</td>
<td>1899.39 s</td>
</tr>
<tr>
<td>Evaluating UBM</td>
<td>95.24 s</td>
<td>1189.98 s</td>
</tr>
<tr>
<td><strong>Total</strong> + adapted</td>
<td>333.68 s</td>
<td>10437.69 s</td>
</tr>
<tr>
<td>~ 5 min, 33 s</td>
<td>~ 2 hr, 53 min</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2: Execution time for the non-interactive protocol with BGN cryptosystem.

<table>
<thead>
<tr>
<th>Steps</th>
<th>256-bit</th>
<th>512-bit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encrypting $x_1, \ldots, x_T$</td>
<td>40.0 s</td>
<td>96.4 s</td>
</tr>
<tr>
<td>Evaluating Speaker Model</td>
<td>17450.3 s</td>
<td>77061.4 s</td>
</tr>
<tr>
<td>Evaluating UBM</td>
<td>19.5 s</td>
<td>77.8 s</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>17509.8 s</td>
<td>77235.6 s</td>
</tr>
<tr>
<td>~ 4 hr, 52 min</td>
<td>~ 21 hr, 27 min</td>
<td></td>
</tr>
</tbody>
</table>
We observe that a vast amount of time is spent in homomorphically multiplying the encrypted frame vectors $x_t$ and the encrypted model vectors $W$. The execution time of the protocol can be substantially reduced by using a faster implementation of the BGN cryptosystem, e.g., using a parallel computational framework such as GPUs. We leave this direction of experimentation for future work.

5.4 CONCLUSION

In this chapter, we developed the privacy-preserving protocol for GMM based algorithm for speaker verification using homomorphic cryptosystems such as BGN and Paillier encryption. The system observes only encrypted speech data and hence cannot learn anything about the user’s speech. We constructed both interactive and non-interactive variants of the protocol. The interactive variant is relevant in the case of semi-honest adversary and the non-interactive variant is necessary in the case of malicious adversary.

During the exchanges required by the protocols, the user only observes additively or multiplicatively transformed data, and also cannot learn anything from it. The proposed protocols are also found to give results which are identical, up to a high degree of precision as compared to a non-private GMM-based algorithm. The interactive protocol is more efficient than the non-interactive protocol as the latter requires homomorphic multiplication.

5.5 SUPPLEMENTARY PROTOCOLS

Private Enrollment Protocol with Encrypted Data.

Inputs:

(a) User has the MFCC feature vectors of the enrollment samples $x_1, \ldots, x_T$ and both encryption key $E[\cdot]$ and decryption key $E^{-1}[\cdot]$.

(b) System has the UBM $\lambda_U = W^U_i$ for $i = 1, \ldots, N$, mixing weight $\alpha$, and the encryption key $E[\cdot]$.

Output: System has the encrypted adapted model $E[\lambda_s] = \{E[\hat{\mu}^U_i], E[\hat{\mu}^U_i], E[\hat{\Sigma}^U_i]\}$.

Computing the posterior probabilities:

For each $t$:

1. The user computes the extended vector $\bar{x}_t$ from $x_t$ and sends the encrypted vectors $E[\bar{x}_t]$ to the system.

2. The system computes the encrypted log probabilities for each mixture component $E[\log w^U_t P(x_t|i)] = \sum_j E[\bar{x}_{t,j}]^W_i + E[\log w^U_t]$. 
3. The logsum protocol [Smaragdis and Shashanka, 2007] enables a party holding \( E[\log x] \) and \( E[\log y] \) to collaborate with another party who holds the private encryption key to obtain \( E[\log(x + y)] \) without revealing \( x \) or \( y \). The system participates with the user’s client in the logsum protocol to obtain \( E[\log \sum_i w_i^U t P(x_t|i)] \).

4. The system computes encrypted log posteriors: \( E[P(i|x_t)] = E[\log w_t^U t P(x_t|i)] - E[\log \sum_i w_i^U t P(x_t|i)] \).

5. The private exponentiation protocol enables a party holding \( E[\log x] \) to collaborate with the party who holds the encryption key to obtain \( E[x] \) without revealing \( x \). The system then executes the private exponentiation protocol with the user to obtain \( E[P(i|x_t)] \).

Learning \( w_t^\delta \).

1. The system computes the encrypted value of \( w_t^\delta_i \), \( E[w_t^\delta_i] \) as \( E[\sum_i P(i|x_t)] = \prod_t E[P(i|x_t)] \).

2. The system then computes the encrypted updated mixture weights as

\[
E[\hat{w}_t^\delta] = E[w_t^\delta_i]^\alpha T E[w_i^U]^{1-\alpha}.
\]

Learning \( \hat{\mu}_t^\delta \).

1. The system generates a random number \( r \) and homomorphically computes \( E[P(i|x_t) - r] \). The system sends this quantity to the user.

2. The user decrypts this quantity and multiplies it by individual feature vectors \( x_t \) to obtain the vector \( P(i|x_t)x_t - rx_t \). The user encrypts this and sends \( E[P(i|x_t)x_t - rx_t] \) to the system along with encrypted feature vectors \( E[x_t] \).

3. The system computes \( E[P(i|x_t)x_t] = E[P(i|x_t)x_t] = E[x_t]^T + E[P(i|x_t)x_t - rx_t] \). It then computes \( E[\sum_i P(i|x_t)x_t] = \prod_t E[P(i|x_t)x_t] \).

4. The private division protocol enables a party holding \( E[x] \) and \( E[y] \) to collaborate with the party holding the encryption key to obtain \( E[x/y] \) without revealing \( x \) or \( y \). The system and the user participate in a private division protocol with \( E[\sum_i P(i|x_t)x_t] \) and \( E[w^\delta] \) as inputs to obtain \( E[\mu^\delta] \).

5. The system then computes the encrypted adapted mean as

\[
E[\hat{\mu}_t^\delta] = E[\mu_t^\delta]^\alpha E[\mu_t^U]^{1-\alpha}.
\]

Learning \( \hat{\Sigma}_t^\delta \).

This is similar to learning \( \hat{\mu}_t^\delta \) and continues from Step 2 of that protocol.
1. The user multiplies $P(i|x_t) - r$ by the product of the feature vectors $x_t x_t^T$ to obtain $P(i|x_t)x_t x_t^T - rx_t x_t^T$. The user encrypts this and sends $E[P(i|x_t)x_t x_t^T - rx_t x_t^T]$ to the system along with encrypted feature vectors $E[x_t x_t^T]$.

2. The system computes $E[rx_t x_T] = E[x_t x_T]^r$ and multiplies it to $E[P(i|x_t)x_t x_t^T - rx_t x_t^T]$ to obtain $E[P(i|x_t)x_t x_t^T]$. The system multiplies these terms for all values of $t$ to obtain $E[\Sigma_i]$.

3. The system engages the user participate in the private division protocol with this encrypted sum and $E[w']$ as inputs to obtain $E[\Sigma_i]$.

4. The system and the user participate in a private vector product protocol with input $E[\hat{\mu}_i]$ to obtain $E[\hat{\mu}_i \hat{\mu}_i^T]$. The system then computes the encrypted updated covariance as

   $$E[\hat{\Sigma}_i] = E[\Sigma_i]^{\alpha} E[\Sigma_i^{U}] + \mu_i^{U} \mu_i^{U^T} (1 - \alpha) - E[\hat{\mu}_i \hat{\mu}_i^T].$$

The encrypted model parameters obtained by the system cannot be directly used in the verification protocol. We can then compute the encrypted model matrix $E[\hat{W}_i]$ from the encrypted model parameters. At no point in the enrollment protocol, the system observes feature vectors $x_t$ in plaintext and the adapted models obtained by the system are also encrypted.

**Model Construction Protocol.**

**Inputs:**

(a) User has encryption key $E[\cdot]$ and decryption key $E^{-1}[\cdot]$

(b) System has encrypted adapted model parameters $E[\lambda_i] = \{E[\hat{\mu}_i], E[\hat{\Sigma}_i]\}$, for $i = 1, \ldots, N$, and the encryption key $E[\cdot]$.

**Output:** System has the encrypted adapted model matrices $E[\hat{W}_i]$, for $i = 1, \ldots, N$.

1. For each covariance matrix $\hat{\Sigma}_i$, the system generates a random number $q$ and homomorphically multiplies it with $E[\hat{\Sigma}_i]$ and sends the result $E[q \hat{\Sigma}_i]$ to the user.

2. The user decrypts this quantity and obtains the matrix $q \hat{\Sigma}_i$. The user then computes the reciprocal matrix $\frac{1}{q} \hat{\Sigma}_i^{-1}$. The user encrypts this matrix and sends $E[\frac{1}{q} \hat{\Sigma}_i^{-1}]$ to the system.

3. The system homomorphically multiplies the encrypted matrix by $-\frac{q}{2}$ to get the encrypted matrix $E[-\frac{1}{2} \hat{\Sigma}_i^{-1}]$.

---

3 For efficiency purposes, only the diagonal terms of the product $x_t x_T$ can be included without having a significant impact on accuracy.
4. The user also computes the log determinant of the matrix \( \frac{1}{q} \hat{\Sigma}_i^{-1} \) to obtain \( -\frac{1}{q} \log |\hat{\Sigma}_i| \), which the user encrypts and sends to the system.

5. The system homomorphically multiplies the encrypted log determinant by \( \frac{q}{2} \) to obtain \( E[-\frac{1}{2} \log |\hat{\Sigma}_i|] \).

6. The system generates a random \( d \times 1 \) matrix \( r \) and homomorphically computes \( E[\hat{\mu}_i - r] \) and sends it to the user.

7. The user decrypts this vector to obtain \( \hat{\mu}_i - r \) and multiplies it with \( \frac{1}{q} \hat{\Sigma}_i^{-1} \) computed in Step 3 to obtain \( \frac{1}{q} \hat{\Sigma}_i^{-1} \hat{\mu}_i - \frac{1}{q} \hat{\Sigma}_i^{-1} r \). The user encrypts this and sends it to the system.

8. Using the matrix \( r \) and \( E[\frac{1}{q} \hat{\Sigma}_i^{-1}] \) which was obtained in Step 4, the system homomorphically computes \( E[\frac{1}{q} \hat{\Sigma}_i^{-1} r] \) and adds it homomorphically to the encrypted vector obtained from the user to get \( E[\frac{1}{q} \hat{\Sigma}_i^{-1} \hat{\mu}_i] \). The system then homomorphically multiplies this by \( q \) to get \( E[\hat{\Sigma}_i^{-1} \hat{\mu}_i] \).

9. The system executes the encrypted product protocol using \( E[\hat{\Sigma}_i^{-1} \hat{\mu}_i] \) and \( E[\hat{\mu}_i] \) as inputs to obtain \( E[\hat{\mu}_i^T \hat{\Sigma}_i^{-1} \hat{\mu}_i] \) and multiplies it homomorphically with \( -\frac{1}{2} \) to obtain \( E[-\frac{1}{2} \hat{\mu}_i^T \hat{\Sigma}_i^{-1} \hat{\mu}_i] \).

10. Finally, the system homomorphically adds the encrypted scalars obtained above along with \( E[\hat{\nu}_i] \) to get \( E[\hat{w}^*] \). The system thus obtains all the components necessary to construct \( E[\hat{W}_i] \).

Logsum Protocol.

Inputs:

(a) Alice has both encryption key \( E[\cdot] \) and decryption key \( E^{-1}[\cdot] \).

(b) Bob has \( E[\log z_i] \) for \( i = 1, \ldots, N \), and the encryption key \( E[\cdot] \).

Output: Bob has \( E[\log \sum_i z_i] \)

1. Bob generates a random number \( r \) and homomorphically computes \( E[\log z_i - r] = E[\log z_i] - E[r] \).

He sends this to Alice.

2. Alice decrypts this quantity and exponentiates it to obtain \( z_i e^{-r} \).

3. Alice adds these quantities to compute \( e^{-r} \sum_i z_i \) and then computes the log to obtain \( \log \sum_i z_i - r \).
4. Alice encrypts $E[\log \sum z_i - r]$ and sends it to Bob.

5. Bob homomorphically adds $r$ to obtain the desired output.

$$E\left[\log \sum z_i \right] = E\left[\log \sum z_i - r\right] + E[r].$$

Compare protocol.

Inputs:

(a) Alice has the encryption keys $E_A[\cdot]$, $E_B[\cdot]$ and decryption key $E^{-1}_A[\cdot]$.

(b) Bob has $E_A[x]$ and $E_A[y]$ and the encryption keys $E_A[\cdot]$, $E_B[\cdot]$ and decryption key $E^{-1}_B[\cdot]$.

Output: Bob knows if $x > y$.

1. Bob generates a random positive or negative number $q$ and multiplicatively masks $E_A[x - y]$ to obtain $E_A[q(x - y)]$. He sends this quantity to Alice.

2. Alice decrypts this quantity to obtain $q(x - y)$. She generates a positive random number $r$ and computes $qr(x - y)$ and encrypts this using Bob’s key to obtain $E_B[qr(x - y)]$.

3. Bob decrypts this quantity and divides it by $q$. Bob checks for $r(x - y) > 0$ and uses that to conclude whether $x > y$. 
In this chapter, we develop a method for speaker verification that requires minimal computation overhead needed to satisfy the privacy constraints. The central aspect of our approach is to reduce the speaker verification task to string comparison. Instead of using the UBM-GMM approach, we convert the utterances into supervector features [Campbell et al., 2006c] that are invariant with the length of the utterance. By applying the locality sensitive hashing (LSH) transformation [Gionis et al., 1999] to the supervectors, we reduce the problem of nearest-neighbor classification into string comparison. It is very efficient to perform string comparison with privacy, similar to a conventional password system. By applying a cryptographic hash function, e.g., SHA-256 [SHA], we convert the LSH transformation to an obfuscated string which the server cannot use to gain information about the supervectors, but is still able to compare if two strings are identical. This one-way transformation preserves the privacy of the speech utterances submitted by the user, and can be executed significantly faster than applying homomorphic encryption.

We emphasize that our main goal is not to develop speaker verification algorithms that achieve higher accuracy. We are principally interested in developing an efficient speaker verification system that satisfies the same privacy constraints but with a minimal computational overhead, while achieving feasible accuracy. Using the LSH functions defined over Euclidean and cosine distances, we show that our system achieves an equal error rate (EER) of 11.86% on the YOHO dataset, while requiring only a few milliseconds of computational overhead. We, nevertheless, consider this result as a proof of concept; we believe the EER can be further improved by using more discriminative speech features, better quality training data, and supervectors computed over a larger number of Gaussian components, all while utilizing the same private string comparison framework. Although UBM-GMM and SVMs trained over supervectors are known to supersede our current accuracy, our proposed algorithm significantly supersedes the computational overhead of the privacy-preserving variants of these algorithms.

### 6.1 System Architecture

Speaker verification proceeds in two distinct phases: enrollment, where each user submits the speech data to the system, and verification,
Figure 6.1: System Architecture. For user 1, test utterance supervector: $s'$, salt: $r_1$. Although only one instance of LSH function $L$ is shown, in practice we use $l$ different instances.

where a user submits a test utterance to the system which computes a yes/no decision as output. As discussed in Section 2.2.3, the users convert their speech utterances into supervectors and then apply $l$ LSH functions. To facilitate this, the system provides a UBM trained on publicly available data along with the random feature vectors constituting the LSH functions. There is no loss of privacy in publishing these elements, as none of these depend on the speech data belonging to the user.

Our first privacy constraint is that the system should not be able to observe both the enrollment data and the test input provided by the user. As we discussed in Section 2.2.4, LSH is not privacy preserving. Due to the locality sensitive property of LSH, it is possible to reconstruct the input vector by observing a sufficient number of LSH keys obtained from the same vector.

We satisfy our privacy constraint by requiring the users to apply a cryptographic hash function $H[\cdot]$ to the LSH computed over the supervector $s$, which we denote by $H[L(s)]$. Cryptographic hash functions satisfy the property that they can be computed efficiently, i.e., in polynomial time on all inputs, but are computationally hard to invert, i.e., there is no feasible algorithm to obtain the input $L(s)$ for a given output $H[L(s)]$. Cryptographic hash functions, such as SHA-256, MD5, are orders of magnitude faster to compute as compared to homomorphic encryption, such as the Paillier cryptosystem.

Salted Cryptographic Hash

As the possible values for LSH keys lie in a relatively small set by cryptographic standards, $256^k$ for $k$-bit Euclidean LSH and $2^k$ for $k$-bit cosine LSH, it is possible for the server to obtain $L(s)$ from $H[L(s)]$ by applying brute-force search. To make this attack infeasible, we vastly increase the domain of the hash function $H[\cdot]$ by concatenating the LSH
key with a long random string \( r_i \) (e.g., 80-bits in length) that is unique to the user \( i \), which we refer to as the salt. By requiring the user to keep the salt private and unique to each system, this also gives us the additional advantage of the cryptographically hashed enrollment data being rendered useless to an adversary. An adversary who has gained access to the system data will be unable to use the hashed enrollment data while trying to impersonate the user in another system.

Our secondary privacy constraint is that an adversary should not be able to impersonate the user by having access to the compromised or stolen computation device belonging to that user. To satisfy this, we require the device to have no record of the enrollment samples and the previously used test samples. Although the salt \( r_i \) is stored on the device, it does not result in any loss of privacy by itself. The only point of failure in the system is when both the user device and the server data is compromised by the same adversary, who can then use the salt and the cryptographically hashed enrollment data to obtain the original LSH keys via brute-force search.

In the verification phase, the user could behave maliciously, as in reality, it could be an imposter trying to impersonate the user. The private verification protocols using LSH and cryptographic hash functions are non-interactive; we do not require the user to submit anything apart from the hashes computed over the test input. This automatically addresses malicious users. If an imposter submits malformed input in order to cheat the system into authentication, the hashes computed over that input are not likely to match the hashes previously submitted by the user in the enrollment step. This is due to the property of the LSH keys; the test input needs to be similar to the enrollment samples for the matches to take place. As discussed in Section 4.2.1, we do not consider an adversary using publicly data to create a reasonable imitation of a user’s speech as a privacy violation.

6.2 Protocols

We present the details of the enrollment and verification protocols below.

A. Enrollment Protocol

Each user is assumed to have a set of enrollment utterances \( \{x_1, \ldots, x_n\} \). The users also obtain the UBM and the \( l \) LSH functions \( \{L_1(\cdot), \ldots, L_l(\cdot)\} \), each of length \( k \)-bit from the system. Each user \( i \) generates the random 80-bit salt string \( r_i \).

For each enrollment utterance \( x_j \), user \( i \):

a) performs adaptation of \( x_j \) with the UBM to obtain supervector \( s_j \).

b) applies the \( l \) LSH functions to \( s_j \) to obtain the keys \( \{L_1(s_j), \ldots, L_l(s_j)\} \).
c) applies the cryptographic hash function salted with $r_i$ to each of these keys to obtain $\{H[L_1(s_j) \parallel r_1], \ldots, H[L_1(s_j) \parallel r_1]\}$, and sends them to the server.

B. Verification Protocol

For a test utterance $x'$, user $i$:

i. performs adaptation of $x'$ with the UBM to obtain supervector $s'$.

ii. applies the LSH functions to $s'$ to obtain the keys $\{L_1(s'), \ldots, L_1(s')\}$.

iii. applies the cryptographic hash function salted with $r_i$ to each of these keys to obtain $\{H[L_1(s') \parallel r_1], \ldots, H[L_1(s') \parallel r_1]\}$, and sends it to the server.

iv. The server compares the hashed keys for the test utterance with the hashed keys of the enrollment utterances, and counts the number of matches. Depending on whether this number is above or below a threshold, the server makes an accept/reject decision.

As discussed in Section 2.2.3, we consider two vectors to be matched if any one of their LSH key matches. The server fine-tunes the acceptance threshold by experimenting with match counts on held-out data.

While the above enrollment and verification protocols only consider enrollment data belonging to the speaker, it is also possible to include imposter data in the enrollment step. The user can similarly obtain supervectors from publicly available imposter data, apply LSH and the salted cryptographic hash function, and submit the hashed keys to the server. In the verification protocol, the server can match the test input separately to the hashed keys belonging to both the user enrollment and imposter sets, and make the decision by comparing the two scores. In Section 6.3, we observe that there is an improvement in performance by including the imposter data.

The server never observes any LSH key before a salted cryptographic hash function is applied to it. Apart from the salt, the user does not need to store any speech data on its device. The enrollment and verification protocols, therefore, satisfy the privacy constraints discussed above.

6.3 EXPERIMENTS

We experimentally evaluate the privacy preserving speaker verification protocols described above for accuracy and execution time. We perform the experiments on the YOHO dataset [Campbell, 1995].
6.3.1 Accuracy

We used Mel-frequency cepstral coefficient (MFCC) features augmented by differences and double differences, i.e., a recording \( x \) consists of a sequence of 39-dimensional feature vectors \( x_1, \ldots, x_T \). Although in practice the UBM is supposed to be trained on publicly available data, for simulation, we trained a UBM with 64 Gaussian mixture components on a random subset of the enrollment data belonging to all users. We obtained the supervectors by individually adapting all enrollment and verification utterances to the UBM.

Table 6.1: Average EER for the two enrollment data configurations and three LSH strategies: Euclidean, cosine, and combined (Euclidean & cosine).

<table>
<thead>
<tr>
<th>Enrollment: Only Speaker</th>
<th>Euclidean</th>
<th>Cosine</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>15.18%</td>
<td>17.35%</td>
<td>13.80%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Enrollment: Speaker &amp; Imposter</th>
<th>Euclidean</th>
<th>Cosine</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>15.16%</td>
<td>18.79%</td>
<td>11.86%</td>
</tr>
</tbody>
</table>

We use equal error rate (EER) as the evaluation metric. We observed that the lowest EER was achieved by using \( l = 200 \) instances of LSH functions each of length \( k = 20 \) for both Euclidean and cosine distances. A test utterance considered to match an enrollment utterance if at least one of their LSH keys matches. The score for a test utterance is given by the number of enrollment utterances it matched. We report the average EER for different speakers in Table 6.1. We observe that LSH for Euclidean distance performs better than LSH for cosine distance. We also used combined LSH scores for Euclidean and cosine distances and found that this strategy performed the best. This can be attributed to the fact that different distance measures find approximate nearest neighbors in different parts of the feature space. We hypothesize that the EER can be further improved by combining LSH functions defined over an ensemble of diverse distance metrics. We leave a study in this direction for future work.

We also consider two configurations where only the enrollment data of the speaker was used, or secondly, where imposter data chosen randomly from the enrollment data of other speakers was used along with the enrollment data of the speaker. In the latter experiment, we compare the difference between the number of utterances matched
by the test utterance in the enrollment and the imposter set. We observed that using imposter data achieved lower EER when using the combined scores for both the distances.

6.3.2 Execution Time

As compared to a non-private variant of a speaker recognition system based on supervectors, the only computational overhead is in applying the LSH and salted cryptographic hash function. For a $64 \times 39 = 2496$-dimensional supervector representing a single utterance, the computation for both Euclidean and cosine LSH involves a multiplication with a random matrix of size $20 \times 2496$ which requires a fraction of a millisecond. Performing this operation 200 times required 15.8 milliseconds on average. We performed all the execution time experiments on a laptop running 64-bit Ubuntu 11.04 with 2 GHz Intel Core 2 Duo processor and 3 GB RAM.

The Euclidean and cosine LSH keys of length $k = 20$ require $8 \times 20$ bits $= 20$ bytes and 20 bits $= 1.6$ bytes for storage respectively. Using our C++ implementation of SHA-256 cryptographic hashing algorithm based on the OpenSSL libraries [OpenSSL], hashing 200 instances of each of these keys in total required 28.34 milliseconds on average. Beyond this, the verification protocol only consists of matching the 256-bit long cryptographically hashed keys derived from the test utterance to those obtained from the enrollment data.

6.4 Conclusion

In this chapter, we presented a framework for speaker verification using supervectors and LSH. The enrollment and verification protocols add a very small overhead of a few milliseconds to the non-private computation. This overhead is significantly smaller than the overhead of secure multiparty computation approaches using homomorphic encryption such as the GMM verification system, while satisfying the same privacy constraints. Experimentally, we observed that the algorithm achieves an Equal Error Rate (EER) of 11.86% in the case of using imposter data along with the speaker data and 13.80% when only using speaker data. These EERs are higher than that of using UBM-GMM for speaker verification, but they can potentially be improved by engineering better supervector features. In general, the choice between using LSH and GMM represents a trade-off between speed and accuracy.
Part III

PRIVACY-PRESERVING SPEAKER IDENTIFICATION
7.1 INTRODUCTION

Speaker identification is the task of determining the identity of the speaker given a test speech sample. We typically associate the identity of the speaker with a predetermined set of speakers and we refer to this task as closed-set speaker identification. If we augment the set of speakers with a none of the above option, i.e., consider the speaker to be outside the predetermined set of speakers, this task becomes open-set speaker identification. Speaker verification can be considered as a generalization of open-set speaker identification, where the set of speakers is restricted to one speaker. As a consequence, the algorithms used in speaker verification can be extended for speaker identification. The main difference between the two tasks is their application scenarios and this results in different evaluation metrics for the two tasks. Speaker verification is mainly used for authentication; speaker identification finds use in surveillance applications and also as a preliminary step for other speech processing applications as we discuss below.

7.1.1 Speech-based Surveillance

A recorded sample of conversational speech from forms a much stronger piece of evidence as compared to just a transcript. Because of this, security agencies, such as the police perform audio-based surveillance to gather information from speech samples spoken by the suspects. We refer to the parties performing the surveillance as the agency. The audio-based surveillance can be in the form of wire-tapping, where the agency listens in on telephone conversations. The agencies also perform physical surveillance, by placing hidden microphones in public areas in order to eavesdrop on individuals. A basic characteristic of surveillance is that the agency needs to perform it obliviously, i.e., the subjects under surveillance should not know about it. Although listening in on personal conversations either over the telephone or from physical sources is an effective surveillance method to identify credible security threats, this directly infringes on the privacy of innocent individuals, who may not be intended targets of the surveillance. To prevent this, the agency first needs to check if the given speech recording belongs to a speaker who is subject to surveillance. In order to do so, the agency would need to first listen
to the conversations, which itself would cause the privacy violation, hence the circular problem.

One strategy to avoid such privacy violations is for the agency to perform privacy-preserving speaker identification on the surveillance recordings. The primary requirement of such privacy-preserving algorithms is that the agency is able to identify speaker corresponding to the speech sample without observing the speech sample. If the speaker is under surveillance, the agency can then demand the original speech sample from the party having the speech recording, e.g., the telephone company. In a criminal investigation setting, there is a legal authorization for this demand if the agency has a warrant for wiretapping against the identified speaker. An important consideration here is that if there is no warrant against the identified speaker, the agency cannot demand the phone recording. This protects the privacy of the telephone subscribers, as the telephone company can provide an assurance that their phone conversations will only be released only if there is a wiretapping warrant for the subscriber. This forms an effective balance between individual privacy of the subscribers and the audio-based surveillance necessary for security enforcement.

7.1.2 Preliminary Step for Other Speech Processing Tasks

Speaker identification is also used as the first step in more complex speech processing tasks, e.g., speech recognition, where we use separate recognition models trained on data for individual speakers. Given a speech sample, we first identify the speaker corresponding to it and then apply the recognition model for that speaker. This arrangement is known to provide higher accuracy as compared to applying a recognition model for a generic speaker.

In many cases we perform speech processing in a distributed client-server setting, where the client user has access to the speech sample and the server has access to the speaker models, for both identification and recognition. Due to the privacy and concerns, many users typically do not wish to export their speech data to an external party and this reduces the utility of the client-server model. By using privacy-preserving speaker identification and speech recognition protocols, the server can perform the necessary operations without observing the speech sample, thereby preserving the privacy constraints.

In the following two chapters, we develop protocols for privacy-preserving speaker identification using GMM and supervector based algorithms. We begin the discussion by formally considering the privacy issues in speaker identification in the context of a multiparty model below.
7.2 PRIVACY ISSUES & ADVERSARIAL BEHAVIOR

We consider speaker identification with two parties: the client who has access to the test speech sample and the server who has access to the speaker models and is interested in identifying the most likely speaker corresponding to the test sample. In case of wiretapping, the server would be the security agency, and the client would be the telephone company that has access to the conversations of all subscribers. It is important to note that we do not consider the individual phone users as the client. This is because they are supposed to be unaware about being subjected to surveillance, as no user would willingly participate in such an activity.

The agency has access to the speaker models for the individuals it already has wiretapping warrants against. The agency directly deals with the telephone company in order to identify if any such individual is participating in a telephone conversation. If that is found to be the case, the agency would follow the necessary legal procedure to obtain the phone recording. The same analogy also holds for the case of physical surveillance; e.g., a supermarket installs hidden security cameras with microphones in their premises, and the police might want the audio recordings to gain evidence about criminal activity. In this case the supermarket would be the client and the police would be the server. Although we aim to construct mechanisms to protect the privacy of the client data, we assume that the client cooperates with the server. In the speaker identification task, it is possible that the client can refuse the server by simply not providing the speech input or providing white noise or speech from some other source as input. In this case, it will not be possible for the server to perform surveillance. In order to prevent this, the server can legally require the client to use only the correct data as input. We also assume that the server already knows the K speakers it is looking to identify. The server uses publicly available data for the K speakers to train the corresponding speaker models without requiring the participation of the client. The server trains a UBM (Section 2.2.2) to handle the none of the above case. In the process of performing speaker identification with these models, our privacy criteria are:

1. The server should not observe the speech data belonging to the client.
2. The client should not observe the speaker models belonging to the server.

The first criterion is follows directly from the discussion above, the server being able to observe the speech data causes the violation of client privacy. The client can also include in its privacy policy that the user privacy will be protected because if an agency needs to
perform surveillance, it will do so using a privacy-preserving speaker identification system.

The second criterion is important because it is possible to identify the speaker by reverse-engineering the speaker models. The client might do this to gain information about the blacklisted individuals the server is performing surveillance on. This would cause problems in the investigation process as the client can convey this information to those individuals.

We consider the adversarial behaviors of the client and the server below. We assume that the client and the server are computationally bounded, so that they cannot directly break encryption and hash functions without the necessary keys. In the speaker identification task, the server tries to gain as much information as possible from the input provided by the client. We assume that the server is legally constrained from using the models for the speakers it has no legal sanction to perform surveillance on. The server cannot do much to disrupt the protocol, the server can use incorrect speaker models, but that would only result in incorrectly identified speaker. As that is not in the interest of the server, we assume that the server is semi-honest. Similarly, the client tries to gain information about the server models from the intermediate steps of the protocol. As discussed above, we assume that the client cooperates in the speaker identification task by submitting the correct input, and therefore we also require the client to be semi-honest.

7.2.1 Collusion

In speaker identification, there are two types of parties, the client and the server. One client, however, participates in speaker identification tasks with multiple servers and one server participates with multiple clients. There is no motivation for the client and server participating in a speaker identification session to collude as that would only result in the server obtaining the speech input belonging to the client and the client obtaining the speaker models belonging to the server, both direct violations of the privacy criteria discussed above. There is also no motivation for the clients to collude amongst themselves or the servers to collude among themselves, as the clients and the servers only interact with each other individually.

Similar to the case of collusion in privacy-preserving speaker verification (Section 4.2.2), the client can collude with one server to gain information about other clients, and the server can collude with one client to gain information about other servers. This, however, is also not possible because the speech input and the speaker models are obfuscated: encrypted or hashed by the client and the server that own these respectively using their keys or salts.
7.2.2 Information Leakage after Multiple Interactions

In a speaker identification, each interaction between the client and the server is fresh. In case of GMM-based protocols, the server or the client can simply use a different encryption key in each execution and in case of LSH-based protocols, the server and the client can use different salts. In this way, either party cannot obtain new information about the other party after multiple executions of the protocol.
8 PRIVACY-PRESERVING SPEAKER IDENTIFICATION USING GAUSSIAN MIXTURE MODELS

8.1 INTRODUCTION

In this chapter we present a framework for privacy-preserving speaker identification using Gaussian Mixture Models (GMMs). As discussed in the previous chapter, we consider two parties, the client having the test speech sample, and the server having a set of speaker models who is interested in performing the identification. Our privacy constraints are that the server should not be able to observe the speech sample and the client should not be able to observe the speaker models.

As speaker identification can be considered as a generalization of speaker verification to multiple speakers, the protocols for the two problems are similar in principle, as we are evaluating GMMs in both cases. The main difference between the two problem settings is in how the speaker models are stored; in verification, the system stores encrypted speaker models, in identification, the server has plaintext models. This allows us to construct two variants of the speaker identification framework, where the client sends the encrypted speech data to the server or the server sends encrypted models to the client. We discuss the advantages of the two frameworks later in the chapter.

Another difference between the protocols for speaker identification and speaker verification is in final maximum computation step. In speaker verification, the user and the system needs to compare only two encrypted numbers which can be done using the millionaire protocol. In speaker identification, the server or the client needs to compare K encrypted numbers, for which we construct the private maximum computation protocol.

The rest of the chapter proceeds as follows: we formally discuss the architecture for the privacy-preserving speaker identification system in Section 8.2, and present the identification protocols using homomorphic encryption in Section 8.3. We present experiments on a prototype implementation of the protocol in Section 8.4.

8.2 SYSTEM ARCHITECTURE

We assume that the server knows the set of speakers \{S_1, \ldots, S_K\} that it is interested in identifying and has data for each speaker. This data could be publicly available or extracted by the server in its previous interactions with the speakers. The server uses a GMM to represent each speaker. The server also trains a Universal Background Model (UBM)
\( \lambda_U \) over combined data from a diverse set of speakers. We consider the UBM to represent the none of the above case, where the test speaker is outside the set \( \{ S_1, \ldots, S_K \} \). The server obtains GMMs for individual speakers \( \{ \lambda_1, \ldots, \lambda_K \} \) by either training directly over the data for that speaker or by performing MAP adaptation with the UBM.

The client has access to the speech sample, that it represents using MFCC features. To perform identification, the server needs to evaluate the \( K + 1 \) GMMs \( \{ \lambda_1, \ldots, \lambda_K, \lambda_U \} \) over the speech sample. The server assigns the speaker to the GMM that has the highest probability score, \( \arg \max_i P(x | \lambda_i) \).

In Figure 8.1 we design the first variant of the speaker identification framework in which the client sends speech samples to the server. Initially, the client generates a public/private key pair \( E[\cdot], E^{-1}[\cdot] \) for the homomorphic cryptosystem and sends the public key to the server. The client will then encrypt the speech sample and send it to the server. The server uses the GMM evaluation protocol for each speaker model to obtain the \( K + 1 \) encrypted probability scores. The server and client then engage in the private maximum computation protocol where only the server knows the model having the highest score at the end.

![Figure 8.1: GMM-based speaker identification: client sends encrypted speech sample to the server.](image)

In the second variant of the speaker identification framework denoted in Figure 8.2, the server sends models to the client. To do this privately, the server as opposed to the client creates a public/private key pair \( E[\cdot], E^{-1}[\cdot] \) for the homomorphic cryptosystem and sends the public key to the client. The server encrypts all GMMs using this key and sends it to the client. The client evaluates all the GMMs over the speech sample it has and obtains \( K + 1 \) encrypted scores. The client and the server then participate in the private maximum computation protocol where only the server will know the model having maximum score at the end.

We present the cryptographic protocols for the two variants of the privacy-preserving speaker identification framework in the next section.
8.3 Speaker Identification Protocols

As discussed above, the speaker identification task involves GMM evaluation. The private GMM evaluation protocols here are similar to those used in speaker verification (Section 5.2); we modify the protocols to fit the system architecture for speaker identification. We reuse the $W$ construction for representing a Gaussian as given by Equation 5.2:

$$\log P(x|i) = \log \mathcal{N}(x; \mu, \Sigma) = x^T W.$$ 

We construct the following GMM evaluation protocols for the two cases: evaluating over private speech data and evaluating over private speaker models and later use the protocols in the speaker identification protocols.

8.3.1 Case 1: Client sends Encrypted Speech Sample to the Server

**GMM Evaluation Protocol with Private Speech Sample.**

**Inputs:**

(a) Client has the test sample $x$ with frame vectors $(x_1, \ldots, x_T)$ and both encryption key $E[\cdot]$ and decryption key $E^{-1}[\cdot]$.

(b) Server has the GMM $\lambda$ with $N$ mixture components $W_1, \ldots, W_N$ and the encryption key $E[\cdot]$.

**Output:** Server obtains the encrypted score $E[\log P(x|\lambda)]$.

1. The client encrypts the frame vectors $E[x_t]$ and sends it to the server.

2. For each Gaussian matrix $W_j$ and each frame vector $E[x_t] = (E[x_{t1}], \ldots, E[x_{tN}])$, the server computes the inner product $E[x_t^T W_j]$ homomorphically as

$$\prod E[x_{ti}]^{W_{ji}} = E\left[ \sum x_{ti} W_{ji} \right] = E[x_t^T W_j].$$
3. The server and the client then participate in the logsum protocol (Section 5.5) to obtain \( E[\log P(x_t|\lambda)] = E[\log \sum_j e^{x_t W_j}] \).

4. The server adds the logsums homomorphically to obtain the \( E[\log P(x|\lambda)] \).

By using this protocol, the server is able to privately evaluate a GMM it has in plaintext over speech data belonging to the client. As the server does not have the private key, it is not able to observe the encrypted speech sample provided by the client and the final encrypted probability score. The server executes this protocol for all the \( K+1 \) GMMs \( \{\lambda_1, \ldots, \lambda_K\} \), including the UBM and obtains the the encrypted scores \( \{E[\log P(x|\lambda_1)], \ldots, E[\log P(x|\lambda_K)]\} \) and the server needs to find the GMM having the maximum probability score.

The server and the client participate in the following private maximum computation protocol for this purpose. Our construction is based on the SMAX protocol of [Smaragdis and Shashanka, 2007] and the blind and permute protocol of [Atallah et al., 2003b]. The basic idea behind blind and permute is that given two number pairs \( x_1, x_2 \) and \( y_1, y_2 \), comparing the difference \( x_1 - x_2 \geq y_2 - y_1 \) implies \( x_1 + y_1 \geq x_2 + y_2 \). The server and the client additively share the encrypted scores and compute the pairwise differences between their respective shares, and then privately compare the entries to find the maximum score. Prior to this, the server permutes the encrypted scores in order to prevent the client from knowing the true index of the maximum score.

**Private Maximum Computation Protocol.**

**Inputs:**

(a) Client both encryption key \( E[\cdot] \) and decryption key \( E^{-1}[\cdot] \).

(b) Server has \( K+1 \) encrypted numbers \( \{E[a_1], \ldots, E[a_{K+1}]\} \).

**Output:** Server knows the index of the maximum number, \( \arg \max_i a_i \).

1. The server applies a random permutation \( \pi \) to the encrypted numbers to change their sequence into \( \{E[a_{i_1}], \ldots, E[a_{i_{K+1}}]\} \).

2. The server generates \( K+1 \) random numbers \( \{r_1, \ldots, r_{K+1}\} \) and subtracts them homomorphically from the encrypted numbers to get \( \{E[a_{i_1} - r_1], \ldots, E[a_{i_{K+1}} - r_{K+1}]\} \). The server sends these numbers to the client.

3. The client decrypts the numbers to obtain \( \{a_{i_1} - r_1, \ldots, a_{i_{K+1}} - r_{K+1}\} \) which we denote by the sequence \( \{s_1, \ldots, s_{K+1}\} \). The client computes pairwise differences between each of these numbers: \( s_1 - s_2, \ldots, s_K - s_{K+1} \).
4. The server similarly computes the pairwise differences $r_1 - r_2, \ldots, r_K - r_{K+1}$. The client and the server execute the secure comparison protocol (e.g., using Millionaire protocol) for each difference entry.

5. At the end of the computation, both the client and the server will know that the entry $r_j + s_j = a_{ij}$ is the largest. The server will reverse the permutation $\pi$ to obtain the corresponding index of $a_{ij}$ in the original sequence.

The above protocol allows the server to privately find the GMM having the maximum score which corresponds to the identified speaker. Both the server and the client do not observe the scores, as that will also reveal additional information about the speech sample or the GMMs. The additive randomization $r_i$ hides the scores and the perturbation $\pi$ hides the order of the GMMs from the client. The latter is important because it does not reveal which speaker was identified by the server to the client.

8.3.2 Case 2: Server sends Encrypted Speaker Models to the Client

**GMM Evaluation Protocol with Private Speaker Model.**

**Inputs:**

(a) Client has the test sample $x$ with frame vectors $(x_1, \ldots, x_T)$ and the encryption key $E[\cdot]$.

(b) Server has the GMM $\lambda$ with $N$ mixture components $W_1, \ldots, W_N$ and both encryption key $E[\cdot]$ and decryption key $E^{-1}[\cdot]$.

**Output:** Client obtains the encrypted score $E[\log P(x|\lambda)]$.

1. The server encrypts the Gaussian matrices $\{E[W_1], \ldots, E[W_N]\}$ and sends it to the client.

2. For each frame vector $x_t$ and each encrypted Gaussian matrix, the client computes the inner product $E[x_t^T W_j]$ homomorphically as

$$\prod E[W_{tj}]^{x_{tj}} = E \left[ \sum W_{tj} x_{tj} \right] = E[x_t^T W_j].$$

3. The client and the server then participate in the logsum protocol (Section 5.5) to obtain $E[\log P(x_t|\lambda)] = E[\log \sum_j e^{x_t^T W_j}]$.

4. The client adds the logsums homomorphically to obtain the $E[\log P(x|\lambda)]$.

The client uses the above protocol to evaluate $K + 1$ GMMs provided by the server in ciphertext on its speech data. The client obtains probability scores encrypted by the server at the end of the protocol. To
perform speaker identification, only the server needs to find the GMM having the maximum score. The client cannot transfer the scores to the server, as that would lead to the loss of privacy of the client speech data. We instead construct the following protocol that uses another set of keys generated by the client and then reuse the private maximum computation protocol we discussed above. We cannot directly use the private maximum computation protocol with the parties reversed, i.e., the client as the server and the server as the client. This is because our privacy criteria require that only the server should know about the identified speaker and for that the server needs to perform the random permutation.

**Client-Initiated Private Maximum Computation Protocol.**

**Inputs:**

(a) Client has \( K + 1 \) encrypted numbers \( \{ E[a_1], \ldots, E[a_{K+1}] \} \).

(b) Server has both encryption key \( E[\cdot] \) and decryption key \( E^{-1}[\cdot] \).

**Output:** Server knows the index of the maximum number, \( \arg \max_i a_i \).

1. The client generates a new encryption key \( E_1[\cdot] \) and a decryption key \( E_1^{-1}[\cdot] \), and sends the encryption key to the server.

2. The client generates \( K + 1 \) random numbers \( \{ r_1, \ldots, r_{K+1} \} \) and subtracts them homomorphically from the encrypted numbers to get \( \{ E[a_1 - r_1], \ldots, E[a_{K+1} - r_{K+1}] \} \). The client sends these ciphertexts to the server.

3. The client encrypts the random numbers \( \{ r_1, \ldots, r_{K+1} \} \) using \( E_1[\cdot] \) and sends the ciphertexts \( \{ E_1[r_1], \ldots, E_1[r_{K+1}] \} \) to the server.

4. The server decrypts the first set of ciphertexts using \( E^{-1}[\cdot] \) to obtain \( \{ a_1 - r_1, \ldots, a_{K+1} - r_{K+1} \} \). The server re-encrypts this set using \( E_1[\cdot] \) to get \( \{ E_1[a_1 - r_1], \ldots, E_1[a_{K+1} - r_{K+1}] \} \).

5. The server homomorphically adds the two sets of ciphertexts under \( E_1[\cdot] \) to get \( \{ E_1[a_1], \ldots, E_1[a_{K+1}] \} \). The server uses this as input to the original private maximum computation protocol with the client to obtain the index of the maximum number, \( \arg \max_i a_i \).

**Comparison of the Two System Configurations**

In the first variant of the system architecture described in Case 1, the main computation and communication overhead is due to the client encrypting its speech sample. This overhead is directly proportional to the length of the sample \( T \), with 100 frames per second. In the
remainder of the GMM evaluation and private maximum computation protocols, the client and server exchange small vectors that are independent of the sample length.

In the second variant described in Case 2, the main overhead is due to the server encrypting its speaker models. As discussed above, we represent the speaker model using $N$ matrices $W_1, \ldots, W_N$ representing a single mixture component. Each $W_j$ matrix is of size $(d + 1) \times (d + 1)$, where $d$ is the dimensionality of the frame vector. In our implementation, we use $d = 39$ with MFCC features with $N = 32$. This size is independent of the sample length. The client evaluates these models on its own unencrypted speech data. Similar to the first variant, the overhead from the remainder of the private computation is relatively small.

In this way, the cost of using the two configurations is dependent on the length of the speech sample. If the length $T$ is typically smaller than the matrix size $N \times (d + 1) \times (d + 1)$, it is advantageous to use the first variant, where the client encrypts the speech sample. If $T$ is larger than the product, it is advantageous to use the second variant. As compared to speaker verification, speaker identification is performed on relatively large amount of speech input, often multiple minutes long in practical scenarios such as surveillance. In these situations, it is significantly more efficient to use the second variant. On the other hand the speech input can be only a few seconds long in problems where speaker identification is used as an initial step for other speech processing tasks. In these situations, it is efficient to use the first variant.

8.4 experiments

We present the results of experiments on the privacy preserving speaker identification protocols described above. Since our basic adaptation algorithm itself is the same as that in Bimbot et al. [2004] and can be expected to be more or less as accurate as it, the key aspect we need to evaluate is the computational overhead of the proposed protocols. We created a prototype implementation of the verification protocol in C++ and used the variable precision arithmetic libraries provided by OpenSSL to implement the Paillier cryptosystem. We performed the experiments on a 2 GHz Intel Core 2 Duo machine with 3 GB RAM running 64-bit Ubuntu.

8.4.1 Precision

Both variants of the speaker identification protocol achieved the same final probability scores as the non-private algorithm up to 5 digits of precision.
8.4.2 Accuracy

We used the YOHO dataset [Campbell, 1995] to measure the accuracy of the speaker identification task. We used the experimental setup similar to [Reynolds and Rose, 1995; Michalevsky et al., 2011]. We observed the same accuracy for the two variants of the speaker identification protocol as they both result in the same speaker scores.

We trained a UBM on a random subset of the enrollment data and performed MAP adaptation with the enrollment data for K speakers to obtain the speaker models. We evaluate the UBM and the speaker models on the test data for the K speakers, in addition to the speakers outside the set representing the none of the above case. We used identification accuracy, i.e., the fraction of the number of times a test speaker was identified correctly.

\[ \text{Accuracy} = \frac{\#(\text{Identified Speaker} = \text{Correct Speaker})}{\#(\text{trials})}. \]

For a 10-speaker classification task, we observed 87.4% accuracy.

8.4.3 Execution Time

We measured the execution times for the verification protocols using Paillier encryption keys of sizes 256 and 1024-bits. We identify a 1 second speech sample containing 100 frame vectors using K + 1 speaker models each containing 32 mixture components using the two variants of the speaker identification protocol. We report the time for evaluating 10 speaker models. As the time required for evaluating each model is approximately the same, these numbers can be appropriately scaled to obtain estimated execution time for more speakers.

We summarize the results in Table 8.1.

<table>
<thead>
<tr>
<th>Steps</th>
<th>256-bit</th>
<th>1024-bit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encrypting ( x_1, \ldots, x_T )</td>
<td>136.64 s</td>
<td>7348.32 s</td>
</tr>
<tr>
<td>Evaluating Speaker Model</td>
<td>95.24 s</td>
<td>1189.98 s</td>
</tr>
<tr>
<td><strong>Total for 10 speakers</strong></td>
<td>1089.04 s</td>
<td>19248.12 s</td>
</tr>
</tbody>
</table>

\(~ 18 \text{ min}, 9 \text{ s} ~) ~ \sim ~ 5 \text{ hr}, 20 \text{ min}~

8.5 conclusion

In this chapter, we developed a framework for privacy-preserving speaker identification using GMMs and the Paillier cryptosystem. In
Table 8.2: GMM-based Speaker Identification: Execution time

<table>
<thead>
<tr>
<th>Steps</th>
<th>256-bit</th>
<th>1024-bit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encrypting $W_1, \ldots, W_N$</td>
<td>32.17 s</td>
<td>1854.07 s</td>
</tr>
<tr>
<td>Evaluating Speaker Model</td>
<td>460.07 s</td>
<td>4796.26 s</td>
</tr>
<tr>
<td>Total for 10 speakers</td>
<td>4922.40 s</td>
<td>66503.30 s</td>
</tr>
<tr>
<td></td>
<td>~ 1 hr, 22 min</td>
<td>~ 18 hr, 28 min</td>
</tr>
</tbody>
</table>

this model, the server is able to identify which of the $K$ speakers best corresponding to the speech input provided by the client without being able to observe the input. We present two variants of the framework, where either the client submits encrypted speech to the server or the server submits encrypted speaker models to the client.

We perform accuracy and timing experiments on a prototype implementation of the protocol. On a 10-speaker identification task, we observe 87.4% accuracy. For identifying a 1 s speech input on the same task, the first variant of the protocol required 18 min and the second variant of the protocol required 1 hr, 22 min.
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PRIVACY-PRESERVING SPEAKER IDENTIFICATION AS STRING COMPARISON

9.1 INTRODUCTION

In this chapter, we present a framework for speaker identification using Locality Sensitive Hashing (LSH) and supervectors. Instead of GMM evaluation that we considered in the previous chapter, we transform the problem of speaker identification into string comparison. The motivation behind doing so is to perform speaker identification with privacy while having minimal computational overhead. Similar to the speaker verification framework of Chapter 6, we convert the utterances into supervector features [Campbell et al., 2006c] that are invariant with the length of the utterance. By applying the LSH transformation to the supervectors, we reduce the problem of nearest-neighbor classification into string comparison. As LSH is not privacy-preserving, we apply the cryptographic hash function to the LSH keys. This allows us to check if two LSH keys match without knowing their contents.

The main difference from this speaker identification framework and the framework for speaker verification of Chapter 6 is in its application setting. Here, we assume that the client has the test speech sample and the server already has speech data from multiple speakers. The client and server need to compute the supervector over their speech data, apply LSH functions to get the LSH keys and finally the cryptographic hash function. The client transfers the cryptographic hashes to the server who then matches them to the hashes derived from the speech data. One issue with this approach is that the hashes need to be salted to prevent the server from performing a brute-force attack to recover the original LSH keys. It is also not possible to keep the salt private with the client, as we did in the speaker verification framework, as the server also needs to compute salted hash over its own data. Our privacy constraints also require that the client should not observe the speech data belonging to the server, so the server cannot simply transfer its supervectors to the client for hashing. To solve this problem, we construct an oblivious salting protocol, where the client and the server are able to compute salted hashes without either party knowing the contents of the salt. We present the detailed protocol construction in Section 9.3.

Similar to speaker verification with LSH, our main goal is not to develop speaker identification algorithms that achieve higher accuracy as compared to GMMs based algorithms. We are principally interested in performing speaker identification while satisfying the same privacy
constraints but with a minimal computational overhead, while achieving feasible accuracy. We present the results of experiments with the LSH based speaker identification framework using the LSH functions defined over Euclidean and cosine distances in Section 9.4.

9.2 SYSTEM ARCHITECTURE

We assume that the server knows the set of speakers \( \{S_1, \ldots, S_K\} \) that it is interested in identifying and has data in the form of \( n \) speech samples for each speaker. This data could be publicly available or extracted by the server in its previous interactions with the speakers. The server trains a Universal Background Model (UBM) \( \lambda_U \) over combined data from a diverse set of speakers. We consider the UBMC to represent the none of the above case, where the test speaker is outside the set \( \{S_1, \ldots, S_K\} \). The server performs Maximum a posteriori (MAP) adaptation of \( \lambda_U \) with each speech sample belonging to each speaker to obtain the corresponding supervectors as described in Section 2.2.3. The server therefore has \( n \) supervectors for each of the K speakers. The server also obtains \( n \) speech samples from a set of imposter speakers to model the none of the above case, where the test sample does not match any of the K speakers; this data could be from the training data of the UBMC. The server also performs MAP adaptation for this data to obtain the corresponding supervectors, considering it as the \((K + 1)\)th speaker.

The server generates \( l \) LSH functions \( L_1(\cdot), \ldots, L_l(\cdot) \), each of length \( k \)-bits and applies them to each supervector to obtain \( l \) keys for each. The \( l \times n \) matrix of keys represents the server data for one speaker. The server also makes the UBMC \( \lambda_U \) and the LSH function public to all clients. We assume a client to have a test speech sample. The client obtains \( \lambda_U \) from the server and performs MAP adaptation to obtain the corresponding supervector. The client also applies the LSH functions to obtain \( l \) keys. For each of the K speakers, the server needs to count the number of training supervectors are matched by the test supervector, where we consider two supervectors as matched if at least one LSH key is common between them. The server identifies the speaker by the one having the most number of matches on the training supervectors.

As the LSH keys can be utilized to obtain private information about the speaker, the client and the server need to apply a salted cryptographic hash function \( H(\cdot) \) to the LSH keys computed on the test supervector. As mentioned above, we construct an oblivious salting protocol for the client and the server to compute a salted cryptographic hash together without any party knowing the salt. Using this protocol, the client and the server compute salted hashes over their LSH keys and the server performs the matching to identify the speaker. We present an overview of the supervector-based protocol in Figure 9.1.
9.3 protocols

9.3.1 Oblivious Salting

We first present the oblivious salting protocol that enables the client and the server to compute the salted hashes without knowing the salt; the construction is similar to [Cristofaro and Tsudik, 2010]. The key idea behind this protocol is the use of two random oracles $H: \{0,1\}^* \rightarrow \{0,1\}^\kappa$ for a security parameter $\kappa$ and $H': \{0,1\}^* \rightarrow \mathbb{Z}_q^*$. We can model $H$ using any general hash function, such as SHA-2, but $H'$ needs special consideration due to its range. One method to model $H'$ is as the hash in the group, $H'[x] = x^{p-1}/q \mod q$ where $q|p-1$ and $p$ is a large prime number. One advantage of $H'$ is that it allows salting by modular exponentiation: it is infeasible to recover $H'[x]$ from $H'[x]^t \mod q$ if $t$ is unknown. The client and server respectively generate random numbers $r$ and $s$ for this purpose.

The client and the server also generate random numbers $r$ and $s$ in the finite field $\mathbb{Z}_q$ and exchange $g^r$ and $g^s$ with each other, similar to Diffie-Hellman key exchange [Diffie and Hellman, 1976]. Due to the discrete log problem, the client is unable to obtain $s$ from $g^s$ that it obtains from the server, and similarly the server is unable to obtain $r$ from $g^r$, thereby keeping $r$ and $s$ secret from each other. The client and the server individually use their secret numbers to compute the shared key $g^{rs}$: the client computes $(g^s)^r = g^{rs}$ and the server computes $(g^r)^s = g^{rs}$. Both the client and the server use this as a shared salt in the hash function $H$. As we discuss later, the parties use this protocol with their LSH keys as input.

Protocol for hashing with oblivious salt.

Inputs:

(a) Client has $a$.

(b) Server has $b$. 
(c) Common Input: Prime numbers p, q such that q|p − 1, group \( \mathbb{Z}_q \) with generator g, and two hash functions H and H'.

**Output:** Client has \( \{H[a \parallel z]\} \) and server has \( \{H[b \parallel z]\} \) for an oblivious salt z.

1. The server generates a random number \( s \in \mathbb{Z}_q \) and sends \( g^s \) to the client.

2. The client generates a pair of random numbers \( r, r' \in \mathbb{Z}_q \). The client uses the server's input to compute \( g^{rs} \) and \( g^{r's} \).

3. The client applies the hash function \( H' \) over its input to obtain \( H'[a] \), and uses \( r' \) to compute \( H'[a]g^{r'} \). The client sends this to the server.

4. The server exponentiates this by \( s \) to obtain \( H'[a]g^{rs} \) and sends it back to the client.

5. The client multiplies this term by \( g^{-r's}g^{rs} \) to obtain \( H'[a]g^{r's} \).

6. The client applies the hash function H to obtain \( H[H'[a]g^{r's}] \). We consider the terms \( g^{rs} \) and \( s \) together as the salt \( z \), and denote the hashed term by \( H[a \parallel z] \).

7. The server applies the hash function \( H' \) over its input to obtain \( H'[b] \), exponentiates it by \( s \), and uses \( s' \) to compute \( H'[b]g^{s'} \). The server sends this to the client.

8. The client multiplies this with \( g^{rs} \) to obtain \( H'[b]g^{s'}g^{rs} \), which the client sends back to the server.

9. The server multiplies this with \( g^{-s'} \) to obtain \( H'[b]g^{r's} \). The server then applies the hash function H to obtain \( H[H'[b]g^{r's}] \), which is equal to \( H[b \parallel z] \) for the same salt \( z \).

In the intermediate steps of the protocol, the client and the server multiply their hashes \( H'[a] \) and \( H'[b] \) with \( g^{r'} \) and \( g^{s'} \) respectively. This operation protects the hash from the other party by effectively salting it with \( r' \) and \( s' \); the server does not know \( r' \) and the client does not know \( s' \). The client and server, therefore, do not observe each others inputs. The client and the server are able to reverse their respective salts by multiplying the output by \( g^{-r'} \) and \( g^{-s'} \).

The final salted hash that we obtain at the end of the protocol has the form \( H[x \parallel z] = H[H'[x]g^{r's}] \) for the input element \( x \). The salt is a function of \( s \) and \( r \), which are respectively known to the client and the server. The client or the server, therefore, cannot compute the hash on their own as the client does not know \( s \) and the server does not know \( g^{r's} \). If the server intends to use a brute-force strategy to break this hash, i.e., identify a given \( H[H'[a]g^{r's}] \), it would need to compare it
with the hashes computed over all possible values of \( r \), which would be infeasible due to the enormously large number of possible values that \( r \in \mathbb{Z}_q \) can take.

This protocol requires transferring 4 data transfers beyond the initial transfer of \( g^s \). We can easily generalize the oblivious salting protocol to case where the client and the server have a set of inputs instead of a single element. The client can apply \( H' \) to the entire input set and transfer \( \{H'(a_1)^{g^{r_1}}, \ldots, H'(a_m)^{g^{r_m}}\} \) to the server, and similarly obtain \( \{H'(a_1)^{s g^{r_1}}, \ldots, H'(a_m)^{s g^{r_m}}\} \). In this way, the protocol will require \( 2m + 2n \) data transfers.

### 9.3.2 Speaker Identification

We present the speaker identification protocol using LSH keys hashed with the oblivious salting protocol. We show only one LSH function for simplicity; in practice we use \( l \) LSH functions.

**Speaker Identification Protocol**

**Inputs:**

(a) Client has the test speech sample \( x \).

(b) Server has \( n \) speech samples for \( K + 1 \) speakers and the UBM \( \lambda_U \).

**Output:** Server knows the identified speaker.

1. The server generates the LSH function \( L(\cdot) \) and sends it to the client.

2. The client and the server perform MAP adaptation of each of their speech samples with \( \lambda_U \) to obtain the compute respective supervectors.

3. The client and the server then apply LSH function to obtain the keys: \( L(sv) \) for the client and \( \{L(sv_1), \ldots, L(sv_{n(K+1)})\} \) for the server. The client and the server apply \( L(\cdot) \) to their supervectors to obtain the LSH keys.

4. The client and the server execute the oblivious salting protocol to compute salted hashes over all of their LSH keys: \( H[L(sv)] \) and \( \{H[L(sv_1)], \ldots, H[L(sv_{n(K+1)})]\} \).

5. The client sends its hashed LSH key \( H[L(sv)] \) to the server.

6. The server matches the hash obtained from the client to the hashes for each of the \( K + 1 \) speakers. The server identifies the speaker by choosing the one with most matches.

In this protocol, the server only observes the hash that is submitted by the client. As the hash is salted using the oblivious salting protocol,
the server is not able to use a brute-force strategy to feasibly identify
the underlying LSH key. The client does not observe anything about
the server’s data and the output, as the server performs the matching
locally. For efficiency, the server can pre-compute the supervectors
and the LSH keys in multiple executions of the protocol. In case, the
server is executing the protocol with the same client using a different
test sample, the hashes also do not need to be recomputed.

9.4 EXPERIMENTS

We experimentally evaluate the privacy preserving speaker identifica-
tion protocols described above for accuracy and execution time. We
perform the experiments on the YOHO dataset [Campbell, 1995]. We
perform all the execution time experiments on a laptop running 64-bit
Ubuntu 11.04 with 2 GHz Intel Core 2 Duo processor and 3 GB RAM.

9.4.1 Accuracy

We used Mel-frequency cepstral coefficient (MFCC) features aug-
mented by differences and double differences, i.e., a recording \( x \) con-
sists of a sequence of 39-dimensional feature vectors \( x_1, \ldots, x_T \). We
trained a UBM with 64 Gaussian mixture components on a random
subset of the training data belonging to all users. We obtained the
supervectors by individually adapting all enrollment and verification
utterances to the UBM.

Table 9.1: Average accuracy for the three LSH strategies: Euclidean, cosine,
and combined (Euclidean & cosine).

<table>
<thead>
<tr>
<th>Euclidean</th>
<th>Cosine</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>79.5%</td>
<td>78%</td>
<td>81.3%</td>
</tr>
</tbody>
</table>

Similar to Chapter 8, we use identification accuracy as the evaluation
metric. We observed that the highest accuracy was achieved by using
\( l = 200 \) instances of LSH functions each of length \( k = 20 \) for both
Euclidean and cosine distances. A test sample considered to match a
training sample if at least one of their LSH keys matches. The score
for a test sample with respect to a speaker is given by the number
of training samples for that speaker it matched. We also consider
supervectors derived from randomly chosen imposter samples to
represent the none of the above case.

We report the average EER for different speakers in Table 9.1. Similar
to the speaker verification experiments in Chapter 6, we observe
that LSH for Euclidean distance performs better than LSH for cosine
distance. We also used the combined LSH keys for Euclidean and
cosine distances and found that this strategy performed the best.
9.4.2 Execution Time

As compared to a non-private variant of a speaker identification system based on supervectors, the only computational overhead is in applying the LSH and the hash function. For a $64 \times 39 = 2496$-dimensional supervector representing a single utterance, the computation for both Euclidean and cosine LSH involves a multiplication with a random matrix of size $20 \times 2496$ which requires a fraction of a millisecond. Performing this operation 200 times required 15.8 milliseconds on average.

With respect to privacy, LSH-based speaker verification has minimal overhead as compared to Secure Multiparty Computation (SMC) protocols using homomorphic encryption. This is primarily due to the fact that cryptographic hash functions such as SHA-256 are orders of magnitude faster than homomorphic encryption. In LSH-based speaker identification, however, we cannot directly use SHA-256 due to the need for oblivious salting. As we have seen above, the protocol for hashing with oblivious salt requires modular exponentiation and is therefore comparatively less efficient as cryptographic hash functions.

We measure the execution time required for hashing a pair of numbers. We created a prototype implementation of the oblivious salting protocol in C++ and used the variable precision arithmetic libraries provided by OpenSSL to implement the modular arithmetic operations. We used the prime number $p$ of size 1024-bits as that is considered to provide state of the art security.

For hashing one key represented as an integer, we observed that on average the client requires 14.71 ms and the server requires 8.48 ms. The discrepancy is due to the fact that we need to perform more operation when hashing client’s input. We represent each speech sample by its supervector and then 200 LSH keys. Hashing 200 elements would require 2.942 s for the client and 1.696 s for the server. Beyond this, the identification protocol only consists of exactly matching the 1024-bit long hashed keys derived from the test sample to those obtained from the training data.

Although this execution time is larger than applying cryptographic hash functions on LSH keys as we do speaker verification, it is significantly shorter than encrypting the speech sample itself using Paillier encryption. In Chapter 8, we saw that encrypting a 1 s speech sample requires 136.64 s.

9.5 Conclusion

In this chapter, we developed an algorithm for speaker identification using supervectors with Locality Sensitive Hashing (LSH). Here, we developed an cryptographic hashing algorithm in which two parties can perform oblivious salting to protect their data from each other.
As was the case with speaker verification, the LSH-based protocols have smaller computational overhead as compared to the GMM-based protocols. We observed that the protocol requires 2.9 s for each input supervector. In terms of the accuracy, we observe that the algorithm has 81.3% accuracy, which is comparatively lower than the GMM-based algorithm. Again, these two algorithms represent a trade-off between execution time and accuracy.
Part IV

PRIVACY-PRESERVING SPEECH RECOGNITION
OVERVIEW OF SPEECH RECOGNITION WITH PRIVACY

10.1 INTRODUCTION

Speech recognition is the task of identifying the spoken words from a given speech sample. The speech recognition system consists of an acoustic model that attempts to match the speech patterns and a language model that attempts to match the underlying linguistic structure of the speech. The acoustic model is typically represented using a probabilistic model such as an Hidden Markov Model (HMM). In most speech recognition systems, we assume that the entire set of words is typically available beforehand in the form of a dictionary. The language model is represented using a word-based n-gram model.

The simplest form of speech recognition is that over isolated words. We assume that the speech is tokenized into words and the system is given speech samples consisting of individual words. Here, we represent each word using a single HMM. The most general form of speech recognition is transcribing continuous speech, i.e., the speech as it is naturally produced by a speaker with intermittent silences and filler sound. This is a significantly more complex task than isolated word recognition and we typically achieve much lower accuracies. Here, the acoustic model consists of a concatenation of multiple HMMs.

As we discussed in Chapters 5 and 8, there is a significant computational overhead in the homomorphic encryption based protocols for GMM evaluation. This overhead is also applicable in developing similar protocols for HMM inference. This would be greatly amplified in the case of privacy-preserving continuous speech recognition, making the computation infeasible for practical purposes. We, therefore, restrict ourselves to creating an algorithm for privacy-preserving isolated-word recognition.

10.2 CLIENT-SERVER MODEL FOR SPEECH RECOGNITION

Speech recognition finds widespread applications such as telephony, voice-based control interfaces, spoken dialog systems, speech-to-text input. In many cases, the speech input is procured from a thin-client device such as a smartphone. As the underlying computation involved is fairly intensive and cannot be performed on the client device in real-time, the speech input is transferred to an server that performs the necessary processing and returns the transcribed text as output. As the client may not have the necessary technology in the form
of speech recognition algorithms and high quality training data, or the computing infrastructure, this service is hosted on an external platform.

In many cases, such a speech recognition service is hosted on a public cloud computing platform, as this provides multiple benefits including cost reduction and high scalability with respect to demand. A prominent commercial example of such a service is the Google Speech Recognition API. The schematic architecture of a cloud-based speech recognition service is shown in Figure 10.1.

![Figure 10.1: Client-Server Model for Speech Recognition.](image)

### 10.3 PRIVACY ISSUES

The client-server model described above has privacy issues dealing with the nature of the user input. The client may not be comfortable sharing the speech sample with an external service if it is a recording of confidential nature, such as financial, legal aspects. The privacy criteria are even more stringent in medical settings due to privacy laws such as HIPAA, that prohibit hospitals from storing patient records in external media.

These privacy issues are usually addressed in the privacy policy of the service provider. The system with the most privacy-sensitive policy, however, requires access to the user input in clear and almost always needs to store it for future analysis and improving its performance. For the scenarios described above, these precautions only address the privacy problems at a superficial level. Even if the client data is stored securely, there are still possible threats to the server storage being breached by an adversary leading to the public disclosure of the client speech data. This is further amplified when the service is hosted on a virtualized storage platform, as there are many potential security flaws that can lead to information being revealed to another party using the same platform [Garfinkel and Rosenblum, 2005].
In addition to the server storage being compromised, another source of undesirable publication of client data is from the government regulation about the use of service. The service provider may be required to release the client data due to legal interventions. The terms of the privacy policy usually protect the data till the organization operating the service is functioning. The client data can even be published or sold if the original organization becomes bankrupt.

On the other hand, the server may need to protect its models from the users. This is usually a hard constraint if the server is interested in operating a pay per use service. Additionally, the speech recognition models also form the intellectual property of the server as accurate models are usually obtained from training over high quality speech data which expensive.

In this way, the privacy constraints require that the speech recognition needs to be performed without the server observing the speech input provided by the user, and the client observing the models belonging to the server. In the next section, we look at possible methods by which this could be possible.

10.4 System Architecture

To satisfy the privacy constraints described above, we require the server to operate entirely on obfuscated data submitted by the user. This is an example of Secure Multiparty Computation (SMC), and one commonly used form of obfuscation is encryption. We envision this architecture in Figure 10.2.

![Figure 10.2: Privacy-Preserving Client-Server Model for Speech Recognition.](image)

In the next chapter, we develop a protocol that enables the client and the server to collaboratively evaluate the models belonging to the server using clients data while satisfying their privacy constraints. This is achieved using a public-key additively homomorphic cryptosystem. Our framework is computationally asymmetric, where a most of the
computation is performed by the server who has larger computational resources at its disposal as compared to the user, which may be running the application on a thin-client device such as a smartphone.
In this chapter we present a privacy-preserving framework for isolated word recognition based on Hidden Markov Models (HMMs). Classification based on HMMs is common in machine learning and is nearly ubiquitous in applications related to speech processing. We consider a multi-party scenario in which the data and the HMMs belong to different individuals and cannot be shared. For example, Alice wants to analyze speech data from telephone calls. She outsources the speech recognition task to Bob, who possesses accurate HMMs obtained via extensive training. Alice cannot share the speech data with Bob owing to privacy concerns while Bob cannot disclose the HMM parameters because this might leak valuable information about his own training database.

Probabilistic inference with privacy constraints is, in general, a relatively unexplored area of research. The only detailed treatment of privacy-preserving probabilistic classification appears in Smaragdis and Shashanka [2007]. In that work, inference via HMMs is performed on speech signals using existing cryptographic primitives. Specifically, the protocols are based on repeated invocations of privacy-preserving two-party maximization algorithms, in which both parties incur exactly the same protocol overhead. In contrast, we present an asymmetric protocol that is more suitable for client-server interaction; the thin client encrypts the data and provides it to a server which performs most of the computationally intensive tasks. Further, HMM-based probabilistic inference involves probabilities and real numbers which must be approximated for encrypted-domain processing. Accordingly, we consider the effect of finite precision, underflow and exponentiation in the ciphertext domain.

11.2 PROTOCOL FOR SECURE FORWARD ALGORITHM

We assume that Alice, a client, sets up a private and public key pair for the Paillier encryption function \( E(\cdot) \), and sends only the public key to the server Bob. We assume that, in all calculations involving logarithms, the base of the logarithm is \( g \in \mathbb{Z}_{N^2}^* \), which is the parameter used for Paillier encryption.
11.2.1 Secure Logarithm Protocol

**Input:** Bob has $E(\theta)$

**Output:** Bob obtains the encryption $E(\log \theta)$ of $\log \theta$, and Alice obtains no information about $\theta$.

1. Bob randomly chooses an integer $\beta$, and sends $E(\theta)^\beta = E(\beta \theta)$ to Alice.

2. Alice decrypts $\beta \theta$, and then sends $E(\log \beta \theta)$ to Bob.

3. Bob computes $E(\log \beta \theta) \cdot E(-\log \beta) = E(\log \beta \theta + \log \beta) \cdot E(-\log \beta) = E(\log \theta)$

In general $\log \beta$ and $\log \beta \theta$ are not integers, and we resort to integer approximations when we implement the protocol. Specifically, in Step 2, Alice actually sends $E(\lfloor L \log \beta \theta \rfloor)$ to Bob, where $L$ is a large number. For example, with $L = 10^6$, our logarithms are accurate to 6 decimal places. Similarly, in Step 3, Bob actually computes $E(\lfloor L \log \beta \theta \rfloor) E(-\lfloor L \log \beta \rfloor) = E(\lfloor L \log \beta + L \log \theta \rfloor - \lfloor L \log \beta \rfloor)$. Every multiplication by $L$ is compensated by a corresponding division at every decryption step that Alice performs. The effect of these finite precision approximations is further discussed in Section 11.3.

11.2.2 Secure Exponent Protocol

**Input:** Bob has $E(\log \theta)$

**Output:** Bob obtains the encryption $E(\theta)$, and Alice obtains no information about $\theta$.

1. Bob randomly chooses $\beta \in \mathbb{Z}_{N^2}^*$ and sends $E(\log \theta) E(\log \beta) = E(\log \theta + \log \beta) = E(\log \beta \theta)$ to Alice.

2. Alice decrypts $\log \beta \theta$, and then sends $E(\beta \theta)$ to Bob.

3. Bob computes $E(\beta \theta)^{\frac{1}{\beta}} = E(\theta)$ where $\frac{1}{\beta}$ is the multiplicative inverse of $\beta$ in $\mathbb{Z}_{N^2}^*$.

As before, multiplication by a large number $L$ followed by truncation is used to generate an approximation wherever the logarithm is involved. Thus, in Step 1 of our implementation of this protocol, Bob actually sends $E(\lfloor L \log \theta \rfloor) E(\lfloor L \log \beta \rfloor)$ to Alice. To compensate for the multiplication by $L$, Alice decrypts the transmission from Bob and divides by $L$ in Step 2.

11.2.3 Secure Logsum Protocol

**Input:** Bob has $(E(\log \theta_1), E(\log \theta_2), \ldots, E(\log \theta_n))$ and the constant vector $(a_1, a_2, \ldots, a_n)$;
Output: Bob obtains $E(\log \sum_{i=1}^{n} a_i \theta_i)$, and Alice discovers nothing about the $\theta_i$ and $a_i$.

1. With Bob’s input $E(\log \theta_1), E(\log \theta_2), \ldots, E(\log \theta_n)$, Alice and Bob execute the Secure Exponent protocol repeatedly so that Bob obtains $E(\theta_1), E(\theta_2), \ldots, E(\theta_n)$.

2. Bob exploits the additive homomorphic property of Paillier encryption to obtain

$$E \left( \sum_{i=1}^{n} a_i \theta_i \right) = \prod_{i=1}^{n} E(a_i \theta_i) = \prod_{i=1}^{n} E(\theta_i)^{a_i}$$

3. Bob and Alice execute the Secure Logarithm protocol, at the end of which Bob obtains the encryption $E(\log \sum_{i=1}^{n} a_i \theta_i)$.

11.2.4 Secure Forward Algorithm Protocol

Input: Alice has an observation sequence $x_1, x_2, \ldots, x_T$. Bob has the HMM $\lambda = (A, B, \Pi)$.

Output: Bob obtains $E(\log \Pr(x_1, x_2, \ldots, x_T|\lambda))$.

We write the matrix $B$ as $[b_1, b_2, \ldots, b_N]$, where for each $j = 1, 2, \ldots, N$, $b_j$ is a column vector with component $b_j(v_k), k = 1, 2, \ldots, M$. Now, a privacy-preserving version of the forward algorithm for HMMs proceeds as follows:

1. For each $t = 1, 2, \ldots, T$ and $j = 1, 2, \ldots, N$, Bob randomly chooses $\gamma_{tj}$ and generates a column vector $\log b_j + \gamma_{tj}$.

2. Based on the input $x_t$, Alice uses 1-of-M OT to obtain $\log b_j(x_t) + \gamma_{tj}$.

3. Alice sends $E(\log b_j(x_t) + \gamma_{tj})$ to Bob

4. Using $\gamma_{tj}$ and the homomorphic property, Bob computes $E(\log b_j(x_t)) + (\gamma_{tj}) \cdot E(-\gamma_{tj}) = E(\log b_j(x_t))$ for $j = 1, 2, \ldots, N, t = 1, 2, \ldots, T$.

5. Bob computes $E(\log \alpha_{t}(j)) = E(\log \pi_j) \cdot E(\log b_j(x_1))$ for $j = 1, 2, \ldots, N$

6. Induction Step: For $j = 1, 2, \ldots, N$, with Bob’s input $E(\log \alpha_{t}(j))$, $j = 1, 2, \ldots, N$ and the transition matrix $A = (a_{ij})$, Alice and Bob run the secure logsum protocol, at the end of which Bob obtains $E(\log \sum_{i=1}^{N} \alpha_{t}(l)a_{ij})$.

7. For all $1 \leq t \leq T - 1$, Bob computes

$$E(\log \alpha_{t+1}(j)) = E(\log \sum_{l=1}^{N} \alpha_{t}(l)a_{ij}) \cdot E(\log b_j(x_{t+1}))$$
8. Alice and Bob again run a secure LOGSUM protocol, so Bob obtains \( E(\log \sum_{j=1}^{N} \alpha_T(j)) = E(\log P(x_1, x_2, ..., x_T|\lambda)) \)

### 11.2.5 Security Analysis

The secure logarithm, secure exponent and secure logsum protocols rely on multiplicative masking to prevent Alice from discovering \( \theta \). Bob cannot discover \( \theta \) because he does not possess the decryption key for the Paillier cryptosystem. The security of the Forward Algorithm protocol derives from the security of the previous three primitive protocols and the security of 1-of-M Oblivious Transfer (OT).

### 11.3 PRIVACY-PRESERVING ISOLATED-WORD RECOGNITION

Consider the following scenario for privacy-preserving keyword recognition: Alice has a sampled speech signal, which she converts into \( T \) frames, where each frame is represented by a \( d \)-dimensional vector of Mel Frequency Cepstral Coefficients (MFCCs). Thus Alice possesses \( x_i, i = \{ 1, 2, ..., T \} \) where each \( x_i \in \mathbb{R}^d \). Typically, \( d = 39 \) is used in practice. Bob possesses \( \Delta \) different HMMs, each trained for a single keyword. Alice and Bob will execute a secure protocol, at the end of which, Alice will discover the keyword that is most likely to be contained in her speech sample.

Let a \( d \)-dimensional vector \( y \) of MFCCs have a multivariate Gaussian distribution, i.e., \( b_j(y) = N(\mu_j, C_j) \), where \( j = 1, 2, ..., N \) indexes the state of a HMM \( \lambda \). Let \( z = [y^T, 1]^T \). Then, \( \log b_j(y) = z^T W_j z \), where

\[
W_j = \begin{bmatrix}
-\frac{1}{2} C_j^{-1} & C_j^{-1} \mu_j \\
C_j^{-1} \mu_j & \frac{1}{2} w_j \\
0 & w_j
\end{bmatrix} \in \mathbb{R}^{(d+1) \times (d+1)}
\]

and \( w_j = \frac{1}{2} \mu_j^T C_j^{-1} \mu_j - \frac{1}{2} \log |C_j^{-1}| - \frac{d}{2} \log 2\pi \). The above treatment considers \( y \) to be a single multivariate Gaussian random variable, though an extension to mixture of multivariate Gaussians is also possible. Note that the matrix \( W_j \) is available to Bob. Further, note that \( \log b_j(y) \) is a linear function of products \( z_i z_j \) where \( i, j \in \{ 1, 2, ..., d + 1 \} \).

This allows us to simplify the Secure Forward Algorithm Protocol of Section 11.2.4 as follows:

### 11.3.1 Simplified Secure Forward Algorithm

1. For each \( t = 1, 2, ..., T \), Alice sets \( z = [x_t^T, 1]^T \). Alice sends to Bob the encryptions of all \( z_i z_j \) with \( i, j \in \{ 1, 2, ..., d + 1 \} \).
2. For each HMM state \( j = 1, 2, \ldots, N \), Bob obtains the encryption
\[
E(\log b_j(x^t)) = E(z^T W_j z)
\]
using the additive homomorphic property.

3. Bob executes steps 5–8 from Section 11.2.4.

Now, the protocol for secure keyword recognition is as follows.

### 11.3.2 Protocol for Privacy-Preserving Isolated-Word Recognition

**Input:** Alice has the MFCC feature vectors \( x_1, x_2, \ldots, x_T \) corresponding to her privately owned speech sample. Bob has the database of HMMs \( \{\lambda_1, \lambda_2, \ldots, \lambda_\Delta\} \) where each HMM \( \lambda_\delta \) corresponds to a single keyword, which is denoted by \( \tau_\delta \).

**Output:** Alice obtains \( \delta^* = \arg \max_\delta \Pr(x_1, x_2, \ldots, x_T | \lambda_\delta) \).

1. Alice and Bob execute the protocol of Section 11.3.1 for each HMM \( \lambda_\delta \), at the end of which Bob obtains \( E(p_\delta) = E(\log \Pr(x_1, x_2, \ldots, x_T | \lambda_\delta)) \), \( \delta = 1, 2, \ldots, \Delta \).

2. Bob chooses an order-preserving matrix \(^1 R = (r_{ij})_{\Delta \times \Delta} \) with random coefficients. Using the additively homomorphic property of Paillier encryption, he computes the element-wise encryption given by \( (E(p'_1), \ldots, E(p'_\Delta)) = (E(p_1), \ldots, E(p_\Delta)) \cdot R \). Bob sends the result to Alice.

3. Alice decrypts and obtains \( \delta^* = \max_\delta p'_\delta = \max_\delta p_\delta \). This is true because \( R \) is order-preserving mapping.

4. Alice and Bob perform a 1-of-\( \Delta \) OT, and Alice obtains the word \( \tau_{\delta^*} \).

### 11.3.3 Computational Complexity

Let us consider the computational overhead of the protocol in terms of the number of keywords (\( \Delta \)), the number of HMM states (\( N \)), the time duration of the observation (\( T \)) and the size of each observation (\( d \)).

Alice has an overhead of \( O(d^2 T) \) encryptions at the beginning of the protocol. This initial computational overhead is independent of the number of keywords and the size of the HMM. Bob has an overhead of \( O(d^2 N \Delta T) \) ciphertext multiplications and exponentiations in order to determine the \( E(\log b_j(x^t)) \) terms. Finally, to determine the \( E(\alpha_T(j)) \) terms, Alice and Bob both have an overhead of \( O(N \Delta T) \). Thus Alice’s total protocol overhead is \( O((d^2 + N \Delta) T) \) while Bob’s total overhead is \( O(d^2 N \Delta T) \), which means that Bob’s overhead grows faster than Alice’s.

---

\(^1\) See [Rane and Sun, 2010a] for more details
11.3.4 Practical Issues

The Paillier cryptosystem is defined over an integer ring but the speech data consists of real numbers. In our implementation, we used numbers accurate to 6 decimal places as explained in Section 11.2. Furthermore, whenever there was a floating point number in the ciphertext exponent – of the form \( E(a)^b \) – then, the fractional part was truncated, and only the integer portion of \( b \) was used in the calculation. These approximations introduce errors in the protocol which propagate during the iterations of the forward algorithm.

Another implementation issue is that the value of \( \alpha_t(j) \) gets progressively smaller after each iteration, causing underflow after only a few iterations. This problem would not be encountered if the probabilities were expressed in the form \( \log \alpha_t(j) \). However, it is necessary to consider the actual value of \( \alpha_t(j) \) as seen in Section 11.2.4. The underflow problem is resolved by normalizing \( \alpha_t(1), \ldots, \alpha_t(N) \) in each iteration, such that the relative values are preserved, requiring a small modification to the protocol.

11.3.5 Experiments

We performed speech recognition experiments on a 3.2 GHz Intel Pentium 4 machine with 2 GB RAM and running 64-bit GNU/Linux. We created an efficient C++ implementation of the Paillier cryptosystem using the variable precision integer arithmetic library provided by OpenSSL. The encryption and decryption functions were used in a software implementation of the protocol of Section 11.2.4.

The experiment was conducted on audio samples of length 0.98 seconds each. The samples consisted of spoken words which were analyzed by ten HMMs each having 5 states. The HMMs were trained offline on ten different words, viz., utterances of “one”, “two”, “three”, and so on up to “ten”. Each test speech sample was converted into 98 overlapping vectors (called frames), a 39-dimensional feature vector composed of MFCCs were extracted from each frame. These MFCC vectors serve as Alice’s inputs \( x_t \).

Times needed to process audio samples of length 0.98 seconds using the 10 HMMs were measured. Table 11.1 gives the processing times for different key lengths with Paillier homomorphic encryption. It is evident that stronger keys incur significant cost in terms of processing time. Note that, once Bob receives the encrypted input from Alice, the calculation of \( E(\log b_j(x_t)) \) for all 10 HMMs may proceed in parallel. This is possible, for instance, in a cloud computing framework, where Bob has access to several server nodes.

To observe the effect of errors due to finite precision, we compared the values of \( \alpha_T(N) \) for a given 0.98-second speech sample derived using the privacy preserving speech recognition protocol as well as a
<table>
<thead>
<tr>
<th>Activity</th>
<th>256-bit keys</th>
<th>512-bit keys</th>
<th>1024-bit keys</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alice encrypts input data (Done only once)</td>
<td>205.23 s</td>
<td>1944.27 s</td>
<td>11045.2 s</td>
</tr>
<tr>
<td>Bob computes $E(\log b_j(x_t))$ (Time per HMM)</td>
<td>79.47 s</td>
<td>230.30 s</td>
<td>460.56 s</td>
</tr>
<tr>
<td>Both compute $E(\alpha_T(j))$ (Time per HMM)</td>
<td>16.28 s</td>
<td>107.35 s</td>
<td>784.58 s</td>
</tr>
</tbody>
</table>

Table 11.1: Protocol execution times in seconds for different encryption key sizes.

conventional non-secure implementation. This comparison of $\alpha_T(N)$ with and without encryption was performed for each of the 10 HMMs corresponding to the spoken words “one” through “ten”. The relative error in $\alpha_T(N)$ was measured to be 0.52%. Since the error between the actual forward probabilities and their finite precision approximations is very small, the secure speech recognizer nearly always gives the same output as an HMM-based recognizer trained on the same data. Actual performance depends on the quality of the training and test data.

11.4 DISCUSSION

We described protocols for practical privacy preserving inference and classification with HMMs and apply it to the problem of isolated word recognition. A natural progression is to extend the protocols to more complete inference, including decoding from large HMMs with privacy. Other extensions include privacy preserving inference from generalizations of HMMs such as dynamic Bayes networks. The protocols proposed in this chapter represent the first step towards developing a suite of privacy preserving technologies for voice processing, including applications ranging from keyword spotting, to biometrics and full speech recognition.
In this thesis, we introduced the problem of privacy-preserving speech processing. We considered the client/server setting, where the client has the speech input data and the server is interested in performing some speech processing task. We developed various frameworks for performing speech processing on obfuscated data. We considered the problem of privacy-preserving speech processing in the context of three applications: speaker verification, speaker identification, and speech recognition.

We reviewed some of the commonly used algorithms used in the speech processing applications mentioned above: Gaussian Mixture Models (GMMs) and supervectors for speaker verification and identification, and Hidden Markov Models (HMMs) for speech recognition. We used the cryptographic techniques such as homomorphic encryption and cryptographic hash functions to create privacy-preserving algorithms. The cryptographic tools that are used in order to preserve privacy introduce an additional computational overhead as compared to the non-private algorithm. Our emphasis is on creating feasible privacy-preserving mechanisms and we evaluate feasibility by measuring accuracy and speed of the mechanisms. We summarize our results below.

12.1 SUMMARY OF RESULTS

Part II. In Chapter 4, we considered the problem of speaker verification with the application scenarios of biometric authentication and relevant adversarial models. Conventional speaker verification systems require access to the speaker models and test input samples in plaintext. This makes them vulnerable to attack from an adversary who can gain unauthorized access to the system and use that information to impersonate users. We, therefore, created a framework for privacy-preserving speaker verification, where the system stores obfuscated speaker models and also requires the user to submit obfuscated speech input.

In Chapter 5, we developed SMC protocols for GMM-based algorithm for speaker verification using BGN and Paillier cryptosystems. We constructed both interactive and non-interactive variants of the protocol. The system needs to evaluate the user input on two models: speaker model and UBM. The interactive variant of the protocol is sufficient in the case of semi-honest user that provides correct speech input for both executions of
the protocol. To protect against a malicious user that can attempt to cheat by providing different inputs, we use the non-interactive variant of the protocol in which the server takes only one speech input from the user and can apply it to both models without requiring further interaction from the user. The SMC protocols perform the same steps as the original algorithm and obtain identical results up to a high degree of precision. We observed that the interactive and non-interactive protocols achieve high accuracy: 3.1% and 3.8% EER respectively over the YOHO dataset. In terms of the execution time, the interactive protocol requires 5 min, 33 s and the non-interactive protocol requires 4 hr, 52 min to evaluate a 1 s speech sample. The non-interactive protocol is slower because it involves homomorphic multiplication of ciphertexts.

In Chapter 6, we developed a different framework for speaker verification by transforming the problem into string comparison. In this framework, we apply a transformation to convert a speech sample to a fingerprint or a fixed-length bit-string by converting them into supervectors, applying multiple LSH functions, and finally applying a cryptographic hash function to obfuscate the LSH keys. The system then performs then performs speaker verification as password matching, by comparing the input hashes to those submitted by the user during enrollment. Compared to the GMM-based protocols, this framework imposes a very small computational overhead. We observed that the protocol only requires 28.34 millisecond for each input supervector. In terms of the accuracy, we observe that the algorithm achieves 11.86% EER. The accuracy is lower than that of using UBM-GMM for speaker verification, but they can potentially be improved by engineering better supervector features. In general, the choice between using LSH and GMM represents a trade-off between execution time and accuracy. If the application deployment scenario requires real-time performance, LSH based speaker verification is more applicable, on the other hand, if the scenario requires high accuracy, it is recommended to use GMM-based speaker verification.

Part III. In Chapter 7, we considered the problem of speaker identification with the application scenario of surveillance. Security agencies perform speaker identification to determine if a given speech sample belongs to a suspect. In order to do so using a conventional speaker identification system, the agency would require access to the speech input in plaintext. By using a privacy-preserving speaker identification system, the agency can perform the identification over obfuscated speech input without violating the privacy of all individuals.
In Chapter 8, we developed the privacy-preserving framework for GMM-based for speaker identification using the Paillier cryptosystem. We constructed two variants of the protocol where either the client sends encrypted speech to the server or the server sends encrypted models to the client. Both the variants of the protocol perform identical computation to the original speaker identification algorithm. We observed accuracy of 87.4% with a 10-speaker classification task over the YOHO dataset. In terms of the execution time, the two variants require 18 min and 1 hr, 22 min respectively to evaluate a 1 s speech sample. The first variant of the protocol requires large bandwidth for long speech inputs, while the bandwidth requirement of the second variant is independent of the speech input length. This represents a trade-off between execution time and bandwidth.

In Chapter 9, we developed an algorithm for speaker identification using Locality Sensitive Hashing (LSH) by transforming the problem into string comparison, similar to Chapter 6. We developed an cryptographic hashing algorithm in which two parties can perform oblivious salting to hide their data from each other. As was the case with speaker verification, the LSH-based protocols have smaller computational overhead as compared to the GMM-based protocols. We observed that the protocol requires 2.9 s for each input supervector. In terms of the accuracy, we observe that the algorithm has 81.3% accuracy, which is comparatively lower than the GMM-based algorithm. Similar to the case of privacy-preserving speaker verification with LSH, we observe that, the LSH and GMM-based speaker identification algorithms represent a trade-off between execution time and accuracy.

Part IV. In Chapter 10, we introduced the problem of privacy-preserving speech recognition with the application scenario of an external speech service provider. Although external speech processing services have recently become widespread, in many cases, users are reluctant to use them due to concerns about privacy and confidentiality of their speech input.

In Chapter 11, we constructed a privacy-preserving protocols for isolated-word recognition using HMM inference. In this framework HMMs can be evaluated over speech data encrypted with Paillier encryption. By creating one HMM for each word in the dictionary, the server can perform isolated-word speech recognition without observing the client’s input. Another advantage of this protocol is that the server is required to perform most of the computational operations as compared to the client. In terms of the execution time, the protocol required 5 min to evaluate a 1 s speech sample.
12.2 DISCUSSION

We created various privacy-preserving frameworks for speech processing tasks discussed above. For each privacy-preserving framework, we performed experiments to calculate the precision and accuracy for the task on a standardized dataset. We compare the execution time of our protocols to that of the non-privacy preserving variant of the same application. In some cases, we created two different mechanisms for the same task, e.g., SMC protocols using homomorphic encryption and string comparison using cryptographic hash functions, that individually provide high accuracy and speed respectively. This provides a trade-off between the two feasibility measures.

The above application scenarios establish the usefulness of our frameworks. Privacy-preserving speaker verification can be used in biometric authentication systems that are robust to being compromised, privacy-preserving speaker identification can be used to perform surveillance with privacy, privacy-preserving speech recognition can be used in external speech services without compromising the confidentiality of the speech input.

In this way, we establish that privacy-preserving speech processing is feasible and useful.
FUTURE WORK

In this thesis, we introduced the problem of privacy-preserving speech processing through a few applications: speaker verification, speaker identification, and speech recognition. There are, however, many problems in speech processing where the similar techniques can be adapted to. Additionally, there are other algorithmic improvements that will allow us to create more accurate or more efficient privacy-preserving solutions for these problems. We discuss a few directions for future research below.

13.1 OTHER PRIVACY-PRESERVING SPEECH PROCESSING TASKS

13.1.1 Privacy Preserving Music Recognition and Keyword Spotting

Keyword spotting involves detecting the presence of a keyword in an audio sample. A keyword is typically modeled as an HMM which a party can privately train using a audio dataset belonging to another party using a training protocol for speech recognition as described above. Using this model, we can construct an SMC protocol for iterative Viterbi decoding that efficiently finds the sub-sequence an observation sequence having the highest average probability of being generated by a given HMM.

Keyword spotting systems that use word level HMMs are analogous to HMM-based speaker identification systems in their operation, and would require similar approaches to them privately. However, when the system permits the user to specify the words and composes models for them from sub-word units an additional complexity is introduced if it is required that the identity of the keyword be hidden from the system. The approach will require composition of uninformative sub-word graphs and performing the computation in a manner that allows the recipient of the result to obtain scores from only the portions of the graph that represent the desired keyword.

13.1.2 Privacy Preserving Graph Search for Continuous Speech Recognition

Another interesting problem is constructing cryptographic protocols for graph search problems. Most problems in speech recognition including model evaluation algorithms like dynamic time warping (DTW), Viterbi decoding, as well as model training algorithms such as Baum-Welch can be formulated as graph search problems; an efficient
protocol for privacy preserving graph search can result in practical solutions for many of these problems.

The two specific directions we plan to investigate are:

1. **Graph Traversal.** We plan to study the general problem where one party has a graph and another party is interested in performing a graph traversal privately. While this is applicable in continuous speech recognition, we also plan to apply it to the general problem of matching finite automata and regular expressions with privacy constraints.

2. **Belief Propagation.** Given a graph structure, we are interested in evaluating how a potential function such as the probability of having a contagious disease spreads across the nodes in a private manner, i.e., without any node knowing anything about the value of the function at its neighbors. Kearns et al. [2007] present a privacy-preserving message passing solution for undirected trees. We plan to extend it to general graphs.

---

### 13.2 Algorithmic Improvements

#### 13.2.1 Ensemble of LSH functions

In Chapters 6 and 9, we used LSH as an approximate nearest-neighbor algorithm. In our experiments with LSH, we observed that there is an increase in accuracy by combining LSH for multiple distance metrics. Intuitively, this can be explained by the fact that a single distance metric captures “nearness” in a particular sense. By combining many diverse distance metrics, we are able to capture a heterogeneous sense of nearness that any single distance metric is unable to represent. However, this characteristic is not theoretically well understood. It will be interesting to develop a formal framework to analyze this, including obtaining bounds on the classification error of the ensemble.

#### 13.2.2 Using Fully Homomorphic Encryption

A cryptosystem supporting fully homomorphic encryption (FHE) allows us to perform any operation on plaintext by performing operations on corresponding ciphertext. This finds direct application in creating privacy-preserving mechanisms for distributed computational settings such as cloud-computing. The client can simply encrypt its data with FHE and upload it to the server. As the server can operate on the ciphertext to perform any operation on corresponding the plaintext, we can create a non-interactive protocol for any privacy-preserving computation.

The first such cryptosystem was proposed in a breakthrough work by Gentry [2009, 2010a]. Although the construction satisfies the neces-
sary properties for FHE, it is found to be computationally inefficient to be used in practice [Gentry, 2010b] in terms of encryption time and ciphertext sizes. Developing practical FHE schemes is an active area of research [Lauter et al., 2011].

If computationally practical FHE schemes are created, we can use them in place of the Paillier and BGN cryptosystems to create non-interactive protocols for speaker verification, speaker identification, and speech recognition. Apart from computing the encrypted probability scores from the encrypted speech input, we can potentially create a non-interactive protocol for private maximum computation.
Part VI

APPENDIX
Differentially Private Gaussian Mixture Models

A.1 Introduction

In recent years, vast amounts of personal data is being aggregated in the form of speech, medical, financial records, social networks, and government census data. As these often contain sensitive information, a database curator interested in releasing a function such as a statistic evaluated over the data is faced with the prospect that it may lead to a breach of privacy of the individuals who contributed to the database. It is therefore important to develop techniques for retrieving desired information from a dataset without revealing any information about individual data instances. Differential privacy [Dwork, 2006] is a theoretical model proposed to address this issue. A query mechanism evaluated over a dataset is said to satisfy differential privacy if it is likely to produce the same output on a dataset differing by at most one element. This implies that an adversary having complete knowledge of all data instances but one along with a priori information about the remaining instance, is not likely to be able to infer any more information about the remaining instance by observing the output of the mechanism.

One of the most common applications for such large data sets such as the ones mentioned above is for training classifiers that can be used to categorize new data. If the training data contains private data instances, an adversary should not be able to learn anything about the individual training dataset instances by analyzing the output of the classifier. Recently, mechanisms for learning differentially private classifiers have been proposed for logistic regression [Chaudhuri and Monteleoni, 2008]. In this method, the objective function which is minimized by the classification algorithm is modified by adding a linear perturbation term. Compared to the original classifier, there is an additional error introduced by the perturbation term in the differentially private classifier. It is important to have an upper bound on this error as a cost of preserving privacy.

The work mentioned above is largely restricted to binary classification, while multi-class classifiers are more useful in many practical situations. In this chapter, we propose an algorithm for learning multi-class Gaussian mixture model classifiers which satisfies differential privacy. Gaussian classifiers that model the distributions of individual classes as being generated from Gaussian distribution or a mixture of Gaussian distributions [McLachlan and Peel, 2000] are commonly...
used as multiclass classifiers. We use a large margin discriminative algorithm for training the classifier introduced by Sha and Saul [2006]. To ensure that the learned multi-class classifier preserves differential privacy, we modify the objective function by introducing a perturbed regularization term.

### A.2 Large Margin Gaussian Classifiers

We investigate the large margin multi-class classification algorithm introduced by Sha and Saul [2006]. The training dataset $(\mathbf{x}, y)$ contains $n$ $d$-dimensional iid training data instances $\mathbf{x}_i \in \mathbb{R}^d$ each with labels $y_i \in \{1, \ldots, C\}$.

#### A.2.1 Modeling Single Gaussian per Class

We first consider the setting where each class is modeled as a single Gaussian ellipsoid. Each class ellipsoid is parameterized by the centroid $\mu_c \in \mathbb{R}^d$, the inverse covariance matrix $\Psi_c \in \mathbb{R}^{d \times d}$, and a scalar offset $\theta_c \geq 0$. The decision rule is to assign an instance $\mathbf{x}_i$ to the class having smallest Mahalanobis distance [Mahalanobis, 1936] with the scalar offset from $\mathbf{x}_i$ to the centroid of that class.

$$y_i = \arg\min_c (\mathbf{x}_i - \mu_c)^T \Psi_c (\mathbf{x}_i - \mu_c) + \theta_c. \quad (A.1)$$

To simplify the notation, we expand $(\mathbf{x}_i - \mu_c)^T \Psi_c (\mathbf{x}_i - \mu_c)$ and collect the parameters for each class as the following $(d + 1) \times (d + 1)$ positive semidefinite matrix

$$\Phi_c = \begin{bmatrix} \Psi_c & -\Psi_c \mu_c \\ -\mu_c^T \Psi_c & \mu_c^T \Psi_c \mu_c + \theta_c \end{bmatrix} \quad (A.2)$$

and also append a unit element to each $d$-dimensional vector $\mathbf{x}_i$. The decision rule for a data instance $\mathbf{x}_i$ simplifies to

$$y_i = \arg\min_c \mathbf{x}_i^T \Phi_c \mathbf{x}_i. \quad (A.3)$$

The discriminative training procedure involves estimating a set of positive semidefinite matrices $\{\Phi_1, \ldots, \Phi_C\}$ from the training data $\{(\mathbf{x}_1, y_1), \ldots, (\mathbf{x}_n, y_n)\}$ which optimize the performance on the decision rule mentioned above. We apply the large margin intuition about the classifier maximizing the distance of training data instances from the decision boundaries having a lower error. This leads to the classification algorithm being robust to outliers with provably strong generalization guarantees. Formally, we require that for each training data instance $\mathbf{x}_i$ with label $y_i$, the distance from $\mathbf{x}_i$ to the centroid of class $y_i$ is at least less than its distance from centroids of all other classes by one.

$$\forall c \neq y_i : \mathbf{x}_i^T \Phi_c \mathbf{x}_i \geq 1 + \mathbf{x}_i^T \Phi_{y_i} \mathbf{x}_i. \quad (A.4)$$
Analogous to support vector machines, the training algorithm is an optimization problem minimizing the hinge loss denoted by \( [f]_+ = \max(0, f) \), with a linear penalty for incorrect classification. We use the sum of traces of inverse covariance matrices for each classes as a regularization term. The regularization requires that if we can learn a classifier which labels every training data instance correctly, we choose the one with the lowest inverse covariance or highest covariance for each class ellipsoid as this prevents the classifier from over-fitting. The parameter \( \gamma \) controls the trade off between the loss function and the regularization.

\[
J(\Phi, \vec{x}, \vec{y}) = \frac{1}{n} \sum_{i=1}^{n} \sum_{c \neq y_i} \left[ 1 + \vec{x}_i^T (\Phi_{y_i} - \Phi_c) \vec{x}_i \right]_+ + \gamma \sum_c \text{trace}(\Psi_c).
\]  

The objective function is convex function of positive semidefinite matrices \( \Phi_c \). The optimization can be formulated as a semidefinite programming problem [Vandenberghe and Boyd, 1996] and be solved efficiently using interior point methods.

A.2.2 Generalizing to Mixtures of Gaussians

We extend the above classification framework to modeling each class as a mixture of \( K \) Gaussians ellipsoids. A simple extension is to consider each data instance \( \vec{x}_i \) as having a mixture component \( m_i \) along with the label \( y_i \). The mixture labels are not available \textit{a priori}, these can be generated by training a generative GMM using the data instances in each class and selecting the mixture component with the highest posterior probability. Similar to the criterion in Equation (A.4), we require that for each training data instance \( \vec{x}_i \) with label \( y_i \) and mixture component \( m_i \), the distance from \( \vec{x}_i \) to the centroid of the Gaussian ellipsoid for the mixture component \( m_i \) of label \( y_i \) is at least one greater than the minimum distance from \( \vec{x}_i \) to the centroid of any mixture component of any other class. If \( \Phi_{y_i, m_i} \) corresponds to the parameter matrix of the mixture component \( m_i \) of the class \( y_i \), and
$\Phi_{cm}$ corresponds to the parameter matrix of the mixture component $m$ of the class $c$,

$$\forall c \neq y_i : \min_m \bar{x}_i^T \Phi_{cm} \bar{x}_i \geq 1 + \bar{x}_i^T \Phi_{y_i,m} \bar{x}_i.$$  

In order to maintain the convexity of the objective function, we use the property $\min_m a_m \geq -\log \sum_m e^{-a_m}$ to rewrite the above constraint as

$$\forall c \neq y_i : -\log \sum_m e^{-\bar{x}_i^T \Phi_{cm} \bar{x}_i} \geq 1 + \bar{x}_i^T \Phi_{y_i,m} \bar{x}_i.$$  

(A.7)

As before, we minimize the hinge loss of misclassification along with the regularization term. The objective function becomes

$$J(\Phi, \bar{x}, y) = \frac{1}{n} \sum_{i=1}^{n} \sum_{c \neq y_i} \left[ 1 + \bar{x}_i^T \Phi_{y_i,m} \bar{x}_i + \log \sum_m e^{-\bar{x}_i^T \Phi_{cm} \bar{x}_i} \right] +$$

$$+ \gamma \sum_{cm} \text{trace}(I \Phi \Phi_{cm} I \Phi).$$  

(A.8)

After this modification, the underlying optimization problem remains a convex semidefinite program and is tractable to solve. As compared to the single Gaussian case, however, the space of the problem increases linearly as the product of the number of classes and mixture components $C_K$.

A.2.3  Making the Objective Function Differentiable and Strongly Convex

The hinge loss being non-differentiable is not convenient for our analysis; we replace it with a surrogate loss function called Huber loss $l_h$. For small values of the parameter $h$, Huber loss has similar characteristics as hinge loss and provides the same accuracy [Chapelle, 2007]. Let us denote $\bar{x}_i^T \Phi_{y_i} \bar{x}_i + \log \sum_m e^{-\bar{x}_i^T \Phi_{cm} \bar{x}_i}$ by $M(x_i, \Phi_c)$ for conciseness. The Huber loss $l_h$ computed over data instances $(\bar{x}_i, y_i)$ becomes

$$l_h(\Phi_c, \bar{x}_i, y_i)$$

$$= \begin{cases}  
0 & \text{if } M(x_i, \Phi_c) > h, \\
\frac{1}{4h} \left[ h - \bar{x}_i^T \Phi_{y_i} \bar{x}_i - \log \sum_m e^{-\bar{x}_i^T \Phi_{cm} \bar{x}_i} \right]^2 & \text{if } |M(x_i, \Phi_c)| < h \\
-\bar{x}_i^T \Phi_{y_i} \bar{x}_i - \log \sum_m e^{-\bar{x}_i^T \Phi_{cm} \bar{x}_i} & \text{if } M(x_i, \Phi_c) < -h. 
\end{cases}$$  

(A.9)
Finally, the regularized Huber loss computed over the training dataset \((\bar{x}, \bar{y})\) is given by

\[
J(\Phi, \bar{x}, \bar{y}) = \frac{1}{n} \sum_{i=1}^{n} \sum_{c \neq y_i} \ell_h \left[ 1 + \bar{x}_i^T \Phi_{y_i} \bar{x}_i + \log \sum_m e^{-\bar{x}_i^T \Phi_c \bar{x}_i} \right] \\
+ \gamma \sum_{cm} \text{trace}(I_{\Phi} \Phi_{cm} I_{\Phi}) \\
= \frac{1}{n} \sum_{i=1}^{n} L(\Phi, \bar{x}_i, y_i) + N(\Phi) \\
= L(\Phi, \bar{x}, \bar{y}) + N(\Phi),
\]

where \(L(\Phi, \bar{x}_i, y_i)\) is the contribution of a single data instance to the loss, \(L(\Phi, \bar{x}, \bar{y})\) is the overall loss function and \(N(\Phi)\) is the regularization term.

Our theoretical analysis requires that the regularized loss function minimized by the classifier is \(\gamma\)-strongly convex. The regularized loss function \(J(\Phi, \bar{x}, \bar{y})\) is convex as it is the sum of convex loss function \(L(\Phi, \bar{x}, \bar{y})\) and regularization term \(N(\Phi)\), but it does not satisfy strong convexity. Towards this, we augment it with an additional \(\ell_2\) regularization term to get

\[
J(\Phi, \bar{x}, \bar{y}) = \frac{1}{n} \sum_{i=1}^{n} L(\Phi, \bar{x}_i, y_i) \\
+ \gamma \sum_{cm} \text{trace}(I_{\Phi} \Phi_{cm} I_{\Phi}) + \lambda \sum_{cm} \|\Phi_{cm}\|^2 \\
= L(\Phi, \bar{x}, \bar{y}) + N(\Phi).
\]
where $N(\Phi)$ now includes the extended regularization term. As the $\ell_2$ regularization term satisfies 1-strong convexity, it can be easily shown that $J(\Phi, x, y)$ satisfies $\lambda$-strong convexity, i.e.,

$$J\left(\frac{\Phi_1 + \Phi_2}{2}, x, y\right) = \frac{J(\Phi_1, x, y) + J(\Phi_2, x, y)}{2} - \frac{\lambda}{4} \sum_{cm} \|\Phi_{1,c,m} - \Phi_{2,c,m}\|^2. \quad (A.12)$$

### A.3 Differentially Private Large Margin Gaussian Mixture Models

We modify the large margin Gaussian mixture model formulation to satisfy differential privacy by introducing a perturbation term in the objective function. As this classification method ultimately consists of minimizing a convex loss function, the large margin characteristics of the classifier by itself do not interfere with differential privacy.

We generate the size $(d + 1) \times (d + 1)$ perturbation matrix $b$ with density

$$P(b) \propto \exp \left(-\epsilon \|b\|\right), \quad (A.13)$$

where $\|\cdot\|$ is the Frobenius norm (element-wise $\ell_2$ norm) and $\epsilon$ is the privacy parameter. One method of generating such a $b$ matrix is to sample $\|b\|$ from $\Gamma \left((d + 1)^2, \frac{1}{\epsilon}\right)$ and the direction of $b$ from the uniform distribution.

Our proposed learning algorithm minimizes the following objective function $J_p(\Phi, x, y)$, where the subscript $p$ denotes privacy.

$$J_p(\Phi, x, y) = J(\Phi, x, y) + \sum_{c} \sum_{ij} b_{ij} \Phi_{cij}. \quad (A.14)$$

As the dimensionality of the perturbation matrix $b$ is same as that of the classifier parameters $\Phi_c$, the parameter space of $\Phi$ does not change after perturbation. In other words, given two datasets $(\vec{x}, \vec{y})$ and $(\vec{x}', \vec{y}')$, if $\Phi^p$ minimizes $J_p(\Phi, x, y)$, it is always possible to have $\Phi^p$ minimize $J_p(\Phi, x', y')$. This is a necessary condition for the classifier $\Phi^p$ satisfying differential privacy.

Furthermore, as the perturbation term is convex and positive semidefinite, the perturbed objective function $J_p(\Phi, x, y)$ has the same properties as the unperturbed objective function $J(\Phi, x, y)$. Also, the perturbation does not introduce any additional computational cost as compared to the original algorithm.
A.4 Theoretical Analysis

A.4.1 Proof of Differential Privacy

We prove that the classifier minimizing the perturbed optimization function \( J_p(\Phi, \vec{x}, \vec{y}) \) satisfies \( \epsilon \)-differential privacy in the following theorem. Given a dataset \((\vec{x}, \vec{y}) = \{ (\vec{x}_1, y_1), \ldots, (\vec{x}_{n-1}, y_{n-1}), (\vec{x}_n, y_n) \} \), the probability of learning the classifier \( \Phi^p \) is close to the probability of learning the same classifier \( \Phi^p \) given an adjacent dataset \( (\vec{x}', \vec{y}') = \{ (\vec{x}_1, y_1), \ldots, (\vec{x}_{n-1}, y_{n-1}) \} \) which \( \text{wlog} \) does not contain the \( n^{th} \) instance. As we mentioned in the previous section, it is always possible to find such a classifier \( \Phi^p \) minimizing both \( J_p(\Phi, \vec{x}, \vec{y}) \) and \( J_p(\Phi, \vec{x}', \vec{y}') \) due to the perturbation matrix being in the same space as the optimization parameters.

Our proof requires a strictly convex perturbed objective function resulting in a unique solution \( \Phi^p \) minimizing it. This in turn requires that the loss function \( L(\Phi, \vec{x}, y) \) is strictly convex and differentiable, and the regularization term \( N(\Phi) \) is convex. These seemingly strong constraints are satisfied by many commonly used classification algorithms such as logistic regression, support vector machines, and our general perturbation technique can be extended to those algorithms. In our proposed algorithm, the Huber loss is by definition a differentiable function and the trace regularization term is convex and differentiable. Additionally, we require that the difference in the gradients of \( L(\Phi, \vec{x}, y) \) calculated over for two adjacent training datasets is bounded. We prove this property in Lemma A.7.1 given in the appendix.

**Theorem A.4.1.** For any two adjacent training datasets \((\vec{x}, \vec{y}) \) and \((\vec{x}', \vec{y}')\), the classifier \( \Phi^p \) minimizing the perturbed objective function \( J_p(\Phi, \vec{x}, \vec{y}) \) satisfies differential privacy.

\[
\left| \log \frac{p(\Phi^p|\vec{x}, \vec{y})}{p(\Phi^p|\vec{x}', \vec{y}')} \right| \leq \epsilon',
\]

where \( \epsilon' = \epsilon + k \) for a constant factor \( k \).

**Proof.** As \( J(\Phi, \vec{x}, \vec{y}) \) is strongly convex and differentiable, there is a unique solution \( \Phi^* \) that minimizes it. As the perturbation term \( \sum c \sum_{ij} b_{ij} \Phi_{cij} \) is also convex and differentiable, the perturbed objective function \( J_p(\Phi, \vec{x}, \vec{y}) \) also has a unique solution \( \Phi^p \) that minimizes it. Differentiating \( J_p(\Phi, \vec{x}, \vec{y}) \) wrt \( \Phi_{cm} \), we have

\[
\frac{\partial}{\partial \Phi_{cm}} J_p(\Phi, \vec{x}, \vec{y}) = \frac{\partial}{\partial \Phi_{cm}} L(\Phi, \vec{x}, \vec{y}) + \gamma I_\Phi
\]

\[+ 2\lambda \Phi_{cm} + b. \tag{A.15}\]

Substituting the optimal \( \Phi^p_{cm} \) in the derivative gives us

\[
\gamma I_\Phi + 2\lambda \Phi^p_{cm} = -\frac{\partial}{\partial \Phi^p_{cm}} L(\Phi^p, \vec{x}, \vec{y}). \tag{A.16}\]
This relation shows that two different values of $b$ cannot result in the same optimal $\Phi^p$. As the perturbed objective function $J_p(\Phi, x, y)$ is also convex and differentiable, there is a bijective map between the perturbation $b$ and the unique $\Phi^p$ minimizing $J_p(\Phi, x, y)$.

Let $b_1$ and $b_2$ be the two perturbations applied when training with the adjacent datasets $(\bar{x}, \bar{y})$ and $(\bar{x}', \bar{y}')$ respectively. Assuming that we obtain the same optimal solution $\Phi^p$ while minimizing both $J_p(\Phi, \bar{x}, \bar{y})$ with perturbation $b_1$ and $J_p(\Phi, \bar{x}, \bar{y})$ with perturbation $b_2$,

$$\gamma I_{\phi} + 2\lambda \Phi_{cm} + b_1 = -\frac{\partial}{\partial \Phi_{cm}} L(\Phi^p, \bar{x}, \bar{y}),$$
$$\gamma I_{\phi} + 2\lambda \Phi_{cm} + b_2 = -\frac{\partial}{\partial \Phi_{cm}} L(\Phi^p, \bar{x}', \bar{y}'),$$
$$b_1 - b_2 = \frac{\partial}{\partial \Phi_{cm}} L(\Phi^p, \bar{x}', \bar{y}') - \frac{\partial}{\partial \Phi_{cm}} L(\Phi^p, \bar{x}, \bar{y}). \quad (A.17)$$

We take the Frobenius norm of both sides and apply the bound on the RHS as given by Lemma A.7.1. Assuming that $n > 1$, in order to ensure that $(\bar{x}', \bar{y}')$ is not an empty set,

$$\|b_1 - b_2\| = \left\| \frac{\partial}{\partial \Phi_{cm}} L(\Phi^p, \bar{x}', \bar{y}') - \frac{\partial}{\partial \Phi_{cm}} L(\Phi^p, \bar{x}, \bar{y}) \right\|$$
$$= \left\| \frac{1}{n-1} \sum_{i=1}^{n-1} \frac{\partial}{\partial \Phi_{cm}} L(\Phi^p, \bar{x}_i, \bar{y}_i) - \frac{1}{n} \sum_{i=1}^{n-1} \frac{\partial}{\partial \Phi_{cm}} L(\Phi^p, \bar{x}_n, \bar{y}_n) \right\|$$
$$\leq \left\| \frac{1}{n} \sum_{i=1}^{n-1} \frac{\partial}{\partial \Phi_{cm}} L(\Phi^p, \bar{x}_i, \bar{y}_i) - \frac{1}{n} \sum_{i=1}^{n-1} \frac{\partial}{\partial \Phi_{cm}} L(\Phi^p, \bar{x}_n, \bar{y}_n) \right\|$$
$$\leq \frac{2}{n} \leq 1.$$

Using this property, we can calculate the ratio of densities of drawing the perturbation matrices $b_1$ and $b_2$ as

$$\frac{P(b = b_1)}{P(b = b_2)} = \frac{\text{surf}(\|b_{1}\|) \|b_{1}\|^d \exp[-\epsilon \|b_{1}\|]}{\text{surf}(\|b_{2}\|) \|b_{2}\|^d \exp[-\epsilon \|b_{2}\|]}.$$ 

where $\text{surf}(\|b\|)$ is the surface area of the $(d+1)$-dimensional hypersphere with radius $\|b\|$. As $\text{surf}(\|b\|) = \text{surf}(1)\|b\|^d$, where $\text{surf}(1)$ is the area of the unit $(d + 1)$-dimensional hypersphere, the ratio of the densities becomes

$$\frac{P(b = b_1)}{P(b = b_2)} = \exp[\epsilon(\|b_{1}\| - \|b_{2}\|)]$$
$$\leq \exp[\epsilon(\|b_{2} - b_{1}\|)] \leq \exp(\epsilon). \quad (A.18)$$

The ratio of the densities of learning $\Phi^p$ using the adjacent datasets $(\bar{x}, \bar{y})$ and $(\bar{x}', \bar{y}')$ is given by

$$\frac{P(\Phi^p|\bar{x}, \bar{y})}{P(\Phi^p|\bar{x}', \bar{y}')} = \frac{P(b = b_{1})}{P(b = b_{2})} \left| \frac{\det(\beta(\Phi^p \to b_{1}|\bar{x}, \bar{y}))}{\det(\beta(\Phi^p \to b_{2}|\bar{x}', \bar{y}'))} \right|^{-1}. \quad (A.19)$$
where $J(\Phi^p \rightarrow b_1|\vec{x}, \vec{y})$ and $J(\Phi^p \rightarrow b_2|\vec{x}', \vec{y}')$ are the Jacobian matrices of the bijective mappings from $\Phi^p$ to $b_1$ and $b_2$ respectively. In Lemma A.7.3, we show that the ratio of the Jacobian determinants is upper bounded by $\exp(k) = 1 + \frac{1}{n\lambda}$, which is constant in terms of the classifier $\Phi^p$ and the dataset $(\vec{x}, \vec{y})$. The proof of Lemma A.7.3 is similar to Theorem 9 of [Chaudhuri et al., 2011].

By substituting this result into Equation (A.19), the ratio of the densities of learning $\Phi^p$ using the adjacent datasets becomes

$$\frac{P(\Phi^p|\vec{x}, \vec{y})}{P(\Phi^p|\vec{x}', \vec{y}')} \leq \exp(\epsilon + k) = \exp(\epsilon'). \quad (A.20)$$

Similarly, we can show that the probability ratio is lower bounded by $\exp(-\epsilon')$, which together with Equation (A.20) satisfies the definition of differential privacy.

\[\square\]

### A.4.2 Analysis of Excess Error

In this section we bound the error on the differentially private classifier as compared to the original non-private classifier. We treat the case of a single Gaussian per class for simplicity, however this analysis can be naturally extended to the case of a mixture of Gaussians per class. In the remainder of this section, we denote the terms $J(\Phi, \vec{x}, \vec{y})$ and $L(\Phi, \vec{x}, \vec{y})$ by $J(\Phi)$ and $L(\Phi)$, respectively for conciseness. The objective function $J(\Phi)$ contains the loss function $L(\Phi)$ computed over the training data $(\vec{x}, \vec{y})$ and the regularization term $N(\Phi)$ – this is known as the regularized empirical risk of the classifier $\Phi$. In the following theorem, we establish a bound on the regularized empirical excess risk of the differentially private classifier minimizing the perturbed objective function $J_p(\Phi)$ over the classifier minimizing the unperturbed objective function $J(\Phi)$.

**Theorem A.4.2.** With probability at least $1 - \delta$, the regularized empirical excess risk of the classifier $\Phi^p$ minimizing the perturbed objective function $J_p(\Phi)$ over the classifier $\Phi^*$ minimizing the unperturbed objective function $J(\Phi)$ is bounded as

$$J(\Phi^p) \leq J(\Phi^*) + \frac{8(d+1)^4C}{\epsilon^2\lambda} \log^2\left(\frac{d}{\delta}\right).$$

**Proof.** We use the definition of $J_p(\Phi) = J(\Phi) + \sum_c \sum_{ij} b_{ij} \Phi_{cij}$ and the optimality of $\Phi^p$, i.e., $J_p(\Phi^p) \leq J_p(\Phi^*)$.

$$J(\Phi^p) + \sum_c \sum_{ij} b_{ij} \Phi^p_{cij} \leq J(\Phi^*) + \sum_c \sum_{ij} b_{ij} \Phi^*_{cij},$$

$$J(\Phi^p) \leq J(\Phi^*) + \sum_c \sum_{ij} b_{ij}(\Phi^*_{cij} - \Phi^p_{cij}). \quad (A.21)$$
Using the strong convexity of $J(\Phi)$ and the optimality of $J(\Phi^*)$, we have

$$J(\Phi^*) \leq J\left(\frac{\Phi^p + \Phi^*}{2}\right) \leq \frac{J(\Phi^p) + J(\Phi^*)}{2} - \frac{\lambda}{8} \sum_c \|\Phi^*_c - \Phi^p_c\|^2,$$

$$J(\Phi^*) - J(\Phi^*) \geq \frac{\lambda}{4} \sum_c \|\Phi^*_c - \Phi^p_c\|^2. \quad (A.22)$$

Similarly, using the strong convexity of $J_p(\Phi)$ and the optimality of $J_p(\Phi^p)$,

$$J_p(\Phi^p) \leq J_p\left(\frac{\Phi^p + \Phi^*}{2}\right) \leq \frac{J_p(\Phi^p) + J(\Phi^*)}{2} - \frac{\lambda}{8} \sum_c \|\Phi^*_c - \Phi^p_c\|^2,$$

$$J_p(\Phi^*) - J_p(\Phi^p) \geq \frac{\lambda}{4} \sum_c \|\Phi^*_c - \Phi^p_c\|^2.$$  

Substituting $J_p(\Phi) = J(\Phi) + \sum_c \sum_{ij} b_{ij} \Phi_{cij}$,

$$J(\Phi^*) + \sum_c \sum_{ij} b_{ij} \Phi^*_c - J(\Phi^p) - \sum_c \sum_{ij} b_{ij} \Phi^p_c$$

$$\geq \frac{\lambda}{4} \sum_c \|\Phi^*_c - \Phi^p_c\|^2,$$

$$\sum_c \sum_{ij} b_{ij} (\Phi^*_c - \Phi^p_c) - (J(\Phi^p) - J(\Phi^*)) \geq \frac{\lambda}{4} \sum_c \|\Phi^*_c - \Phi^p_c\|^2.$$  

Substituting the lower bound on $J(\Phi^p) - J(\Phi^*)$ given by Equation (A.22),

$$\sum_c \sum_{ij} b_{ij} (\Phi^*_c - \Phi^p_c) \geq \frac{\lambda}{2} \sum_c \|\Phi^*_c - \Phi^p_c\|^2,$$

$$\left[\sum_c \sum_{ij} b_{ij} (\Phi^*_c - \Phi^p_c)^2\right]^{\frac{1}{2}} \geq \frac{\lambda^2}{4} \left[\sum_c \|\Phi^*_c - \Phi^p_c\|^2\right]^{\frac{1}{2}}. \quad (A.23)$$

Using the Cauchy-Schwarz inequality, we have,

$$\left[\sum_c \sum_{ij} b_{ij} (\Phi^*_c - \Phi^p_c)^2\right]^{\frac{1}{2}} \leq C \|b\|^2 \sum_c \|\Phi^*_c - \Phi^p_c\|^2. \quad (A.24)$$
Combining this with Equation (A.23) gives us

\[ C\|b\|^2 \sum_c \|\Phi^*_c - \Phi^p_c\|^2 \geq \frac{\lambda^2}{4} \left[ \sum_c \|\Phi^*_c - \Phi^p_c\|^2 \right]^2, \]

\[ \sum_c \|\Phi^*_c - \Phi^p_c\|^2 \leq \frac{4C}{\lambda^2} \|b\|^2. \quad (A.25) \]

Combining this with Equation (A.24) gives us

\[ \sum_c \sum_{ij} b_{ij} (\Phi^*_c - \Phi^p_c) \leq \frac{2C}{\lambda} \|b\|^2. \]

We bound \( \|b\|^2 \) with probability at least \( 1 - \delta \) as given by Lemma A.7.6.

\[ \sum_c \sum_{ij} b_{ij} (\Phi^*_c - \Phi^p_c) \leq \frac{8(d+1)^4C}{\epsilon^2\lambda} \log^2 \left( \frac{d}{\delta} \right). \quad (A.26) \]

Substituting this in Equation (A.21) proves the theorem. \( \square \)

The upper bound on the regularized empirical risk is in \( O\left( \frac{C}{\epsilon^2\lambda} \right) \). The bound increases for smaller values of \( \epsilon \) which implies tighter privacy and therefore suggests a trade off between privacy and utility.

The regularized empirical risk of a classifier is calculated over a given training dataset. In practice, we are more interested in how the classifier will perform on new test data which is assumed to be generated from the same source as the training data. The expected value of the loss function computed over the data is called the true risk \( \tilde{J}(\Phi) = E[J(\Phi)] \) of the classifier \( \Phi \). In the following theorem, we establish a bound on the true excess risk of the differentially private classifier minimizing the perturbed objective function and the classifier minimizing the original objective function.

**Theorem A.4.3.** With probability at least \( 1 - \delta \), the true excess risk of the classifier \( \Phi^p \) minimizing the perturbed objective function \( J_p(\Phi) \) over the classifier \( \Phi^* \) minimizing the unperturbed objective function \( J(\Phi) \) is bounded as

\[ \tilde{J}(\Phi^p) \leq \tilde{J}(\Phi^*) + \frac{8(d+1)^4C}{\epsilon^2\lambda} \log^2 \left( \frac{d}{\delta} \right) \]

\[ + \frac{16}{\lambda n} \left[ 32 + \log \left( \frac{1}{\delta} \right) \right]. \]

**Proof.** Let \( \Phi^r \) be the classifier minimizing \( \tilde{J}(\Phi) \), i.e., \( \tilde{J}(\Phi^r) \leq \tilde{J}(\Phi^*) \).

Rearranging the terms, we have

\[ \tilde{J}(\Phi^p) = \tilde{J}(\Phi^*) + [\tilde{J}(\Phi^p) - \tilde{J}(\Phi^r)] + [\tilde{J}(\Phi^r) - \tilde{J}(\Phi^*)] \]

\[ \leq \tilde{J}(\Phi^*) + [\tilde{J}(\Phi^p) - \tilde{J}(\Phi^r)]. \quad (A.27) \]
Sridharan et al. [2008] present a bound on the true excess risk of any classifier as an expression of the bound on the regularized empirical excess risk for that classifier. With probability at least $1 - \delta$,

$$\tilde{J}(\Phi_p) - \tilde{J}(\Phi_r) \leq 2[\tilde{J}(\Phi_p) - \tilde{J}(\Phi^*)]$$

$$+ \frac{16}{\lambda n} \left[ 32 + \log\left(\frac{1}{\delta}\right) \right].$$

Substituting the bound from Theorem A.4.2,

$$\tilde{J}(\Phi_p) - \tilde{J}(\Phi_r) \leq \frac{8(d + 1)^4 C}{\epsilon^2 \lambda} \log^2\left(\frac{d}{\delta}\right)$$

$$+ \frac{16}{\lambda n} \left[ 32 + \log\left(\frac{1}{\delta}\right) \right].$$

(A.28)

Substituting this result into Equation (A.27) proves the theorem. □

Similar to the bound on the regularized empirical excess risk, the bound on the true excess risk is also inversely proportional to $\epsilon^2$ reflecting the trade-off between privacy and utility. The bound is linear in the number of classes $C$, which is a consequence of the multi-class classification. The classifier learned using a higher value of the regularization parameter $\lambda$ will have a higher covariance for each class ellipsoid. This would also make the classifier less sensitive to the perturbation. This intuition is confirmed by the fact that the true excess risk bound is inversely proportional to $\lambda$.

**A.5 experiments**

We analyze the differentially private large margin Gaussian mixture model classifier to empirically quantify the error introduced by the perturbation. We implemented the classifier using the CVX convex program solver [Grant and Boyd, 2010]. We report the results on the experiments with the UCI Breast Cancer dataset [Frank and Asuncion, 2010] consisting of binary labeled 683 data instances with 10 features. We split the data randomly into 583 instances for the training dataset and 100 instances for the test dataset.

We trained the classifier with the different random samples of the perturbation term $b$, each sampled with the increasing values of $\epsilon$, and the regularization parameter $\lambda = 0.31$ which is obtained via cross-validation. The test error results averaged over 10 runs are shown in Figure A.2.

The dashed line represents the test error of the non-private classifier which remains constant with $\epsilon$. We observe that for small value of $\epsilon$ implying tighter privacy constraints, we observe a higher error. By increasing $\epsilon$, we see that the error steadily decreases and converges to the test error of the non-private classifier.
A.6 CONCLUSION

In this chapter, we present a discriminatively trained Gaussian mixture model based classification algorithm that satisfies differential privacy. Our proposed technique involves adding a perturbation term to the objective function. We prove that the proposed algorithm satisfies differential privacy and establish a bound on the excess risk of the classifier learned by the algorithm which is directly proportional to the number of classes and inversely proportional to the privacy parameter \( \epsilon \) reflecting a trade-off between privacy and utility.

A.7 SUPPLEMENTARY PROOFS

Lemma A.7.1. Assuming all the data instances to lie within a unit \( \ell_2 \) ball, the Frobenius norm of the derivative of Huber loss function \( L(\Phi, \bar{x}_i, y_i) \) computed over the data instance \((\bar{x}_i, y_i)\) is bounded.

\[
\left\| \frac{\partial}{\partial \Phi_c} L(\Phi, \bar{x}_i, y_i) \right\| \leq 1.
\]
Proof. The derivative of the Huber loss function for the data instance \(\tilde{x}_i\) with label \(y_i\) is

\[
\frac{\partial}{\partial \Phi_{cm}} L(\Phi, \tilde{x}_i, y_i) = \begin{cases} 
0 & \text{if } M(x_i, \Phi_c) > h, \\
-\frac{1}{2h} [h - \tilde{x}_i^T \Phi_c \tilde{x}_i - \log \sum_m e^{-\tilde{x}_i^T \Phi_c \tilde{x}_i}] & \text{if } |M(x_i, \Phi_c)| \leq h, \\
\frac{e^{\tilde{x}_i^T \Phi_c \tilde{x}_i} \tilde{x}_i \tilde{x}_i^T}{\sum_m e^{\tilde{x}_i^T \Phi_c \tilde{x}_i}} & \text{if } M(x_i, \Phi_c) < -h.
\end{cases}
\]

The data points lie in a \(\ell_2\) ball of radius 1, \(\forall i: \|\tilde{x}_i\|_2 \leq 1\). Using linear algebra, it is easy to show that the Frobenius norm of the matrix \(\tilde{x}_i \tilde{x}_i^T\) is same as the \(\ell_2\) norm of the vector \(\tilde{x}_i\), \(\|\tilde{x}_i \tilde{x}_i^T\| = \|\tilde{x}_i\|_2 \leq 1\).

We have,

\[
\left\| \frac{e^{-\tilde{x}_i^T \Phi_c \tilde{x}_i}}{\sum_m e^{-\tilde{x}_i^T \Phi_c \tilde{x}_i}} \tilde{x}_i \tilde{x}_i^T \right\| = \left\| \frac{1}{1 + \sum_{m-1} e^{-\tilde{x}_i^T \Phi_c \tilde{x}_i}} \tilde{x}_i \tilde{x}_i^T \right\| = \left\| \frac{1}{\|\tilde{x}_i \tilde{x}_i^T\|_2} \tilde{x}_i \tilde{x}_i^T \right\| \leq 1.
\]

The term \([h - \tilde{x}_i^T \Phi_c \tilde{x}_i - \log \sum_m e^{-\tilde{x}_i^T \Phi_c \tilde{x}_i}]\) is at most \(h\) when \(|M(\tilde{x}_i, \Phi_c)| \leq h\), the Frobenius norm of the derivative of the Huber loss function is at most one in all cases, \(\left\| \frac{\partial}{\partial \Phi_{cm}} L(\Phi, \tilde{x}_i, y_i) \right\| \leq 1\). Similarly, for a data instance \(\tilde{x}_i\) with label \(y_i\), we have \(\left\| \frac{\partial}{\partial \Phi_{cm}} L(\Phi, \tilde{x}_i, y_i) \right\| \leq 1\).

\[\square\]

Lemma A.7.2. Assuming all the data instances to lie within a unit \(\ell_2\) ball, the Frobenius norm of the second derivative of Huber loss function \(L(\Phi, \tilde{x}_i, y_i)\) computed over the data instance \((\tilde{x}_i, y_i)\) is bounded.

\[
\left\| \frac{\partial^2}{\partial \Phi_{cm}^2} L(\Phi, \tilde{x}_i, y_i) \right\| \leq 1.
\]
Proof. The second derivative of the Huber loss function for the data instance $\vec{x}_i$ with label $y_i$ is

$$
\frac{\partial^2}{\partial \Phi_{cm}^2} L(\Phi, \vec{x}_i, y_i) = \begin{cases} 
0 & \text{if } M(x_i, \Phi_c) > h, \\
-\frac{1}{2h} \left[ \frac{e^{-\vec{x}_i^T \Phi_c \vec{x}_i}}{\sum_m e^{-\vec{x}_m^T \Phi_c \vec{x}_m}} \right]^2 & \text{if } |M(x_i, \Phi_c)| < h, \\
\frac{1}{2h} \left[ \frac{h - \vec{x}_i^T \Phi y_i - \log \sum_m e^{-\vec{x}_m^T \Phi_c \vec{x}_m}}{\sum_m e^{-\vec{x}_m^T \Phi_c \vec{x}_m}} \right]^2 \vec{x}_i \vec{x}_i^T & \text{if } |M(x_i, \Phi_c)| \leq h, \\
\frac{1}{2h} \left[ \frac{e^{-\vec{x}_i^T \Phi_c \vec{x}_i}}{\sum_m e^{-\vec{x}_m^T \Phi_c \vec{x}_m}} \right]^2 \vec{x}_i \vec{x}_i^T & \text{if } M(x_i, \Phi_c) < -h.
\end{cases}
$$

Similar to the arguments we made in Lemma A.7.1, the term $\frac{1}{2h} \left[ h - \vec{x}_i^T \Phi y_i - \log \sum_m e^{-\vec{x}_m^T \Phi_c \vec{x}_m} \right]$ is upper bounded by one when $|M(x_i, \Phi_c)| \leq h$. As the term $\frac{e^{-\vec{x}_i^T \Phi_c \vec{x}_i}}{\sum_m e^{-\vec{x}_m^T \Phi_c \vec{x}_m}}$ is less than one, its square is also bounded by one.

We apply the Cauchy-Schwarz inequality to the term

$$
\frac{e^{-\vec{x}_i^T \Phi_c \vec{x}_i}}{\sum_m e^{-\vec{x}_m^T \Phi_c \vec{x}_m}} \vec{x}_i \vec{x}_i^T = \frac{1}{1 + \sum_{m=-1}^{m} e^{\vec{x}_m^T \Phi_c \vec{x}_m}} \vec{x}_i \vec{x}_i^T \leq \frac{1}{1 + \sum_{m=-1}^{m} e^{\vec{x}_m^T \Phi_c \vec{x}_m}} \left( \sum_m e^{-\vec{x}_m^T \Phi_c \vec{x}_m} \right) \| \vec{x}_i \vec{x}_i^T \| \leq 1,
$$

as each of these terms are less than one.

Therefore, the norm of the second derivative is upper bounded by one.

\[\square\]

**Lemma A.7.3.** The ratio of the determinants of the Jacobian of the mapping $\Phi^p \rightarrow b$ computed over the adjacent datasets $(\vec{x}, \vec{y})$ and $(\vec{x}', \vec{y}')$ is bounded as

$$
\frac{|\mathcal{B}(\Phi^p \rightarrow b| \vec{x}', \vec{y}')|}{|\mathcal{B}(\Phi^p \rightarrow b| \vec{x}, \vec{y})|} \leq 1 + \frac{1}{n\lambda}.
$$

**Proof.** From Equation A.16, we have

$$
b = -\frac{\partial}{\partial \Phi_{cm}} L(\Phi^p, \vec{x}, \vec{y}) = \lambda I_{\Phi} - 2\lambda \Phi_{cm}.
$$
We differentiate this wrt $\Phi_{cm}$ to get the Jacobian

$$J(\Phi^p \mapsto b|\vec{x}, \vec{y}) = \frac{\partial b}{\partial \Phi_{cm}} = -\frac{\partial^2}{\partial \Phi_{cm}^2}L(\Phi^p, \vec{x}, \vec{y}) - 2\lambda.$$ 

We represent this by the matrix $-A$. We can similarly write

$$J(\Phi^p \mapsto b|\vec{x}', \vec{y}') = -\frac{\partial^2}{\partial \Phi_{cm}^2}L(\Phi^p, \vec{x}', \vec{y}') - 2\lambda.$$ 

Noting that the adjacent dataset $(\vec{x}', \vec{y}')$ is obtained by deleting $(\vec{x}_n, y_n)$ from $(\vec{x}, \vec{y})$, the second derivative of the loss function when evaluated over $(\vec{x}', \vec{y}')$ can be written as

$$\frac{\partial^2}{\partial \Phi_{cm}^2}L(\Phi^p, \vec{x}', \vec{y}') = \frac{n}{n-1} \frac{\partial^2}{\partial \Phi_{cm}^2}L(\Phi^p, \vec{x}, \vec{y})$$

$$-\frac{1}{n-1} \frac{\partial^2}{\partial \Phi_{cm}^2}L(\Phi^p, \vec{x}_n, y_n)$$

We can therefore write

$$J(\Phi^p \mapsto b|\vec{x}', \vec{y}') = -\frac{n}{n-1} \frac{\partial^2}{\partial \Phi_{cm}^2}L(\Phi^p, \vec{x}, \vec{y})$$

$$+ \frac{1}{n-1} \frac{\partial^2}{\partial \Phi_{cm}^2}L(\Phi^p, \vec{x}_n, y_n) - 2\lambda$$

$$= \frac{1}{n-1} (nA + E)$$

where

$$E = \frac{\partial^2}{\partial \Phi_{cm}^2}L(\Phi^p, \vec{x}_n, y_n) + 2\lambda$$

Due to the nature of the Huber loss function, the first term in the RHS is a matrix is of rank at most 1. From Lemma A.7.2, we therefore get $\lambda_1(E) <= 1 + 2\lambda$, where $\lambda_1(E)$ represents the largest Eigenvalue of $E$.

The ratio of the determinants of the two Jacobians becomes

$$\frac{J(\Phi^p \mapsto b|\vec{x}', \vec{y}')}{J(\Phi^p \mapsto b|\vec{x}, \vec{y})} = \frac{|\det(A + E)|}{|\det A|}.$$ (A.29)

We simplify this ratio of the determinants by applying Lemma 10 of [Chaudhuri et al., 2010], which we restate as Lemma A.7.4 below.

$$\frac{|\det(A + E)|}{|\det A|} = |1 + \lambda_1(A^{-1}E) + \lambda_2(A^{-1}E) + \lambda_1(A^{-1}E)\lambda_2(A^{-1}E)|,$$ (A.30)

where $\lambda_1(A^{-1}E)$ and $\lambda_2(A^{-1}E)$ are the first and second eigenvalues of the matrix $A^{-1}E$. As $L(\Phi^p, \vec{x}, \vec{y})$ is a doubly differentiable and a
strongly convex function, any eigenvalue of $A$ is at least $n\lambda$ and, therefore, $|\lambda_1(A^{-1}E)| \leq \frac{|\lambda_1(E)|}{n\lambda}$ and $|\lambda_2(A^{-1}E)| \leq \frac{|\lambda_2(E)|}{n\lambda}$.

We use the upper bound on the second derivative of the loss function given by Lemma A.7.2. We apply the triangle inequality to the trace norm, i.e., the sum of the eigenvectors of $E$, to obtain

$$|\lambda_1(E)| + |\lambda_2(E)| \leq \left\| \frac{\partial^2}{\partial \Phi_{cm}^2} L(\Phi^p, \tilde{x}_n, y_n) \right\| \leq 1$$

and,

$$|\lambda_1(E)| |\lambda_2(E)| \leq 1.$$

We substitute this into the upper bounds for $|\lambda_1(A^{-1}E)|$ and $|\lambda_2(A^{-1}E)|$ and then into Equation A.30 to obtain

$$\frac{|\det(A+E)|}{|\det A|} \leq 1 + \frac{1}{n\lambda} + \frac{1}{n^2\lambda^2} \leq \left(1 + \frac{1}{n\lambda}\right)^2.$$

Substituting this bound in Equation A.29 proves the theorem. We note that this bound is independent in $(\tilde{x}, \tilde{y})$.

\[\square\]

**Lemma A.7.4** (Lemma 10 of [Chaudhuri et al., 2010]). If $A$ is full rank and $E$ has rank at most 2,

$$\frac{\det(A+E)}{\det A} = 1 + \lambda_1(A^{-1}E) + \lambda_2(A^{-1}E) + \lambda_1(A^{-1}E)\lambda_2(A^{-1}E).$$

**Lemma A.7.5.**

$$\frac{1}{dC} \left[ \sum_c \text{trace}[I_{\Phi}(\Phi_c - \Phi_c')] \right]^2 \leq \sum_c \|\Phi_c - \Phi_c'\|^2.$$

**Proof.**

Let $\Phi_{c,i,j}$ be the $(i,j)^{th}$ element of the size $(d+1) \times (d+1)$ matrix $\Phi_c - \Phi_c'$. By the definition of the Frobenius norm, and using the identity $N \sum_{i=1}^N x_i^2 \geq (\sum_{i=1}^N x_i)^2$,

$$\sum_c \|\Phi_c - \Phi_c'\|^2 = \sum_c \sum_{i=1}^{d+1} \sum_{j=1}^{d+1} \Phi_{c,i,j}^2 \geq \sum_c \sum_{i=1}^{d+1} \Phi_{c,i,i}^2 \geq \sum_c \sum_{i=1}^{d+1} \Phi_{c,i,i}^2 \geq \frac{1}{dC} \left( \sum_c \sum_{i=1}^{d+1} \Phi_{c,i,i}^2 \right)^2 \geq \frac{1}{dC} \left[ \sum_c \text{trace}[I_{\Phi}(\Phi_c - \Phi_c')] \right]^2.$$

\[\square\]
Lemma A.7.6.

\[ P \left( \| b \| \geq \frac{2(d + 1)^2}{\epsilon} \log \left( \frac{d}{\delta} \right) \right) \leq \delta. \]

*Proof.* Similar to the union bound argument used in Lemma 5 in [Chaudhuri and Monteleoni, 2008]. \qed
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