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Abstract. We analyze a randomized pursuit-evasion game on graphs. This game
is played by two players, a hunter and a rabbit. Let G be any connected, undi-
rected graph with n nodes. The game is played in rounds and in each round both
the hunter and the rabbit are located at a node of the graph. Between rounds both
the hunter and the rabbit can stay at the current node or move to another node.
The hunter is assumed to be restricted to the graph G: in every round, the hunter
can move using at most one edge. For the rabbit we investigate two models: in
one model the rabbit is restricted to the same graph as the hunter, and in the other
model the rabbit is unrestricted, i.e., it can jump to an arbitrary node in every
round.

We say that the rabbit is caught as soon as hunter and rabbit are located at the
same node in a round. The goal of the hunter is to catch the rabbit in as few
rounds as possible, whereas the rabbit aims to maximize the number of rounds
until it is caught. Given a randomized hunter strategy for G, the escape length
for that strategy is the worst case expected number of rounds it takes the hunter
to catch the rabbit, where the worst case is with regards to all (possibly random-
ized) rabbit strategies. Our main result is a hunter strategy for general graphs with
an escape length of only O(n log(diam(G))) against restricted as well as unre-
stricted rabbits. This bound is close to optimal since £2(n) is a trivial lower bound
on the escape length in both models. Furthermore, we prove that our upper bound
is optimal up to constant factors against unrestricted rabbits.

1 Introduction

In this paper we introduce a pursuit evasion game called the Hunter vs. Rabbit game. In
this round-based game, a pursuer (the hunter) tries to catch an evader (the rabbit) while
they both travel from vertex to vertex of a connected, undirected graph G. The hunter
catches the rabbit when in some round the hunter and the rabbit are both located on the
same vertex of the graph. We assume that both players know the graph in advance but
they cannot see each other until the rabbit gets caught. Both players may use a random-
ized (also called mixed) strategy, where each player has a secure source of randomness
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which cannot be observed by the other player. In this setting we study upper bounds
(i.e., good hunter strategies) as well as lower bounds (i.e., good rabbit strategies) on the
expected number of rounds until the hunter catches the rabbit.

The problem we address is motivated by the question of how long it takes a single
pursuer to find an evader on a given graph that, for example, corresponds to a computer
network or to a map of a terrain in which the evader is hiding. A natural assumption is
that both the pursuer and the evader have to follow the edges of the graph. In some cases
however it might be that the evader has more advanced possibilities than the pursuer in
the terrain where he is hiding. Therefore we additionally consider a stronger adversarial
model in which the evader is allowed to jump arbitrarily between vertices of the graph.
Such a jump between vertices corresponds to a short-cut between two places which is
only known to the evader (like a rabbit using rabbit holes). Obviously, a strategy that is
efficient against an evader that can jump is efficient as well against an evader who may
only move along the edges of the graph.

One approach to use for a hunter strategy would be to perform a random walk on the
graph G. Unfortunately, the hitting time of a random walk can be as large as £2(n?) with
n denoting the number of nodes. Thus it would require at least £2(n?) rounds to find
a rabbit even if the rabbit does not move at all. We show that one can do significantly
better. In particular, we prove that for any graph G with n vertices there is a hunter
strategy such that the expected number of rounds until a rabbit that is not necessarily
restricted to the graph is caught is O(nlogn) rounds. Furthermore we show that this
result cannot be improved in general as there is a graph with » nodes and an unrestricted
rabbit strategy such that the expected number of rounds required to catch this rabbit is
£2(nlogn) for any hunter strategy.

1.1 Preliminaries

Definition of the game. In this section we introduce the basic notations and definitions
used in the remainder of the paper. The Hunter vs. Rabbit game is a round-based game
that is played on an undirected connected graph G = (V, E)) without self loops and
multiple edges. In this game there are two players - the hunter and the rabbit - moving
on the vertices of G. The hunter tries to catch the rabbit, i.e., he tries to move to the
same vertex as the rabbit, and the rabbit tries not to be caught.

During the game both players cannot “see” each other, i.e., a player has no infor-
mation about the movement decisions made by his opponent and thus does not know
his position in the graph. The only interaction between both players occurs when the
game ends because the hunter and the rabbit move to the same vertex in G and the
rabbit is caught. Therefore the movement decisions of both players do not depend on
each other. We want to find good strategies for both hunter and rabbit. We say that a
hunter strategy has expected (worst case) escape length &, if for any rabbit strategy the
expected number of rounds until the hunter catches the rabbit is k. Analogously a rabbit
strategy is said to have expected (worst case) escape length k, if for any hunter strategy
the expected number of rounds until the rabbit is caught is k. We can define a strategy
for a player in the following way.

Definition 1. A pure strategy for a player in the Hunter vs. Rabbit game on a graph
G = (V,E) isasequence S = Sy, 51,8y, ..., where S; € V denotes the position of



the player in round ¢ € IN; of the game. A mixed strategy or strategy S for a player is a
probability distribution over the set of pure strategies.

Note that both players may use mixed strategies, i.e., we assume that they both have a
source of random bits for randomizing their movements on the graph.

As mentioned in the previous section we assume that the hunter cannot change
his position arbitrarily between two consecutive rounds but has to follow the edges of
G. To model this we call a pure strategy S restricted (to G) if either (S;, Si41) €
E or S, = 841 holds for any ¢ € INg. A (mixed) strategy is called restricted if it
is a probability distribution over the set of restricted pure strategies. For the analysis
we will consider only restricted strategies for the hunter and both restricted as well as
unrestricted strategies for the rabbit.

Notice that in our definition, the hunter may start his walk on the graph at an arbi-
trary vertex. However, we want to point out that defining a fixed starting position for
the hunter would not asymptotically effect the results of the paper.

1.2 Previous Work

A first study of the Hunter vs. Rabbit game can be found in [1]. The presented hunter
strategy is based on a random walk on the graph and it is shown that the hunter catches
an unrestricted rabbit within O(nm?) rounds, where n and m denote the number of
nodes and edges, respectively. In fact, the authors place some additional restrictions
on the space requirements for the hunter strategy, which is an aspect that we do not
consider in this paper.

In the area of mobile ad-hoc networks related models are used to design commu-
nication protocols (see e.g. [2, 3]). In this scenario, some mobile users (the “hunters™)
aid in transmitting messages to the receivers (the “rabbits”). The expected number of
rounds needed to catch the rabbit in our model corresponds directly to the expected time
needed to deliver a message. We improve the deliver time of known protocols, which
are based on random walks.

Deterministic pursuit-evasion games in graphs are well-studied. In the early work
by Parsons [14, 15] the graph was considered to be a system of tunnels in which the
fugitive is hiding. Parsons introduced the concept of the search number of a graph which
is, informally speaking, the minimum number of guards needed to capture a fugitive
who can move with arbitrary speed. LaPaugh [9] showed that there is always a search
strategy (a sequence of placing, removing, or moving a pebble along an edge) such that
no edge that is cleared at a point of time can be recontaminated again, i.e., if the fugitive
is known not to be in edge e then there is no chance for him to enter edge e again in the
remainder of the search. Meggido et al. [11] proved that the computation of the search
number of a graph is an NP-hard problem which implies its NP-completeness because
of LaPaugh’s result.

If an edge can be cleared without moving along it, but it suffices to "look into’ an
edge from a vertex, then the minimum number of guards needed to catch the fugitive is
called the node search number of a graph [8].

Pursuit evasion problems in the plane were introduced by Suzuki and Yamashita
[16]. They gave necessary and sufficient condition for a simple polygon to be searchable



by a single pursuer. Later Guibas et al. [6] presented a complete algorithm and showed
that the problem of determining the minimal number of pursuers needed to clear a
polygonal region with holes is NP-hard. Recently, Park et al. [13] gave 3 necessary and
sufficient conditions for a polygon to be searchable and showed that there is an O(n?)
time algorithm for constructing a search path for an n-sided polygon.

Efrat et al. [4] gave a polynomial time algorithm for the problem of clearing a simple
polygon with a chain of & pursuers when the first and last pursuer have to move on the
boundary of the polygon.

1.3 New Results

We present a hunter strategy for general networks that improves significantly on the
results obtained by using random walks. Let G = (V, E) denote a connected graph
with n vertices and diameter diam(G). Recall that £2(n) is a trivial lower bound on the
escape length against restricted as well as against unrestricted rabbit strategies on every
graph with n vertices. Our hunter strategy achieves escape length close to this lower
bound. In particular, we present a hunter strategy that has an expected escape length
of only O(nlog(diam(G))) against any unrestricted rabbit strategy. Clearly, an upper
bound on the escape length against unrestricted rabbit strategies implies the same upper
bound against restricted strategies.

Our general hunter strategy is based on a hunter strategy for cycles which is then
simulated on general graphs. In fact, the most interesting and original parts of our anal-
ysis deal with hunter strategies for cycles. Observe that if hunter and rabbit are re-
stricted to a cycle, then there is a simple, efficient hunter strategy with escape length
O(n). (In every nth round, the hunter chooses a direction at random, either clock-
wise or counterclockwise, and then it follows the cycle in this direction for the next n
rounds.) Against unrestricted rabbits, however, the problem of devising efficient hunter
strategies becomes much more challenging. (For example, for the hunter strategy given
above, there is a simple rabbit strategy that results in an escape length of ©(n/n).)
For unrestricted rabbits on cycles of length n, we present a hunter strategy with escape
length O(nlogn). Furthermore, we prove that this result is optimal by devising an un-
restricted rabbit strategy with escape length £2(n logn) against any hunter strategy on
the cycle.

Generalizing the lower bound for cycles, we can show that our general hunter strat-
egy is optimal in the sense that for any positive integers n, d with d < n there exists
a graph G with n nodes and diameter d such that any hunter strategy on G has escape
length 2(n - log(diam(G))). This gives rise to the question whether n - log(diam(G))
is a universal lower bound on the escape length in any graph. We can answer this ques-
tion negatively. In fact, in a full version of this paper, we present a hunter strategy with
escape length O(n) for complete binary trees against unrestricted rabbits.

Finally, we investigate the Hunter vs. Rabbit game on strongly connected directed
graphs. We show that there exists a directed graph for which every hunter needs 2(n?)
rounds to catch a restricted rabbit. Furthermore, for every strongly connected directed
graph, there is a hunter strategy with escape length O(n?) against unrestricted rabbits.
Due to space limitations, the analyses for directed graphs as well has to be moved to
the full version.



1.4 Basic Concepts

The strategies will be analyzed in phases. A phase consists of m consecutive rounds,
where m will be defined depending on the context. Suppose that we are given an m-
round hunter strategy H and an m-round rabbit strategy R for a phase. We want to
determine the probability that the rabbit is caught during the phase. Therefore we in-
troduce the indicator random variables hit(t),0 < t < m for the event H,; = R, that
the pure hunter strategy H and the pure rabbit strategy R chosen according to H and
R, respectively, meet in round ¢ of the phase. Furthermore, we define indicator random
variables fhit(t),0 < t < n describing first hits, i.e., fhit(t) = 1 iff hit(t) = 1 and
hit(t') = 0 forevery t' € {0,...,t — 1}. Finally we define hits = 37" hit(t).

The goal of our analysis is to derive upper and lower bounds for Pr[hits > 1],
the probability that the rabbit is caught in the phase. To analyze the quality of an m-
round hunter strategy we fix a pure rabbit strategy R and derive a lower bound on the
probability Pr[hits > 1]. Similarly to analyze the quality of an m-round rabbit strategy
we fix a pure hunter strategy and derive an upper bound on Pr[hits > 1]. Then we
apply Yao’s min-max principle [12] to derive the bounds for the mixed strategies.

The following two non-standard but fundamental propositions are important tools
in the analysis of the upper and lower bounds.

Proposition 1. Let R be an m-round rabbit strategy and let H be a pure m-round
hunter strategy. Then

. E [hits]
Prlhits > 1] = ————— .
wlhits 2 1) = g it > 1]
Proposition 2. Let H be an m-round hunter strategy and let R be a pure m-round
rabbit strategy. Then
E [hits)’
Pr [hits > 1] > [428]2
E [hzts ]

The proofs of these propositions are interesting exercises.

2 Efficient hunter strategies

In this section we prove that for a graph G with n nodes and diameter diam(G), there
exists a hunter strategy with expected escape length O(n - log(diam(G))). For this
general strategy we cover G with a set of small cycles and then use a subroutine for
searching these cycles. We first describe this subroutine: an efficient hunter strategy for
catching the rabbit on a cycle. The general strategy is described in section 2.2.

2.1 Strategies for cycles and circles

We prove that there is an O(n)-round hunter strategy on an n-node cycle that has a

probability of catching the rabbit of at least 577 -1 = Q(m), where H,, is the nt"

harmonic number which is defined as >, % Notice that by repeating this strategy



until the rabbit is caught we get a hunter strategy with an expected escape length of
O(n -log(n)). In order to keep the description of the strategy as simple as possible, we
introduce a continuous version of the Hunter vs. Rabbit game for cycles. In this version
the hunter tries to catch the rabbit on the boundary of a circle with circumference n.
The rules are as follows. In every round the hunter and the rabbit reside at arbitrary,
i.e., continuously chosen points on the boundary of the circle. The rabbit is allowed to
jump, i.e., it can change its position arbitrarily between two consecutive rounds whereas
the hunter can cover at most a distance of one. For the notion of catching, we partition
the boundary of the circle into n distinct half open intervals of length one. The hunter
catches the rabbit if and only if there is a round in which both the hunter and the rabbit
reside in the same interval. Since each interval of the boundary corresponds directly to
a node of the cycle and vice versa we can make the following observation.

Observation 1 Any hunter strategy for the Hunter vs. Rabbit game on the circle with
circumference n can be simulated on the n-node cycle, achieving the same expected
escape length.

The O(n)-round hunter strategy for catching the rabbit on the circle consists of two
phases that work as follows. In an initialization phase that lasts for [n/2] rounds the
hunter first selects a random position on the boundary as the starting position of the
following main phase. Then the hunter goes to this position. Note that [n/2] rounds
suffice for the hunter to reach any position on the circle boundary. We will not care
whether the rabbit gets caught during the initialization phase. Therefore there is no
need for specifying the exact route taken by the hunter to get to the starting position.

After the first [n/2] rounds the main phase lasting for n rounds starts. The hunter
selects a velocity uniformly at random between 0 and 1 and proceeds in a clockwise
direction according to this velocity. This means that a hunter with starting position
s € [0,n) and velocity v € [0, 1] resides at position (s + ¢ - v) mod n in the t¢h round
of the main phase. Obviously this so called RANDOM SPEED-strategy is an O(n)-round
hunter strategy since at most f%?ﬂ nodes are visited. The following analysis shows that
it achieves the desired probability of catching the rabbit when simulated on the n-node
cycle.

Theorem 2. On an n-node cycle a hunter using the RANDOM SPEED-strategy catches
the rabbit with probability at least 57— = 2(15;57)-

Proof. We prove that the bound holds for the Hunter vs. Rabbit game on the circle. The
theorem then follows from Observation 1.

Since the rabbit strategy is oblivious in the sense that it does not know the random
choices made by the hunter we can assume that the rabbit strategy is fixed in the be-
ginning before the hunter starts. Thus, let R = Ro, R1,...,R,_1 denote the rabbit
strategy during the main phase, i.e., R, is the interval containing the rabbit in round ¢
of this phase.

For this rabbit strategy let hits denote a random variable counting how often the
hunter catches the rabbit. This means hits is the number of rounds during the main
phase in which the hunter and the rabbit reside in the same interval. The theorem
follows by showing that for any rabbit strategy R the probability Pr [hits > 1] =



Pr [hunter catches rabbit] is larger than ﬁ For this we use Proposition 2 to es-

timate E [hits] and E [hits®]. Let 2 = [0,n) x [0,1] denote the sample space of
the random experiment performed by the hunter. Further let S! C (2 denote the sub-
set of random choices such that the hunter resides in the ith interval during the tth
round of the main phase. The hunter catches the rabbit in round ¢ iff his random choice
w € Nisin the set S . By identifying S% with its indicator function we can write

hits(w) = Y10 Sk, ().
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Fig. 1. (a) The sample space {2 of the RANDOMSPEED strategy can be viewed as the surface of
a cylinder. The sets S? correspond to stripes on this surface. (b) The intersection between two
stripes of slope —s and —t¢, respectively.

The following interpretation of the sets S? will help derive bounds for E [Aits] and
E [hitsz]. We represent (2 as the surface of a cylinder as shown in Figure 1(a). In
this representation a set .S! corresponds to a stripe around the cylinder that has slope
9 = —t and area 1. To see this recall that a point w = (s, v) belongs to the set S!
iff the hunter position p, in round ¢ resulting from the random choice w lies in the ith
interval I;. Since p; = (s 4t - v) mod n according to the RANDOM SPEED-strategy we
can write S! as {(s,v) | s = (pt —t-v) mod n A p; € I;} which corresponds to a
stripe of slope —t. For the area, observe that all n stripes S} of a fixed slope ¢ together
cover the whole area of the cylinder which is n. Therefore each stripe has the same area

of 1. This yields the following equation.

ZSR

Note that [, S (w) dw is the area of a stripe and that - is the density of the uniform
distribution over 2.
We now provide an upper bound on E [hits*]. By definition of hits we have,

n—1 2 n—1n—1
E [hits’] =E <Z S%@) =E|[) ) S - s;zt]
t=0

s=0 t=0
n—

1n—1 1
— Z/ nSRé Sk, (W) dw .

sOtOQ

n— n—1

= Z SRt Z/ S’Rt ()

t=0

E [hits] =

@)



5% (w) - Sk, (w) is the indicator function of the intersection between S3 and S .
Therefore [, S% (w) - S%, (w) dw is the area of the intersection of two stripes and can
be bounded using the following lemma.

Lemma 1. The area of the intersection between two stripes S7 and S with s,¢ €
{0,...,n — 1}, isatmost 1.
Proof. W.l.0.g. we assume ¢ > s. Figure 1(b) illustrates the case where the intersection
between both stripes is maximal. Note that the limitation for the slope values together
with the size of the cylinder surface ensures that the intersection is contiguous. This
means the stripes only “meet” once on the surface of the cylinder.

By the definition of S7 and Sjt- the length of the leg a in the figure corresponds to
the length of an interval on the boundary of the circle. Thus a = 1. The length of A, is

2

7= and therefore the area of the intersection is a - h, = ;= = ﬁ This yields the

lemma. O

Using this Lemma we get

n—1 s—1 n—1
1 1
S5 (w) - SL (w) dw < Jr/SS w)-S55% (w)dw + _
t§_0:./9 R () Sk (@) do <3 et [ Sk() - Sk@do+ 30 g

Plugging the above inequality into Equation 2 yields E [hits*] < 2H,, + 1. Combining
this with Proposition 2 and Equation 1 we get Pr [hunter catches rabbit] > 57l
which yields the theorem. O

2.2 Hunter strategies for general graphs
In this section we extend the upper bound of the previous section to general graphs.

Theorem 3. Let G = (V, E) denote a graph and let diam(G) denote the diameter of
this graph. Then there exists a hunter strategy on G that has expected escape length
O(|V| - log(diam(G))).

Proof. (Sketch) We cover the graph with r = ©(n/d) cycles C1, ..., C, of length d
where d = O(diam(G)), that is, each node is contained in at least one of these cycles
(in order to obtain this covering, construct a tour of length 2n — 2 along an arbitrary
spanning tree, cut the tour into subpaths of length d/2 and then form a cycle of length
d from each of these subpaths). From now on, if hunter or rabbit resides at a node of
G corresponding to several cycle nodes, then we assume they commit to one of these
virtual nodes and the hunter catches the rabbit only if they commit to the same node.
This only slows down the hunter.

The hunter strategy now is to choose one of the r cycles uniformly at random and
simulate the RANDOM SPEED-strategy on this cycle. Call this a phase. Observe that
each phase takes only ©(d) rounds. The hunter executes phase after phase, each time



choosing a new random cycle, until the rabbit is caught. In the following we will show
that the success probability within each phase is 2(d/nH), which implies the theorem.
Let us focus on a particular phase. Suppose the hunter has chosen cycle C;. Recall
that the hunter chooses a random node v from C;, walks to v and then starts traversing
the cycle at a random speed. In the following consider only the hits in the main phase,
i.e., those rounds after reaching v. The probability that hunter and rabbit reside in the
same cycle at the beginning of the main phase is 1/r. For simplicity, let us assume that
the rabbit does not leave this cycle during the main phase. Under this simplifying as-
sumption, Theorem 2 yields immediately that Pr [hits > 1] > 7~(2H71d+1) = (d/nHy).
In a full version we will prove this bound rigorously without this simplifying assump-

tion.
O

3 Lower bounds and efficient rabbit strategies

We first prove that the hunter strategy for the cycle described in Section 2.1 is tight
by giving an efficient rabbit strategy for the cycle. Then we provide lower bounds that
match the upper bounds for general graphs given in Section 2.2.

3.1 Anoptimal rabbit strategy for the cycle

In this section we will prove a tight lower bound for any (mixed) hunter strategy on
a cycle of length n. In particular, we describe a rabbit strategy such that every hunter
needs 2(nlog(n)) expected time to catch the rabbit. We assume that the rabbit is un-
restricted, i.e., can jump between arbitrary nodes, whereas the hunter is restricted to
follow the edges of the cycle.

Theorem 4. For the cycle of length n, there is a mixed, unrestricted rabbit strategy
with escape length 2(nlog(n)) against any restricted hunter strategy.

The rabbit strategy is based on a non-standard random walk. Observe that a standard
random walk has the limitation that after n rounds, the rabbit is confined to a neighbor-
hood of about /n nodes around the starting position. Hence the rabbit is easily caught
by a hunter that just sweeps across the ring (in one direction) in n steps. Also, the other
extreme where the rabbit makes a jump to a node chosen uniformly at random in every
round does not work, since in each round the rabbit is caught with probability exactly
1/n, giving an escape length of O(n). But the following strategy will prove to be good
for the rabbit. The rabbit will change to a randomly chosen position every n rounds
and then, for the next n — 1 rounds, it performs a “heavy-tailed random walk”. For this
n-round strategy and any n-round hunter strategy, we will show that the hunter catches
the rabbit with probability O(1/H,,). As a consequence, the expected escape length is
£2(nlogn), which gives the theorem.



A heavy-tailed random walk. We define a random walk on Z as follows. At time 0 a
particle starts at position X, = 0. In a step ¢ > 1, the particle makes a random jump
x; € Z from position X;_; to position X; = X;_1 + x4, where the jump length is
determined by the following heavy-tailed probability distribution P.

1
P =k = P =k = —-— -
T e = K] rlee=—k = Sy Dmy
for every k > 1 and Pr [z, = 0] = 3. Observe that Pr[|z,| > k] = (k + 1)~ for
every k > 0. The following lemma gives a property of this random walk that will be
crucial for the proof of our lower bound. Due to space limitations, the proof for this
lemma appears in the full version.

Lemma 2. There is a constant ¢y > 0, such that, forevery ¢t > 1and ¢ € {—t,...,t},
Pr[X; =/{] > co/t.

The rabbit strategy. Our n-round rabbit strategy starts at a random position on the
cycle. Starting from this position, for the next n — 1 rounds, the rabbit simulates the
heavy-tailed random walk in a wrap-around fashion on the cycle. The following lemma
immediately implies Theorem 4.

Lemma 3. The probability that the hunter catches the rabbit within n rounds is
O(1/H,).

Proof. Fix any n-round hunter strategy H = Ho, H1, .. ., H,—1. Because of Proposi-
tion 1 we only need to estimate E[hits] and E[hits | hits > 1]. First, we observe that
E[hits] = 1. This is because the rabbit chooses its starting position uniformly at ran-
dom so that Pr[hit(¢) = 1] = 1/n for 0 < ¢ < n, and hence E[hit(t)] = Pr[hit(t) =
1] = 1/n. By linearity of expectation, we obtain E[hits] = ;:Ol E[hit(t)] = 1. Thus,
it remains only to show that E [hits | hits > 1] > coH,. In fact, the idea behind the
following proof is that we have chosen the rabbit strategy in such a way that when the
rabbit is hit by the hunter in a round then it is likely that it will be hit additionally in
several later rounds as well.

Claim. Forevery 7 € {0,..., 5 — 1}, E[hits | fhit(7) = 1] > ¢ Hy, for a suitable
constant ¢;.

Proof. Assume hunter and rabbit met at time 7 for the first time, i.e., fhit(7) = 1.
Observe that the hunter has to stay somewhere in interval [H, — (t—7), H,+ (t—7)] in
round ¢ > 7 as he is restricted to the cycle. The heavy-tailed random walk will also have
some tendency to stay in this interval. In particular, Lemma 2 implies, for every ¢ > T,
Pr[hit(t)] > co/(t—7). Consequently, E[hits | fhit(7) > 1] > 1+Z?:_Tl+1 co/(t—7),
which is £2(H,,) since 7 < n/2. O



With this result at hand, we can now estimate the expected number of repeated hits
as follows.

n—1
E [hits | hits > 1] = Z E [hits | fhit(T) = 1] - Pr [fhit(7) = 1| hits > 1]
7=0
n/2—1
> > Elhits | fhit(r) = 1] - Pr [fhit(r) = 1| hits > 1]
7=0
n/2—1
> H, Z Pr [fhit(7) = 1| hits > 1] .
7=0
Finally, observe that
77,/2—1 n—1
> Prifhit(r) =1|hits > 1] + > Prfhit(r) =1|hits > 1] = 1 .
7=0 T=n/2

Thus, one of the two sums must be greater than or equal to % If the first sum is at
least 3, then we directly obtain E [hits | hits > 1] > 1¢; H,,. In the other case, one can
prove the same lower bound by going backward instead of forward in time, that is, by

summing over the last hits instead of the first hits. Hence Lemma 3 is shown. O

3.2 A lower bound in terms of the diameter

In this section, we show that the upper bound of Section 2.2 is asymptotically tight for
the parameters n and diam(G). We will use the efficient rabbit strategy for cycles as a
subroutine on graphs with arbitrary diameter.

Theorem 5. For any positive integers n,d with d < n there exists a graph G with
n nodes and diameter d such that any hunter strategy on G has escape length 2(n -

log(d)).

Proof. For simplicity, we assume that n is odd, d = 3d’and N = (n — 1)/2 is a
multiple of d’. The graph G consists of a center s € V and N/d’ subgraphs called
loops. Each loop consists of a cycle of length d’ and a linear array of d’ + 2 nodes such
that the first node of the linear array is identified with one of the nodes on the cycle and
the last node is identified with s. Thus, all loop subgraphs share the center s, otherwise
the node sets are disjoint.

Every d’ rounds the rabbit chooses uniformly at random one of the N/d’ loops and
performs the optimal d’-round cycle strategy from Section 3.1 on the cycle of this loop
graph. Observe that the hunter cannot visit nodes in different cycles during a phase of
length d’. Hence, the probability that the rabbit chooses a cycle visited by the hunter is
at most d’ /N. Provided that the rabbit chooses the cycle visited by the hunter the prob-
ability that it is caught during the next d’ rounds is O(H%,) by Lemma 3. Consequently,

the probability of being caught in one of the independent d’-round games is (’)(nﬁ,’l, ).

Thus, the escape length is 2(nHz ) which is £2(n - log(d)). O
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