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A message from the author

Thanks for using LightSIDE! For beginning or intermediate users of text mining and machine learning, I believe it’s the package with the best tradeoff between usability and power of anything created.

If you find any outstanding bugs with the software, or with this manual, please contact me and I’ll work with you to figure it out. If there’s something you want to do with the software that you don’t think it currently supports, please contact me and we can talk about how to make it work, and whether it can be added to the next released version. If there’s something unusual you want to do that LightSIDE isn’t normally designed to handle, please contact me - it’s likely I’ve already tried, and found a way to do it. A lot of people have used this software for a lot of unusual things, and I’ve talked to most of them.

You will not be wasting my time - LightSIDE is my job. Instead, hopefully, I can make your life easier by ensuring that you get the best possible experience out of the program.

Happy trails.

Elijah Mayfield
elijah@cmu.edu
Installation and Setup

Checking your Java VM

In order to use LightSIDE, your computer must have a Java Virtual Machine installed with support for at least Java 6. You must first ensure that you have the appropriate JVM installed. Below you will find instructions for checking your JVM on Windows XP, Mac OS X v10.5, and Fedora Core 11 Linux. Other operating systems should follow a similar general process.

Windows XP

♦ Click ‘Start’ then ‘Run’.
♦ In the Run dialog, type ‘cmd’ and click OK.
♦ Type ‘java -version’ and press Enter. If an appropriate version of Java is installed on your computer, you will receive a response which includes, somewhere in the text, “java version 1.6.0” If your computer gives a similar response to this, you may proceed to installing LightSIDE. Otherwise, skip to the next section, “Installing the Java 6 VM”

Mac OS X v10.6

♦ Open Finder.
♦ Click ‘Applications’ then ‘Utilities’.
♦ Double-click ‘Terminal’.
♦ Type ‘java -version’ and press Enter. If an appropriate version of Java is installed on your computer, you will receive a response which includes, somewhere in the text, “java version 1.6.0” If your computer gives a similar response to this, you may proceed to installing LightSIDE. Otherwise, skip to the next section, “Installing the Java 6 VM.”

Fedora Core 11 Linux

♦ Click ‘Applications’ then ‘Administration’.
♦ Click ‘Terminal’.
♦ Type ‘java -version’ and press Enter. If an appropriate version of Java is installed on your computer, you will receive a response which includes, somewhere in the text, “java version 1.6.0” If your computer gives a similar response to this, you may proceed to installing LightSIDE. Otherwise, skip to the next section, “Installing the Java 6 VM.”
Installing the Java 6 VM

If you are using a computer running Mac OS X, then you can install the Java 6 VM through the ‘Software Update’ utility. Open this program by clicking on the Apple icon in the top left corner and running selecting the ‘Software Update’ option. Install ‘jre 6’ with the highest update version available for your computer.

If you are using a computer running Windows, Linux, or any other operating system, you will need to download the appropriate file directly from Sun’s official website:

http://java.sun.com/javase/downloads

Once you select the appropriate file here, you should open it and follow the instructions it gives.

Installing & Running LightSIDE

Now that Java 6 is installed on your computer, you can start using LightSIDE. All the files that you will need for basic use are available in a single package located at the following website:

http://www.cs.cmu.edu/~emayfiel/SIDE.html

Save the file to your desktop or downloads folder for easy access. Now extract the package to a folder, using your favorite archive manager.

To run LightSIDE, open this folder. Depending on the operating system you are using, you will need to follow different steps to run LightSIDE. Once you have completed these steps, LightSIDE will be running and you can begin to learn to use the software.

Windows XP
♦ Open the LightSIDE folder.
♦ Double-click the ‘run’ icon.

Windows 7
♦ Open the start menu and search for ‘cmd’.
♦ Click the ‘cmd’ icon.
♦ Type “cd Desktop\SIDE” to navigate to the location where LightSIDE was extracted. If you saved this folder somewhere else, you will have to navigate to it yourself.
♦ Type “./run.bat”

Mac OS X v10.6
♦ Open Finder.
♦ Click ‘Applications’ then ‘Utilities’.
♦ Double-click ‘Terminal’.
♦ Type “cd Desktop/SIDE” to navigate to the location where LightSIDE was extracted. If you saved this folder somewhere else, you will have to navigate to it yourself.
♦ Type “./run.sh”

Fedora Core 11 Linux
♦ Click ‘Applications’ then ‘Administration’.
♦ Click ‘Terminal’.
♦ Type “cd Desktop/SIDE” to navigate to the location where LightSIDE was extracted. If you saved this folder somewhere else, you will have to navigate to it yourself.
♦ Type “./run.sh”
Using LightSIDE: Feature Extraction

Lesson 1: Formatting your data and loading it into LightSIDE

SIDE reads corpora in the form of CSV files, to ensure maximum portability to different systems or users. In addition, multiple files may be added at once so long as their column names are identical.

The first row of your CSV file should be the header names for each column. If your data has text, it should be labelled with the column header “text”. Likewise, the most common name for a class value to predict is “class”. If your data does not follow these conventions, LightSIDE will do its best to determine which field is your text column and which is your class value; if it is wrong, you will be able to adjust this through the UI, as explained in Lesson 2.

In your CSV file, a row is assumed to correspond to one instance; that row will be assigned one label by the machine learning model that you build in LightSIDE. Before using LightSIDE ensure that your segmentation into rows is the way that you want it to be (for instance, if you want to classify each sentence of a document separately, each sentence must be separated into rows prior to loading your CSV into LightSIDE).

If you would like to include preprocessed features in your machine learning model, they should be included as additional columns in your CSV file. These can later be read in to LightSIDE using the Metafeature extractor, as explained in Lesson 2.

A key assumption made by LightSIDE is that in your data, every cell is filled in with some value. Files with missing data may not be processed by LightSIDE as you expect.

Finally, consider the segmentation of data that you want to use for cross-validation. This is a process, described at length in lesson 4, that allows a user to estimate the effectiveness of their trained model on unseen data. One option that LightSIDE gives is to cross-validate by file, allowing the user to explicitly delimit the subsets to be tested independently. For instance, examples might be separated out by occupation of the writer or speaker. If you wish to make such non-random subsets of your data, create multiple CSVs before loading data into LightSIDE.

Figure 1: The standard CSV format that SIDE is designed to read.
To load a data set into LightSIDE:

1. Ensure that the CSV file that you are loading follows the conventions described at the start of this lesson.

2. Open LightSIDE, following the instructions in Chapter 2 of this user’s manual.

3. You will see the Feature Extraction tab of LightSIDE open. In the top left corner, click the Add button to open a file chooser menu. LightSIDE automatically opens its data folder, which contains sample data files.

4. Select the CSV files that you want to open. In this tutorial, we will open the MovieReviews.csv file.

5. If at any point you wish to switch datasets without closing LightSIDE, click the Clear button. This will allow you to open new files and create new feature tables independently of ones you have already opened.

6. Once you select a file, LightSIDE loads it into internal memory and attempts to guess the annotation you are trying to predict and the column that contains text. Its assumptions are given in the Annotation and Text Field dropdown menus.

7. Opening these menus allows you to tell LightSIDE to use another column instead by selecting another column. Alternatively, if your data is only columns in the CSV and does not contain text, the Text Field dropdown has a final option [No Text] which will inform LightSIDE of this.

8. Now that you have loaded your data into LightSIDE, we can build a feature table. Move on to Lesson 2.

Lesson 2: Converting your data set into a LightSIDE feature table

The process of converting text data into a feature table in LightSIDE is done through extractor plugins. Three plugins come available by default. They are the TagHelperTools plugin for extracting n-grams from text, the Metafeatures plugin for converting additional columns from a CSV file into features, and the Regex Search plugin for converting individual searches into features. Each will be explained by the end of this lesson.

To build a feature table in LightSIDE:

1. First, follow the instructions from Lesson 1 to open a data set in LightSIDE.

2. In the middle of the left-hand panel, for now,
are available. First, in the left hand column, are types of features to extract:

- **Unigrams**: Extracts a bag-of-words representation from your text field. Each feature corresponds to a single word, with a value of true if that feature is present, and false if it is not.
- **Bigrams**: Identical functionality to unigrams, but checks for adjacent pairs of words.
- **POS Bigrams**: Identical functionality to bigrams, but checks for part-of-speech tags for each word rather than the surface form of a word itself.
- **Punctuation**: Creates features for periods, quotation marks, and a variety of other punctuation marks, functioning identically to n-gram features.
- **Line length**: Creates a single numeric feature representing the number of words in an instance.
- **Contains NON-Stopwords**: Creates a single boolean feature representing whether an instance has any contentful words in it.

Second, in the right hand column, are configuration options about how these features should be extracted:

- **Treat above features as binary**: When unchecked, instead of a boolean feature, the extracted features will be numeric and represent the number of times a feature occurs in an instance.
- **Remove Stopwords**: This prevents features from being extracted which correspond to around 100 common words, such as “the” or “and”, which tend to be unhelpful for classification.
- **Stem**: Consolidates features which represent the same word in different forms, such as “run”, “running”, and “runs”, into a single feature.

6. For now, leave the options set to the defaults: **unigrams** and **treat above features as binary** should be selected.
7. To create a new feature table, click the **Extract** button. This takes a few seconds to process; when it finishes, the top right section of the screen will fill with the contents of the feature table. This section will be studied in Lesson 3.
8. There should currently be 3571 features in your feature table (as shown at the top of the LightSIDE window). Now deselect the **unigrams** option and select **punctuation**.
9. If you wish to stop feature extraction partway through (aborting the extraction process), click the red button next to the status bar.
10. Click the **Extract Features (Same Table)** button in the feature extractor plugin menu. Instead of creating a new feature table, this adds the currently configured plugin's features to the currently open feature table.
11. The remaining plugins are simpler to configure. The **Metafeatures** plugin has no configuration options; it simply pulls all non-class value columns from your CSV file into a feature table.
12. To create features based on regular expressions, first click the **Regex Search** extractor in the feature extractor plugins menu. You will see a text field and an empty list.
Lesson 3: Exploring and analyzing a feature table in LightSIDE

A key goal of LightSIDE is the ability not just to perform machine learning, but to understand the effectiveness of different approaches to representation of data. This lesson introduces the metrics used by LightSIDE to judge feature quality, and the filtering options for searching for features in a table.

Understanding feature quality metrics in LightSIDE:

1. First, follow the instructions from Lesson 1 and 2 to create a feature table. In this lesson, we are using a unigram and bigram feature space.

2. Now examine the feature table in the top right section of LightSIDE. The window can be stretched to show more columns. The following feature information and metrics are given:

   ♦ From: The shortened name of the extractor plugin which created this feature.
   ♦ Feature Name: The name of the feature in this row.
   ♦ Type: The type of value that this feature can store. Options are boolean (true/false), numeric, and nominal (one of a set number of possible options).
   ♦ Predictor Of: The simplest metric, this simply tells which annotation label the presence of this feature is most likely to predict compared to random guessing.

3. Features can be sorted by these metrics by clicking the title of a column.

Filtering the features shown in the user interface:

4. Sometimes, you will want to check the statistics of a certain subset of your features. To do this, click in the Filter text field at the top of the window.

5. To filter by name, simply type in the string of characters you want to see, then press the Enter.

   ♦ Kappa: This metric measures the added value of this feature, from 0 to 1, for predicting the class given in the previous column, compared to random guessing. Kappa value of 1 means that the feature is perfectly correlated with a label, while a negative Kappa value would represent a feature with worse accuracy than flipping a coin.

   ♦ Precision, Recall, and F-Score: These closely related metrics give an impression of false positive (precision), false negative (recall), and harmonic mean of these two metrics (f-score).

   ♦ Accuracy: This simple metric tells how well a classifier would perform from using this feature alone to predict class labels for your data set.

   ♦ Hits: The total number of documents that this feature appears in across your data set.

Now that you have extracted features from your data, you may explore the resulting table in more detail (Lesson 3) or move straight to model building (Lesson 4).
key or click the filter button.

For instance, filtering for “him” will give not only the unigram “him”, but also bigrams such as “to_him” or longer words such as “himself” which contain that substring.

6. To filter based on a numeric column, type that column's name, followed by the operator you want to use, followed by the threshold you wish to set (no spaces anywhere), then press the Enter key or click the filter button.

For instance, filtering for “kappa>0.04” will remove thousands of features from view in a unigram feature space, as all the features that are no more predictive of a movie review’s sentiment than chance (like “handed” or “chief”) are hidden from view.

7. These filters can be combined on a single query, separated by spaces, as shown in Figure 4.

8. To save a feature table that you wish to use in another session, or to load a feature table that you previously built, use the Save and Load buttons in the bottom right corner.

9. To export your feature space to another format to use in another program (such as Weka), click the Export button.

Figure 5: Feature quality metrics and filtering in LightSIDE.
Lesson 4: Training a machine learning model from a feature table

1. First, follow the instructions through Lesson 2 to build a feature table.

2. Then, at the top of the LightSIDE window, switch to the Build Model tab.

3. From here, first select the machine learning plugin you wish to use. LightSIDE comes with the Weka toolkit installed by default, as shown in the top left corner of this screen.

Weka is an extremely robust machine learning package that offers dozens of implementations of various learning algorithms. The three that are most important to remember are the following:

- **NaïveBayes**, in the bayes folder, assumes independence between variables and is based on a generative, probabilistic model of your feature table.

- **SMO**, in the functions folder, is an implementation of support vector machines. This also assumes independence between variables but is a discriminative classifier based on assigning weight to variables.

- **J48**, in the trees folder, is an implementation of decision trees, which can model dependence between variables but are often overwhelmed by very large feature tables such as those used in text mining.

Other algorithms which are commonly used and may be helpful for certain tasks are **Logistic**, **MultilayerPerceptron**, and **Winnow** (in the functions folder) and **JRip** (in the rules folder).

4. For this tutorial, we will choose the SMO classifier. Ensure that it is selected in Weka’s Choose menu.

5. Select the feature table that you would like to use for training in the Feature Table dropdown.

6. Now choose the type of cross-validation that you would like to use to test the validity of the model:

- **CV by Fold**: The default setting performs N-fold cross validation. N models are built, each on \((N-1/N)\%\) of the data, and tested on the remaining
Instances are chosen in a round-robin fashion, for instance, in 5-fold cross-validation, the 1st, 6th, 11th, etc. instances are chosen for testing in the first fold, followed by the 2nd, 7th, 12th, etc. held out in the second fold. 10-fold cross-validation is selected by default.

♦ CV by File: This setting assumes that your feature table was built from multiple files. In each fold of cross validation, all but one file is used for training, and the remaining file is used for testing. This repeats through each file in your data set.

♦ Supplied Test Set: One model is built, on your full training set, and it is evaluated on a second feature table from a file that you select here.

7. For this tutorial, leave the CV by fold option selected and the number of folds set at 10.

8. If you wish to specifically name this model, change it in the Name text field.

9. Click Build Model to train and evaluate a model.

For large feature tables (either many documents or many features), this may take a large amount of memory (greater than 1 GB) and may take several minutes to complete. Be patient and close other programs as necessary. For our example feature table, however, model building should only take a few seconds.

10. To stop a model prematurely because it is taking too long, or using too much memory, or performing poorly in cross-validation, click the red button.

11. When the model is finished, your model will appear in the bottom left corner in the Trained Models list.

12. At the same time, the right hand side of the window will populate with data about the model. For now, the most important information is in the bottom panel, giving the accuracy (Correctly Classified Instances) and improvement over chance (measured by Kappa statistic). If you followed the instructions in Lesson 2, your performance will be around 75% accuracy and .5 kappa.

13. To clean out models that you don’t intend to use again, use the Delete or Clear buttons in the bottom left corner.

14. To save a model for future use, or to load a model that you’ve trained previously, click the Save and Load buttons in the bottom right corner.

15. For more detailed analysis of your model’s performance, move on to Lesson 5.

Lesson 5: Adding labels to unlabeled data with a trained model

A key feature of models built with LightSIDE is that they are not just for evaluation of your labeled data set. The models that you train can be used to annotate more data in a fraction of the time that it would otherwise take a trained expert, at roughly the accuracy given in the summary from the Model Building panel.

1. First, follow the instructions through Lesson 4 to train a machine learning model.

2. Then, at the top of the LightSIDE window, switch to the Predict Labels tab.

3. Select the CSV file that you wish to annotate in the top left corner with the Add button. If you are extracting metafeatures from the CSV, column titles must match exactly in order for feature spaces to align between documents.

4. Ensure that the Text Field option has correctly guessed the column to use for text input (or choose [No Text] if you are not using text feature extraction).

5. Choose which model will annotate your data in the Model to apply field.

6. Select a name for the predicted column in the
Lesson 6: Error analysis of a machine learning model in LightSIDE

In some cases, a basic model (utilizing unigrams alone or another simple representation) is sufficient for a model’s accuracy. However, in many cases, we wish to improve upon this performance. One of the best ways to do this is to understand what shortcomings the current representation has, and build new features (either individually or as a class of many features) and use them in addition to the simple representation. LightSIDE offers many tools for understanding the strengths and weaknesses of a model.

1. First, follow the instructions through Lesson 4 in order to have a built model open in LightSIDE.

2. The first step in understanding a model’s errors is to check the confusion matrix. This is visible in the top center of the Model Building window.

In the confusion matrix, columns corresponding to the possible labels you are trying to classify show your model’s predictions. Rows correspond to the same labels, but show the true value of the data. For instance, a cell at the intersection of row POS and column NEG shows the number of instances that were originally labeled POS, but that the model incorrectly classified as NEG. In our test example, there were 36 such cases.

3. Click a cell in the confusion matrix. This populates the list on the top right of the Model Building window. This list now shows the most “confusing” features, as measured by multiple metrics.

The features in this list identify those features which make the instances in the highlighted cell most deceiving. For instance, a feature which is highly predictive of POS might sometimes occur in a different context in NEG documents. If this happened, but not frequently enough to decrease the model’s certainty of a feature’s predictiveness, it is likely to occur unusually frequently in the clicked cell, bringing these features to the top of the list.

4. Click a feature in the top right list to populate the bottom confusion matrix, located in the center of the LightSIDE window. This shows the distribution of that feature in the instances in each cell.

Example: When reading the value of Horizontal Comparison, near the top of the list for predicted POS documents which were actually NEG, we find the word “becomes”. When clicked, the bottom confusion matrix in LightSIDE displays the following information:

If the performance that you’re getting so far is insufficient for your liking, continue to Lessons 6 and 7 to improve your models.
Distribution of feature “becomes”:

<table>
<thead>
<tr>
<th>Actual \ Pred</th>
<th>NEG</th>
<th>POS</th>
</tr>
</thead>
<tbody>
<tr>
<td>NEG</td>
<td>.159</td>
<td>.351</td>
</tr>
<tr>
<td>POS</td>
<td>.139</td>
<td>.246</td>
</tr>
</tbody>
</table>

What does this tell us? The distribution shows that among the 113 documents correctly identified as NEG, the term “becomes” only appeared in 15.9% of those documents. On the other hand, in documents correctly classified as positive, the term occurs in 24.6% of the documents. And for documents in the error cell that we’ve highlighted? It occurs in a much higher 35.1% of the 37 documents (working out to 13 of those 37).

This is likely to mean that the word “become” has a tendency to occur in contexts which are predictive of sentiment but can be deceptive.

Vertical Comparison performs this same comparison, but instead of measuring against the diagonal across from an error cell, it measures against the diagonal cell above or below the highlighted cell.

5. One way to better understand these aggregate statistics is to look at examples in text. For this, click the “Selected Documents Display” tab at the bottom right of the LightSIDE window.

6. This display shows a list of instances on the left hand side, and focuses in on a single clicked instance on the right hand side. To test this, click a line in the list. The LightSIDE window can be stretched to give more room to the instance being highlighted.

7. The left hand list shows the predicted and actual label for each instance, and can be filtered in three different ways:

   ♦ **All**: This option simply shows all instances in the order they were listed in the original CSV.

   ♦ **By Error Cell**: The documents which occur in the error cell that is currently highlighted at the top of the screen will be displayed.

   ♦ **By Feature**: Only instances which contain the feature you currently have selected in the top right corner of LightSIDE will be displayed.

8. For surface features such as n-grams, which have a defined start and end point, the bottom right window indicates their location in a document. Selecting a feature in the top right interface highlights that feature in the bottom right panel.

9. For the next step, if you trained a model using Weka’s SMO classifier, switch back to the Extract Features tab.

10. In the feature table list, scroll to the far right. You will now see a new column titled “weights1”. This corresponds to the SVM weight for each feature.

What does the SVM weight tell us about a feature? Primarily, whether it is actually having an impact on a model. If a feature looks highly confusing by horizontal comparison but is being given a weight near zero, then it is unlikely to be a true source of confusion for the model.

Using these tools can make it easier to recognize what a model is doing and what instances are being misclassified and for what reasons. The next step is to attempt to change a feature table to improve its ability to represent your data. For instruction on how to do this, move on to Lesson 7.
Lesson 7: Constructing features with LightSIDE’s feature lab

LightSIDE gives you the opportunity to make many changes to a feature table. Here we highlight two different possibilities: removing features that are superfluous or detrimental to performance, and introduction of new features which incorporate relationships between existing features.

Deactivating features from a feature table
1. Before beginning, ensure that a feature table has been built in LightSIDE.
2. If a feature seems to be detrimental to performance, highlight it in the feature table exploring interface in the Extract Features tab, then click the (De)activate button. It will turn red.
3. Reversing this decision can be done by clicking the (De)activate button to reactivate any highlighted features.
4. Once you have settled on what features to remove, click Freeze.
5. A new feature table will now appear in the bottom left corner, which does not contain the deactivated features. This new feature table can be passed on to the Model Building window.

Constructing new features with the Feature Lab
6. If you have an idea for a new feature combining multiple sources of evidence, click the Feature Lab tab on the bottom of the screen.
7. Now, for each component of your new feature, find it in the top panel (filtering will be helpful), highlight it, and click the “Move to Lab” button.

The Feature Lab allows combinations of features using various tools:
♦ OR, AND, XOR, NOT: Takes as arguments any number of features, and combines them using this boolean operator. For instance, combining “awful” and “bad” with an OR operator would create a new feature which recognizes either word in a document, effectively merging the two features.
♦ Seq: Takes as arguments two features, and checks whether they occur in consecutive instances. This feature assumes that your data is sequential, such as in a conversation or forum thread. In a set of unrelated data, such as detached movie reviews which are not related to one another, such a feature is not useful.
♦ Ineq: Takes as an argument a single numeric feature. When clicked, this button will open a popup asking you to define a threshold (for instance, “>0.5”). It will then produce a boolean feature which is true every time the numeric value of the selected feature matches that threshold.
8. To combine features in the feature lab, highlight all of the features you would like to combine, then click the button of the appropriate operator.
9. Note that the quality of these features is automatically calculated in columns as soon as they are created.

A key feature of these combination functions, especially the boolean operators, is that they can be constructed into larger trees, for instance, a feature such as “(AND good (NOT bad))”.

In Figure 8, a rudimentary lexicon of negative terms has been built: “(OR awful bad hideous terrible)”. This feature turns out to have a higher kappa than any of the unigrams individually, which intuitively makes sense; this allows grouping of many weak sources of evidence into a single stronger source of evidence.

10. To delete component parts that are no longer necessary (and are cluttering your view of the lab), highlight them and click the Delete button.

11. When a feature has been built to your satisfaction, move it back into the feature table with the Move to Table button.

12. The revised feature table can now be trained using the same steps outlined in Lesson 4.
For users with some Java programming experience and an idea for a more complicated representation of their documents, plugin writing is the next step in the feature space development process if TagHelperTools, metafeatures, and the Feature Lab are insufficient.

Begin by opening a new project in Eclipse or another IDE, and adding the LightSIDE source folder to your build path. This will give your new project access to the interfaces that are necessary to write a plugin.

LightSIDE internally views a feature table as a set of objects of type `FeatureHit`. These objects contain within them a `Feature` object, a value (which can be any object, but is usually a `double` or a `String`), and an `int` `documentIndex`. These feature hits are specific to a given data file, passed to your plugin as a `DocumentListInterface`.

A `Feature` object is a more abstract concept, representing the dimension in your feature table that this feature hit corresponds to. They need to know their `String` `featureName`, their `Type` (from the options `NUMERIC`, `BOOLEAN`, and `NOMINAL`), and if they are nominal, they need to know what possible values they can take.

Each instance in a document list can be represented as the set of all feature hits with that instance’s document index. At feature table construction time, that instance will be given the value of those hits in its feature space; all other dimensions will be set to 0, or false.

To write a feature extraction plugin, create a new class extending `FeaturePlugin`. This is an abstract class that already includes some functionality. However, you must provide the following methods:

- **String getOutputName()**
  
  The short prefix string displayed throughout the LightSIDE GUI for features created by your plugin.

- **List<FeatureHit> extractFeatureHits(DocumentListInterface documents, JLabel update)**
  
  This method must iterate through your data file, extracting `FeatureHit` objects for each instance, creating `Feature` objects as necessary. Creating a new feature should be done through the static method `Feature.fetchFeature(String prefix, String name, Feature.Type type)` in order to allow caching.

- **Component getConfigurationUIForSubclass()**
  
  This method returns any Swing component, and will display it in the bottom right corner for users to edit configuration options. At feature table creation time, a method `uiToMemory()` is called, which by default does nothing. If you wish to move information from the UI to your extraction code, it should be done by overriding this method.

Your plugin also knows about a field `boolean halt`. This field is set to true when the red button is clicked to stop feature extraction. To make that button functional, you must set up points in your code for your plugin to fail gracefully and return null.
You’ve reached the end of the manual!