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Abstract

This thesis makes fundamental computational and statistical advances in testing and estimation, making critical progress in theory and application of classical statistical methods like classification, regression and hypothesis testing, and understanding the relationships between them. Our work connects multiple fields in often counter-intuitive and surprising ways, leading to new theory, new algorithms, and new insights, and ultimately to a cross-fertilization of varied fields like optimization, statistics and machine learning.

The first of three thrusts has to do with active learning, a form of sequential learning from feedback-driven queries that often has a provable statistical advantage over passive learning. We unify concepts from two seemingly different areas — active learning and stochastic first-order optimization. We use this unified view to develop new lower bounds for stochastic optimization using tools from active learning and new algorithms for active learning using ideas from optimization. We also study the effect of feature noise, or errors-in-variables, on the ability to actively learn.

The second thrust deals with the development and analysis of new convex optimization algorithms for classification and regression problems. We provide geometrical and convex analytical insights into the role of the margin in margin-based classification, and develop new greedy primal-dual algorithms for non-linear classification. We also develop a unified proof for convergence rates of randomized algorithms for the ordinary least squares and ridge regression problems in a variety of settings, with the purpose of investigating which algorithm should be utilized in different settings. Lastly, we develop fast state-of-the-art numerically stable algorithms for an important univariate regression problem called trend filtering with a wide variety of practical extensions.

The last thrust involves a series of practical and theoretical advances in nonparametric hypothesis testing. We show that a smoothed Wasserstein distance allows us to connect many vast families of univariate and multivariate two sample tests. We clearly demonstrate the decreasing power of the families of kernel-based and distance-based two-sample tests and independence tests with increasing dimensionality, challenging existing folklore that they work well in high dimensions. Surprisingly, we show that these tests are automatically adaptive to simple alternatives and achieve the same power as other direct tests for detecting mean differences. We discover a computation-statistics tradeoff, where computationally more expensive two-sample tests have a provable statistical advantage over cheaper tests. We also demonstrate the practical advantage of using Stein shrinkage for kernel independence testing at small sample sizes. Lastly, we develop a novel algorithmic scheme for performing sequential multivariate nonparametric hypothesis testing using the martingale law of the iterated logarithm to near-optimally control both type-1 and type-2 errors.

One perspective connecting everything in this thesis involves the closely related and fundamental problems of linear regression and classification. Every contribution in this thesis, from active learning to optimization algorithms, to the role of the margin, to nonparametric testing fits in this picture. An underlying theme that repeats itself in this thesis, is the computational and/or statistical advantages of sequential schemes with feedback. This arises in our work through comparing active with passive learning, through iterative algorithms for solving linear systems instead of direct matrix inversions, and through comparing the power of sequential and batch hypothesis tests.
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Chapter 1

Introduction

The past decade has seen an explosion of data types, models and algorithms, opening up new fields of research within machine learning and statistics. However, much is still left to be said about even the most classical settings in statistical learning like binary classification, linear regression and hypothesis testing, which one might imagine have been extremely well studied over the past century. In this thesis we will develop an understanding of the power that modern ideas can bring to such classical problems. In the process, we will draw connections between several fields, providing insights in all of them. The broad areas we will explore in this thesis are

1. Active learning
2. Convex optimization
3. Nonparametric hypothesis testing

These topics span the disciplines of Statistics, Machine Learning (ML) and Operations Research (OR). The following figure outlines the flow of chapters in this thesis, and we expand on this outline in the second half of the introduction section.

![Flowchart of Chapters]

We will begin with 3 chapters on active learning, connecting it to stochastic convex optimization, and proving lower and upper bounds for both fields, and also examine the role of feature noise in active learning. Then, we move on to 5 chapters on optimization covering primal-dual algorithms for margin-based classification, randomized algorithms for least squares and ridge regression, and finally fast and flexible algorithms for trend filtering. We end with 4 chapters covering a suite of contributions in nonparametric testing, from a proof of adaptivity of kernel tests to simple mean-difference alternatives, to computation-statistics tradeoffs in testing, to sequential algorithms for testing in streaming settings.

There are different ways to draw connections between these chapters, some formal and some informal. In the following section, we intuitively describe some of the underlying these in this thesis.
1.1 The Intersections of Statistics, ML and OR

For the sake of context and familiarity, let us first briefly and informally introduce each of the aforemen-
tioned areas before summarizing our contributions, and outlining the rest of this document.

1.1.1 From Passive to Active Learning

Most machine learning and statistics courses often initially introduce learning as being completely passive, in the sense that one receives independent and identically distributed (iid) data from some source, using which the statistician or learner needs to make inferences about the underlying data distribution. In active learning, the learner gets to participate in the process of procuring the data, in such a manner that he usually minimizes the amount of data he/she needs to see in order to make certain inferences. In this feedback-driven situation, the data is no longer iid, and the inherently sequential nature of the problem involves intelligently using past data to procure future data. This often makes active/adaptive learning algorithms more sample-efficient than passive algorithms, but also sometimes more challenging to analyze.

1.1.2 The Role of Stochastic Convex Optimization

The process of making inferences from data can frequently be posed as an optimization problem, like finding parameters that maximize the likelihood of seeing the data, or minimizing some measure of discrepancy between predictions and observations. For computational tractability and other reasons, we often prefer to model our inference problems using the framework of convex optimization. Even so, in the era of big data, iteratively solving such convex problems is computationally demanding when done naively, going through gigabytes or more of data for each step. This is where stochastic methods vastly help — instead of processing the whole dataset at each step, we often process just a random subset of the data, sometimes even a single point, making each step very cheap. However, the randomization along with the sequential nature of these algorithms can sometimes lead to some tricky analysis.

To make things more concrete, two very common settings involving convex optimization for passive learning are linear regression and binary linear classification. One very interesting way of looking at linear classification is that it attempts to (approximately) solve a system of linear inequalities. On the other hand, linear regression can be viewed as attempting to solve a system of linear equations. This similarity/difference makes it interesting to compare incremental algorithms for the two problems. These are often stochastic/randomized or greedy algorithms, and their convergence rates depend on “similar but different” quantities that determine the computational and statistical difficulties of these related problems.

1.1.3 Two-Sample and Independence Testing

While linear regression and classification can be seen as estimation problems (estimating the best hyperplane fit, or the separating hyperplane), they have a related testing counterparts. Regression is related to independence testing, which instead of estimating a relationship between two random variables, just asks if the they are independent or not (i.e. whether the underlying joint distribution is a product of marginals or not). Similarly, classification is related to two sample testing, which instead of separating two variables just asks if it is possible to differentiate the two samples (i.e. whether they have different underlying marginal distributions or not).
Figure 1.1: A unifying perspective on this thesis involves the closely related and fundamental problems of regression and classification. Every contribution in this thesis fits in this picture — from active learning (or trend filtering) to optimization algorithms for classification (or regression), to the role of the margin (or minimum singular value) in determining the computational difficulty of the classification (or regression) problems, to nonparametric two-sample (or independence) testing.

Specifically, we can view regression as solving a system of equations and classification as a system of inequalities, an interesting dual perspective that carries forth into the algorithms as well. We analyze randomized algorithms for regression, and greedy algorithms for classification. We show that while the minimum singular value determines the rate of convergence of the algorithms for regression, the “margin” determines the rate of convergence of our greedy classification algorithms, and interestingly we show that there is a tight relationship between these two quantities as expressed by radius theorems.

We also explore algorithms for kernel regression and kernel classification. In our last chapter, we provide algorithms and theoretical guarantees for the independence testing and two-sample testing problems, which are the “testing” versions of the estimation problems of regression and classification respectively. Due to the strong connection between kernel tests for independence and two sample testing, there is also such a relationship between kernel regression and classification (which can be used to perform nonparametric hypothesis testing, albeit indirectly).

Lastly, one can view trend filtering and threshold learning as regression and classification versions of changepoint detection problems. Together, this figure encompasses one way that the author views the various contributions in this thesis.
Figure 1.2: Another underlying theme of this thesis is that of sequential schemes with feedback (B), and their computational and/or statistical advantages over batch learning (A). This arises in our work through the statistical advantages of active over passive learning, through computational gains provided by iterative algorithms for solving linear systems (as opposed to direct matrix inversions), and through statistical and computational advantages of sequential over batch hypothesis tests. The “oracles” either provide labels, or gradients, or compare a test statistic to a varying threshold.

1.2 Summary of Contributions in Active learning

Active Learning (3 chapters)

- Lower Bounds from Active Learning to Optimization
  - ICML’13
  - Chapter 2

- Upper Bounds from Optimization to Active Learning
  - ALT’13
  - Chapter 3

- Active Learning with Uniform Errors-In-Variables
  - AISTATS’14
  - Chapter 4
Active learning and stochastic convex optimization

In Chapters\(^1\) and \(^2\) we show useful connections between active classification of thresholds and black-box stochastic convex optimization. One direct connection between the fields is that both rely on feedback-driven queries — in optimization, we use previous function and gradient values to obtain a new point at which we calculate the function and gradient value; in active learning, we use previous labels to obtain the new point at which we would like the next label — and the role of feedback, i.e. incorporating past information into future queries, is essential in both fields.

In Chapter \(^2\) we focus on the problem of minimizing a convex function over a convex set given a budget of queries to a stochastic first order oracle. The main observation that we exploit is a previously unnoticed strong similarity between the role of the exponent (and constant) in Tsybakov’s Noise/Margin Condition in active learning, and the role of the exponent (and constant) in uniform/strong convexity conditions for optimization. This results in the point errors in both settings (i.e. identifying the minimum, and identifying the Bayes optimal classifier) having the exact same dependence on number of queries (labels for active learning, gradients for optimization) and the exponents. It also results in the exact same dependence also holding not just for point errors, but also for function optimization error and excess classification risk. We use lower bound techniques from the active learning literature to get a new lower bounds in zeroth and first order stochastic optimization. We argue that the complexity of convex minimization is only determined by the rate of growth of the function around its minimizer, as quantified by a Tsybakov-like noise condition. Our results create strong formal connections between the two fields.

In Chapter \(^3\) we continue this thread in two parts by exploiting these relations for the first time to yield novel algorithms in both fields, further motivating the study of their intersection. First, inspired by a recent optimization algorithm that was adaptive to unknown uniform convexity parameters, we present a new active learning algorithm for one-dimensional thresholds that can yield minimax rates by adapting to unknown noise parameters. Next, we show that one can perform \(d\)-dimensional stochastic minimization of smooth uniformly convex functions when only granted oracle access to noisy gradient signs along any coordinate instead of real-valued gradients, by using a simple randomized coordinate descent procedure where each line search can be solved by 1-dimensional active learning, provably achieving the same error convergence rate as having the entire real-valued gradient. Combining these two parts yields an algorithm that solves stochastic convex optimization of uniformly convex and smooth functions using only noisy gradient signs by repeatedly performing active learning, achieves optimal rates and is adaptive to all unknown convexity and smoothness parameters.

Active learning with uniform feature noise

In Chapter\(^4\) we consider the effect of feature noise in active learning, which could arise either because the feature itself is being measured, or is corrupted in transmission to the oracle/labeler, or the oracle/labeler returns the label of a noisy version of the query point. In statistics, feature noise is known as “errors in variables” and has been studied extensively in non-active settings. However, the effect of feature noise in active learning has not been studied before. We consider the well-known Berkson errors-in-variables model with additive uniform noise of width \(\sigma\).

Our simple but revealing setting is that of one-dimensional binary classification setting where the goal is to learn a threshold (point where the probability of a \(+\) label crosses half). We deal with regression functions that are antisymmetric in a region of size \(\sigma\) around the threshold and also satisfy Tsybakov’s margin condition around the threshold. We prove minimax lower and upper bounds which demonstrate

\(^1\)published in Ramdas and Singh \([160]\) at ICML’13 and Ramdas and Singh \([161]\) at ALT’13

\(^2\)published in Ramdas et al. \([164]\) at AISTATS’14
that when $\sigma$ is smaller than the minimax active/passive noiseless error, then noise has no effect on the rates and one achieves the same noiseless rates. For larger $\sigma$, the unflattening of the regression function on convolution with uniform noise, along with its local antisymmetry around the threshold, together yield a behavior where noise *appears* to be beneficial. Our key result is that active learning can buy significant improvement over a passive strategy even in the presence of feature noise.

### 1.3 Summary of Contributions in Convex Optimization

![Convex Optimization diagram](image)

**Linear classification: geometry and analysis of margins**

Given a data matrix $A$, a linear feasibility problem (of which linear classification is a special case) aims to find a solution to a primal problem, “does there exist a vector making an acute angle with all data vectors?”, or a certificate for the dual problem which is a probability distribution, “is there a convex combination of points that results in the origin?”. Inspired by the continued importance of large-margin classifiers in machine learning, Chapter 3 studies a condition measure of $A$ called its margin that determines the difficulty of both the above problems. To aid geometrical intuition, we first establish new characterizations of the margin in terms of relevant balls, cones and hulls. Our second contribution is analytical, where we present generalizations of Gordan’s theorem, and beautiful variants of Hoffman’s theorems, both using margins. We end by proving some new results on a classical iterative scheme, the Perceptron, whose convergence rates famously depends on the margin. Our results are relevant for a deeper understanding of margin-based learning and proving convergence rates of iterative schemes, apart from providing a unifying perspective on this vast topic.

**Linear classification: greedy primal-dual margin-based algorithms**

In Chapter 6, we focus on the problem of finding a non-linear classification function that lies in a Reproducing Kernel Hilbert Space (RKHS) both from the primal point of view (finding a perfect separator when
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3 in submission, ArXiv preprint Ramdas and Peña (159)
4 published in Ramdas and Peña (158) at ICML’14
one exists) and the dual point of view (giving a certificate of non-existence), with special focus on generalizations of two classical schemes - the Perceptron (primal) and Von-Neumann (dual) algorithms. We cast our problem as one of maximizing the regularized normalized hard-margin \((\rho)\) in an RKHS and rephrase it in terms of a Mahalanobis dot-product/semi-norm associated with the kernel’s (normalized and signed) Gram matrix. We derive an accelerated smoothed algorithm with a convergence rate of \(\sqrt{\log n/\rho} \) given \(n\) separable points, which is strikingly similar to the classical kernelized Perceptron algorithm whose rate is \(1/\rho^2\). When no such classifier exists, we prove a version of Gordan’s separation theorem for RKHSs, and give a reinterpretation of negative margins. This allows us to give guarantees for a primal-dual algorithm that halts in \(\min\{\sqrt{n/\rho}, \sqrt{n/\epsilon}\}\) iterations with a perfect separator in the RKHS if the primal is feasible or a dual \(\epsilon\)-certificate of near-infeasibility.

**Linear regression: randomized algorithms for OLS and ridge regression**

The Kaczmarz and Gauss-Seidel methods both solve a linear system of equations by iteratively refining the solution estimate. Recent interest in these methods has been sparked by a proof of Strohmer and Vershynin which shows the randomized Kaczmarz method converges linearly in expectation to the solution. Lewis and Leventhal then proved a similar result for the randomized Gauss-Seidel algorithm. However, the behavior of both methods depends heavily on whether the system is under or overdetermined, and whether it is consistent or not. In Chapter 5, we provide a unified theory of both methods, their variants for these different settings, and draw connections between both approaches. In doing so, we also provide a proof that an extended version of randomized Gauss-Seidel converges linearly to the least norm solution in the underdetermined case (where the usual randomized Gauss Seidel fails to converge). We detail analytically and empirically the convergence properties of both methods and their extended variants in all possible system settings. With this result, a complete and rigorous theory of both methods is furnished.

In Chapter 6 we extend this analysis to randomized ridge regression. We prove that when the number of points dominates the number of features, working with random features is preferable (RGS), and when the number of features dominates the number of points, then working with random data points is preferable (RK), and as a side result that an earlier algorithm that alternately uses both rows and columns is suboptimal. In both chapters, the conditioning of the linear systems naturally appears in the convergence rates through the singular values of the data matrix (just as the margin does for classification).

**Fast and flexible ADMM algorithms for trend filtering**

Chapter 7 presents a fast and robust algorithm for trend filtering, a recently developed nonparametric regression tool. It has been shown that, for estimating functions whose derivatives are of bounded variation, trend filtering achieves the minimax optimal error rate, while other popular methods like smoothing splines and kernels do not. Standing in the way of a more widespread practical adoption, however, is a lack of scalable and numerically stable algorithms for fitting trend filtering estimates. We present a highly efficient, specialized ADMM routine for trend filtering. Our algorithm is competitive with the specialized interior point methods that are currently in use, and yet is far more numerically robust. Furthermore, the proposed ADMM implementation is very simple, and importantly, it is flexible enough to extend to many interesting related problems, such as sparse trend filtering and isotonic trend filtering. Software for our method is freely available, in both the C and R languages (see the trendfilter function in the R package genlasso).

\[5\text{in submission, ArXiv preprint Ma et al.}\ [134]

\[6\text{in submission, arXiv preprint Ramdas et al.}\ [166]

\[7\text{published in Ramdas and Tibshirani}\ [162]\text{ at JCGS’15}\]
1.4 Summary of Contributions in Nonparametric Testing

Hypothesis Testing (4 chapters)

Power of nonparametric two sample testing in high dimensions

Sequential testing with the Martingale LIL

Wasserstein Two Sample Testing

Independence testing for small samples
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AISTATS’15 (in sub.)
Chapter 10
(in sub.)
Chapter 11
Chapter 12
Chapter 13
IJCAI’15

Kernel and distance based Nonparametric two sample testing

In Chapter 8, we show that kernelized methods (as well as distance-based methods) for two-sample testing or independence testing do suffer from the curse of dimensionality, challenging much existing folklore, by demonstrating a decrease of power in high dimensions (and explore the role that the median heuristic plays here).

We refer to the most common settings as mean difference alternatives (MDA), for testing differences only in first moments, and general difference alternatives (GDA), which is about testing for any difference in distributions. A large number of test statistics have been proposed for both these settings. We connect three classes of statistics - high dimensional variants of Hotelling’s t-test, statistics based on Reproducing Kernel Hilbert Spaces, and energy statistics based on pairwise distances. We ask the following question - how much statistical power do popular kernel and distance based tests for GDA have, compared against specialized tests for MDA, when the unknown distributions do actually differ in their means?

To answer this, we characterize the power of popular tests for GDA like the Maximum Mean Discrepancy with the Gaussian kernel (gMMD) and Energy Distance with the Euclidean norm (eED) in the high-dimensional MDA regime. We prove several interesting properties relating these classes of tests under MDA, which include

(a) eED and gMMD have equal power; furthermore they also enjoy a free lunch, because (while they are additionally consistent for GDA) they have the same power as specialized high-dimensional t-tests for MDA, all of which are optimal for MDA according to our lower bounds.

(b) the power of gMMD is independent of the kernel bandwidth, as long as it is larger than the choice made by the median heuristic.

\^Earlier work was published in Ramdas et al. [167] at AAAI’15, [168] at AISTATS’15; this chapter is in submission, with a preprint at Ramdas et al. [169].
(c) there is a clear and smooth computation-statistics tradeoff for linear-time, subquadratic-time and
quadratic-time versions of these tests, with more computation resulting in higher power.

All three observations are practically important, since (a) implies that eED and gMMD while being con-
sistent against all alternatives, are also automatically adaptive to simpler alternatives (and are optimal,
for free, for MDA), (b) suggests that the median “heuristic” has some theoretical justification for being a
default bandwidth choice, and (c) implies that, unlike previous analysis suggests, expending more com-
putation yields direct statistical benefit by orders of magnitude. Point (a) has been previously observed in
practice, but we provide the first theoretical explanation and further practical support for this phenomenon.

Sequential Two Sample Testing using the Martingale LIL

In Chapter\textsuperscript{911} we address a class of problems in multivariate nonparametric hypothesis testing, in one of
the following two settings relevant to modern big-data analysis. In the first setting, the dataset is available
offline, but it is prohibitively large; hence batch tests on the full data are computationally infeasible, and
subsampling methods are impractical due to the impossibility of knowing the problem’s hardness and
hence how much subsampled data would suffice to decide between the hypotheses. In the second setting,
data is arriving as a possibly infinite stream, but we are allowed minimal storage, and processing time
linear in the dimensionality of the samples; however, most sequential hypothesis testing literature deals
with either unidimensional or parametric or simple alternatives, and alternately running many smaller
batch tests has the problem of having to aggressively correct for multiple testing.

We propose a new sequential algorithmic framework that has desirable computational and statistical
properties, addressing shortcomings of the literature in both settings. Its analysis is based on a new finite-
sample uniform empirical Bernstein version of the martingale law of the iterated logarithm (LIL), which
may be of independent interest. As an example, we consider nonparametric two-sample mean testing,
where one tests whether two (arbitrary) multivariate random variables have the same mean or not, when
given access to a stream of i.i.d. data from the two distributions with unknown mean difference. We
prove that (a) when the means are the same, the LIL allows proper type-1 error control, and (b) when
the means are different, the expected stopping time and power of our sequential test are both essentially
optimal, compared to the corresponding “oracle” batch test with the same computational resources. We
also demonstrate how to extend this idea to nonparametric homogeneity testing and independence testing,
and believe that many of the introduced ideas are more broadly applicable.

Wasserstein Two Sample Testing

Nonparametric two sample or homogeneity testing is a decision theoretic problem that involves identifying
differences between two random variables without making parametric assumptions about their underlying
distributions. The literature is old and rich, with a wide variety of statistics having been intelligently
designed and analyzed, both for the unidimensional and the multivariate setting. In Chapter\textsuperscript{1012} our
contribution is to tie together many of these tests, drawing connections between seemingly very different
statistics. Specifically, we form a chain of connections from univariate methods like the Kolmogorov-
Smirnov test, QQ plots and ROC curves, to multivariate tests involving the Wasserstein distance, en-
ergy statistics and kernel based maximum mean discrepancy, that proceeds through the construction of
a smoothed Wasserstein distance. Some observations in this chain are implicit in the literature, while
others seem to have not been noticed thus far. We hope this will be a useful resource for theorists and
practitioners familiar with one subset of methods but not with others.

\textsuperscript{9}in submission, preprint at Ramdas and Balsubramani \textsuperscript{157}

\textsuperscript{10}in submission, preprint at Ramdas et al. \textsuperscript{165}
Nonparametric independence testing for small sample sizes

Chapter 13 deals with the problem of nonparametric independence testing, a fundamental decision-theoretic problem that asks if two arbitrary (possibly multivariate) random variables $X, Y$ are independent or not, a question that comes up in many fields like causality and neuroscience. While quantities like correlation of $X, Y$ only test for (univariate) linear independence, natural alternatives like mutual information of $X, Y$ are hard to estimate due to a serious curse of dimensionality. A recent approach, avoiding both issues, estimates norms of an operator in Reproducing Kernel Hilbert Spaces (RKHSs). Our main contribution is strong empirical evidence that by employing shrunk operators when the sample size is small, one can attain an improvement in power at low false positive rates. We analyze the effects of Stein shrinkage on a popular test statistic called HSIC (Hilbert-Schmidt Independence Criterion). Our observations provide insights into two recently proposed shrinkage estimators, SCOSE and FCOSE - we prove that SCOSE is (essentially) the optimal linear shrinkage method for estimating the true operator; however, the non-linearly shrunk FCOSE usually achieves greater improvements in test power. This work is important for more powerful nonparametric detection of subtle nonlinear dependencies for small samples.

1.5 Other Work

Here we summarize other work done that the author was actively involved with during the PhD, which unfortunately do not have their place in this thesis as the author did not lead these works. These are included here as a summary of the author’s other interests (like neuroscience).

Simultaneously uncovering patterns of brain regions involved in story reading subprocesses

Story understanding involves many perceptual and cognitive subprocesses, from perceiving individual words, to parsing sentences, to understanding the relationships among the story characters. In Wehbe et al. [228], we present an integrated computational model of reading that incorporates these and additional subprocesses, simultaneously discovering their fMRI signatures. Our model predicts the fMRI activity associated with reading arbitrary text passages, well enough to distinguish which of two story segments is being read with 74% accuracy. This approach is the first to simultaneously track diverse reading subprocesses during complex story processing and predict the detailed neural representation of diverse
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story features, ranging from visual word properties to the mention of different story characters and different actions they perform. We construct brain representation maps that replicate many results from a wide range of classical studies that focus each on one aspect of language processing, and offers new insights on which type of information is processed by different areas involved in language processing. Additionally, this approach is promising for studying individual differences: it can be used to create single subject maps that may potentially be used to measure reading comprehension and diagnose reading disorders.

**Regularized brain reading with smoothing and shrinkage**

Functional neuroimaging measures how the brain responds to complex stimuli. However, sample sizes are modest, noise is substantial, and stimuli are high-dimensional. Hence, direct estimates are inherently imprecise and call for regularization. In Wehbe et al. [230], we compare a suite of approaches which regularize via shrinkage: ridge regression, the elastic net (a generalization of ridge regression and the lasso), and a hierarchical Bayesian model based on small-area estimation (SAE) ideas. We contrast regularization by shrinkage with regularization by spatial smoothing, and combinations of smoothing and shrinkage. All methods are tested on FMRI data from a reading comprehension experiment, for both predicting neural response to stimuli and decoding stimuli from responses. Surprisingly, all the regularization methods work equally well, suggesting that improvements will take not just clever methods, but careful modeling.

**One step hypothesis testing for functional neuroimaging**

A large part of functional imaging revolves around the localization of brain processes to specific regions. In Wehbe et al. [229], we frame many of the most common experimental approaches, including the recent adoption of classifiers as a way to decode brain processes, as indirect hypothesis tests. These tests fall in the categories of two-sample tests and independence tests. We advocate the direct use of more appropriate two-sample tests and independence tests that are theoretically sound and do not rely on the intermediate use of modeling procedures which might suffer from model misspecification and introduce arbitrary bias to the experimental results. Furthermore, we explore the problem of independence testing of non-IID random-processes data such as time series. We discuss available methods in the field and how to adapt them to the small sample setting of typical experiments. We illustrate this with a functional Magnetic Resonance Imaging (fMRI) experiment of subjects reading a chapter of a book, in which we show how to identify dependencies between the properties of the text and the brain activity of different regions at different latencies. The insights provided here are relevant beyond the realm of functional neuroimaging: they might be useful for any application field in which knowledge is to be concluded from data, such as medical or financial problems.

**Analytic functions for fast two sample testing**

In Chwialkowski et al. [41], we propose a nonparametric two-sample test with cost linear in the number of samples. Our test statistic uses differences in smoothed characteristic functions: these are able to distinguish a larger class of alternatives than the non-smoothed characteristic functions used in previous linear-time tests, while being much faster than the current state-of-the-art tests based on kernels or distances, which are quadratic in the sample size. Experiments on artificial benchmarks and on challenging real life testing problems demonstrate that our test gives a better time/power tradeoff than competing approaches, including sub-quadratic-time variants of the kernel tests. This performance advantage is retained even in high dimensions, and in cases where the difference in distributions is not observable in low order statistics.
Part I

Active Learning
Chapter 2

Active Learning : Lower bounds for Optimization

We focus on the problem of minimizing a convex function $f$ over a convex set $S$ given $T$ queries to a stochastic first order oracle. We argue that the complexity of convex minimization is only determined by the rate of growth of the function around its minimizer $x^*_{f,S}$, as quantified by a Tsybakov-like noise condition. Specifically, we prove that if $f$ grows at least as fast as $\|x - x^*_{f,S}\|^{\kappa}$ around its minimum, for some $\kappa > 1$, then the optimal rate of learning $f(x^*_{f,S})$ is $\Theta(T^{-\frac{\kappa}{2\kappa - 2}})$. The classic rate $\Theta(1/\sqrt{T})$ for convex functions and $\Theta(1/T)$ for strongly convex functions are special cases of our result for $\kappa \to \infty$ and $\kappa = 2$, and even faster rates are attained for $\kappa < 2$. We also derive tight bounds for the complexity of learning $x^*_{f,S}$, where the optimal rate is $\Theta(T^{-\frac{1}{2\kappa - 2}})$. Interestingly, these precise rates for convex optimization also characterize the complexity of active learning and our results further strengthen the connections between the two fields, both of which rely on feedback-driven queries.

2.1 Introduction and problem setup

Stochastic convex optimization in the first order oracle model is the task of approximately minimizing a convex function over a convex set, given oracle access to unbiased estimates of the function and gradient at any point, by using as few queries as possible [146].

A function $f$ is convex on $S$ if, for all $x, y \in S, t \in [0, 1],$

$$f(tx + (1 - t)y) \leq tf(x) + (1 - t)f(y)$$

$f$ is Lipschitz with constant $L$ if for all $x, y \in S,$

$$|f(x) - f(y)| \leq L\|x - y\|$$

Equivalently, for subgradients $g_x \in \partial f(x), \|g_x\|_* \leq L.$

Without loss of generality, everywhere in this chapter we shall always assume $\|\cdot\| = \|\cdot\|_* = \|\cdot\|_2$, and we shall always deal with convex functions with $L = 1$. Furthermore, we will consider the set $S \subseteq \mathbb{R}^d$ to be closed bounded convex sets with diameter $D = \max_{x,y \in S} \|x - y\| \leq 1$. Let the collection of all such sets be $\mathcal{S}$. Given $S \in \mathcal{S}$, let the set of all such convex functions on $S$ be $\mathcal{F}^C$ (with $S$ implicit).

A stochastic first order oracle is a function that accepts $x \in S$ as input, and returns $(\hat{f}(x), \hat{g}(x))$ where $E[\hat{f}(x)] = f(x), E[\hat{g}(x)] = g(x)$ (and furthermore, they have unit variance) where $g(x) \in \partial f(x)$ and the expectation is over any internal randomness of the oracle. Let the set of all such oracles be $\mathcal{O}$. As we
Also notice that F ensures that the function is strictly convex and hence the minimizer is well-defined and unique. On the same note, given a set S for the set of all strongly convex functions, \( F \), it is well known \([1, 95, 146]\) that \( f \) is lower bounded by a quadratic everywhere. Again, it is well known \([146]\) that for the set of all convex functions, \( f \) is lower bounded by a hyperplane everywhere. Finally, it is well known \([1, 95, 146]\) that for the set of all convex functions, \( f \) is lower bounded by a quadratic only around its optimum (not everywhere).

Intuitively, this condition means that \( f \) is lower bounded by a quadratic everywhere (in contrast, convex functions are lower bounded by a hyperplane everywhere). Again, it is well known \([11, 95, 146]\) that for the set of all strongly convex functions, \( f \) is lower bounded by a quadratic everywhere (not everywhere).

A function \( f \) is strongly convex on \( S \) with parameter \( \lambda > 0 \) if for all \( x, y \in S \) and for all \( t \in [0, 1] \),

\[
f(tx + (1-t)y) \leq tf(x) + (1-t)f(y) - \frac{1}{2} \lambda (1-t)\|x - y\|^2
\]

Intuitively, this condition means that \( f \) is lower bounded by a quadratic everywhere. These bounds are shown to be tight for both function-error \( f(x) - f(x^*, S) \) and the less used, but possibly equally important, point-error \( \|x - x^*, S\| \).

We claim that the sole determining factor for minimax rates is a condition about the growth of the function only around its optimum, and not a global condition about the strength of its convexity everywhere in space. For strongly convex functions, we get the well-known result that for optimal rates it is sufficient for the function to be lower bounded by a quadratic only around its optimum (not everywhere).

As we shall see later, any \( f \in F^{SC} \) satisfies

\[
f(x) - f(x^*, S) \geq \frac{\lambda}{2}\|x - x^*, S\|^2 \tag{2.1}
\]

On the same note, given a set \( S \subseteq S \), let \( F^\kappa \) represent the set of all convex functions such that for all \( x \in S \)

\[
f(x) - f(x^*, S) \geq \frac{\lambda}{2}\|x - x^*, S\|^\kappa \tag{2.2}
\]

for some \( \kappa \geq 1 \). This forms a nested hierarchy of classes of \( F^C \), with \( F^{\kappa_1} \subset F^{\kappa_2} \) whenever \( \kappa_1 < \kappa_2 \). Also notice that \( F^2 \supseteq F^{SC} \) and \( \bigcup_{\kappa} F^\kappa \subseteq F^C \). For any finite \( \kappa < \infty \), this condition automatically ensures that the function is strictly convex and hence the minimizer is well-defined and unique.

Then we can state our main result as:
Theorem 1. Let $\mathcal{F}^\kappa (\kappa > 1)$ be the set of all 1-Lipschitz convex functions on $S \in \mathbb{R}^d$ satisfying $f(x) - f(x^*_f,S) \geq \lambda \|x - x^*_f,S\|^\kappa$ for all $x \in S$ for some $\lambda > 0$. Then, for first order oracles, we have $\epsilon^*_T(\mathcal{F}^\kappa) = \Theta(T^{-\frac{3}{2\kappa - 2}})$ and $\rho^*_T(\mathcal{F}^\kappa) = \Theta(T^{-1}2^{-\frac{1}{\kappa}})$. Also, for zeroth order oracles, we have $\epsilon^*_T(\mathcal{F}^\kappa) = \Omega(T^{-\frac{1}{2\kappa - 2}})$ and $\rho^*_T(\mathcal{F}^\kappa) = \Omega(T^{-\frac{1}{2\kappa}})$.

Note that for $\epsilon^*_T$, we get faster rates than $1/T$ for $\kappa < 2$. For example, if we choose $\kappa = 3/2$, then we surprisingly get $\epsilon^*_T(\mathcal{F}^{3/2}) = \Theta(T^{-3/2})$.

The proof idea in the lower bound arises from recognizing that the growth condition in equation (2.2) closely resembles the Tsybakov noise condition (TNC) from statistical learning literature, which is known to determine minimax rates for passive and active classification [34, 218] and level set estimation [192, 216].

Specifically, we modify a proof from [34] that was originally used to find the minimax lower bound for active classification where the TNC was satisfied at the decision boundary. We translate this to our setting to get a lower bound on the optimization rate, where the function satisfies a convexity strength condition at its optimum. One can think of the rate of growth of the function around its minimum as determining how much the oracle’s noise will drown out the true gradient information, thus measuring the signal to noise ratio near the optimum.

Notice that stochastic convex optimization and active learning have similar flavors because of the role of feedback and sequential dependence of queries. Our results make this connection more precise by demonstrating that the complexity of convex optimization in $d$-dimensions is precisely the same as the complexity of active learning in 1 dimension. Specifically, the rates we derive for function error and point error in first-order stochastic convex optimization of a $d$-dimensional function are precisely the same as the rates for classification error and error in localizing the decision boundary, respectively, in 1-dimensional active learning [34].

This result agrees with intuition since in 1 dimension, finding the decision boundary and the minimizer are equivalent to finding the zero-crossing of the regression function, $P(Y|X = x) - 1/2$, or the zero-point of the gradient, respectively (see Section 2.2.1 for details). Thus in 1D, it requires the same number of samples or time steps to find the decision boundary or the minimizer, respectively, using feedback-driven queries. In higher dimensions, the decision boundary becomes a multi-dimensional set whereas, for a convex function, the minimizer continues to be the point of zero-crossing of the gradient. Thus, rates for active learning degrade exponentially in dimension, whereas rates for first-order stochastic convex optimization don’t.

For upper bounds, we slightly alter a recent variant of gradient descent from [95] and prove that it achieves the lower bound. While there exist algorithms in passive (non-active) learning that achieve the minimax rate without knowing the true behaviour at the decision boundary, unfortunately our upper bounds depend on knowing the optimal $\kappa$.

Summary of contributions

- We provide an interesting connection between strong convexity (more generally, uniform convexity) and the Tsybakov Noise Condition which is popular in statistical learning theory [218]. Both can be interpreted as the amount by which the signal to noise ratio decays on approaching the minimum in optimization or the decision boundary in classification.
- We use the above connection to strengthen the relationship between the fields of active learning and convex optimization, the seeds of which were sown in [155] by showing that the rates for first-order

1 Sometimes goes by Tsybakov margin/regularity condition [118, 218]
stochastic convex optimization of a $d$-dimensional function are precisely the rates for 1-dimensional active learning.

• Using proof techniques from active learning \[34\], we get lower bounds for a hierarchy of function classes $F^\kappa$, generalising known results for convex, strongly convex \[146\], \[1\] and uniformly convex classes \[199\].

• We show that the above rates are tight (all $\kappa > 1$) by generalising an algorithm from \[95\] that was known to be optimal for strongly convex functions, and also reproduce the optimal rates for $\kappa$-uniformly convex functions (only defined for $\kappa \geq 2$) \[107\].

• Our lower bounding proof technique also gets us, for free, lower bounds for the derivative free stochastic zeroth-order oracle setting, a generalization of those derived in \[109\].

### 2.2 From Uniform Convexity to TNC

A function $f$ is said to be $\kappa$-uniformly convex ($\kappa \geq 2$) on $S \in \mathbb{S}$ if, for all $x, y \in S$ and all $t \in [0, 1]$,

$$f(tx + (1-t)y) \leq tf(x) + (1-t)f(y) - \frac{1}{2}\lambda t(1-t)\|x - y\|^{\kappa}$$

for some $\lambda > 0$ \[107\].

An equivalent first-order condition, is that for any subgradient $g_x \in \partial f(x)$, we have for all $x, y \in S$,

$$f(y) \geq f(x) + g_x^T(y-x) + \frac{\lambda}{2}\|y - x\|^{\kappa} \quad (2.3)$$

When $\kappa = 2$, this is well known as strong convexity. It is well known that since $0 \in \partial f(x^*_f,S)$, we have for all $x \in S$,

$$f(x) \geq f(x^*_f,S) + \frac{\lambda}{2}\|x - x^*_f\|^{\kappa} \quad (2.4)$$

This local condition is strictly weaker than (2.3) and it only States that the function grows at least as fast as $\|x - x^*_f\|^{\kappa}$ around its optimum. This bears a striking resemblance to the Tsybakov Noise Condition (also called the regularity or margin condition) from the statistical learning literature.

**Tsybakov’s Noise Condition** We reproduce a relevant version of the condition from \[34\]. Define $\eta(x) := P(\ell(x) = 1|x)$, where $\ell(x)$ is the label of point $x$. Let $x^*$ be the closest point to $x$ such that $\eta(x^*) = 1/2$, ie on the decision boundary. $\eta$ is said to satisfy the TNC with exponent $\kappa \geq 1$ if

$$|\eta(x) - \eta(x^*)| \geq \lambda \|x - x^*\|^{\kappa} \quad (2.5)$$

for all $x$ in such that $|\eta(x) - 1/2| \leq \delta$ with $\delta > 0$.

It is natural to conjecture that the strength of convexity and the TNC play similar roles in determining minimax rates, and that rates of optimizing functions should really only depend on a TNC-like condition around their minima, motivating the definition of $F^\kappa$ in equation 2.2. We emphasize that though uniform convexity is not defined for $\kappa < 2$, $F^\kappa$ is well-defined for $\kappa \geq 1$ (see Appendix, Lemma 1).

The connection of the strength of convexity around the optimum to TNC is very direct in one-dimension, and we shall now see that it enables us to use an active classification algorithm to do stochastic convex optimization.
2.2.1 Making it transparent in 1-D

We show how to reduce the task of stochastically optimizing a one-dimensional convex function to that of active classification of signs of a monotone gradient. For simplicity of exposition, we assume that the set $S$ of interest is $[0, 1]$, and $f$ achieves a unique minimizer $x^*$ inside the set $(0, 1)$.

Since $f$ is convex, its true gradient $g$ is an increasing function of $x$ that is negative before $x^*$ and positive after $x^*$. Assume that the oracle returns gradient values corrupted by unit variance gaussian noise. Hence, one can think of $sign(g(x))$ as being the true label of point $x$, $sign(g(x) + z)$ as being the observed label, and finding $x^*$ as learning the decision boundary (the point where labels switch signs). If we think of $\eta(x) = P(sign(g(x) + z) = 1|x)$, then minimizing $f$ corresponds to identifying the Bayes classifier $[x^*, 1]$ because the point at which $\eta(x) = 0.5$ is where $g(x) = 0$, which is $x^*$.

If $f(x) - f(x^*) \geq \lambda\|x - x^*\|^\kappa$, then $|g_x| \geq \lambda\|x - x^*\|^\kappa - 1$ (see Appendix, Lemma 2). Let us consider a point $x$ which is a distance $t > 0$ to the right of $x^*$ and hence has label 1 (similar argument for $x < x^*$).

So, for all $g_x \in \partial f(x)$, $g_x \geq \lambda t^{\kappa - 1}$. In the presence of gaussian noise $z$, the probability of seeing label 1 is the probability that we draw $z$ in $(-g_x, \infty)$ so that the sign of $g_x + z$ is still positive. This yields:

$$\eta(x) = P(g_x + z > 0) = 0.5 + P(-g_x < z < 0)$$

Note that the probability mass of a gaussian grows linearly around its mean (Appendix, Lemma 3); ie, for all $t < \sigma$ there exist constants $a_1, a_2$ such that $a_1 t \leq P(0 \leq z \leq t) \leq a_2 t$. So, we get

$$\eta(x) \geq 0.5 + a_1 \lambda t^{\kappa - 1}$$

$$\Rightarrow |\eta(x) - 1/2| \geq a_1 \lambda |x - x^*|^{\kappa - 1}$$

Hence, $\eta(x)$ satisfies TNC with exponent $\kappa - 1$.

[34] provide an analysis of the Burnashev-Ziganshigrov (BZ) algorithm, which is a noise-tolerant variant of binary bisection, when the regression function $\eta(x)$ obeys a TNC like in equation 2.6. The BZ algorithm solves the one-dimensional active classification problem such that after making $T$ queries for a noisy label, it returns a confidence interval $\hat{I}_T$ which contains $x^*$ with high probability, and $\hat{x}_T$ is chosen to be the midpoint of $\hat{I}_T$. They bound the excess risk $\int_{[x, 1]} \Delta[x, 1] |2\eta(x) - 1| dx$ where $\Delta$ is the symmetric difference operator over sets but small modifications to their proofs (see Appendix, Lemma 4) yield a bound on $E|\hat{x}_T - x^*|$.

The setting of $\kappa = 1$ is easy because the regression function is bounded away from half (the true gradient doesn’t approach zero, so the noisy gradient is still probably the correct sign) and we can show an exponential convergence of $E(|\hat{x}_T - x^*|) = O(e^{-T\lambda^2/2})$. The unbounded noise setting of $\kappa > 1$ is harder and using a variant of BZ analysed in [34], we can show (see Appendix, Lemma 5) that $E(|\hat{x}_T - x^*|) = \hat{O}\left(\frac{1}{T}\right)^{\frac{1}{\kappa - 2}}$ and $E(|\hat{x}_T - x^*|^\kappa) = \hat{O}\left(\frac{1}{T}\right)^{\frac{\kappa}{\kappa - 2}}$.

Interestingly, in the next section on lower bounds, we show that for any dimension, $\Omega\left(\frac{1}{T}\right)^{\frac{1}{\kappa - 2}}$ is the minimax convergence rate for $E(|\hat{x}_T - x^*|)$.

2.3 Lower bounds using TNC

We prove lower bounds for $e^*_T(F^\kappa)$, $\rho^*_T(F^\kappa)$ using a technique that was originally for proving lower bounds for active classification under the TNC [34], providing a nice connection between active learning and stochastic convex optimization.

2 The gaussian assumption is only for this subsection
3 We use $\hat{O}$ to hide polylogarithmic factors.
Theorem 2. Let \( \mathcal{F}^\kappa (\kappa > 1) \) be the set of all 1-Lipschitz convex functions on \( S \in \mathbb{S} \) satisfying \( f(x) - f(x^*_{f,S}) \geq \frac{\lambda}{2} \| x - x^*_{f,S} \| ^\kappa \) for all \( x \in S \) for some \( \lambda > 0 \). Then, we have \( \epsilon_T^* (\mathcal{F}^\kappa) = \Omega (T^{-\frac{\kappa}{\kappa-1}}) \) and \( \rho_T^* (\mathcal{F}^\kappa) = \Omega (T^{-\frac{1}{\kappa-1}}) \).

The proof technique is summarised below. We demonstrate an oracle \( O^* \) and set \( S^* \) over which we prove a lower bound for \( \inf_{M \in \mathcal{M}} \sup_{f \in \mathcal{F}^\kappa} \mathbb{E}_T [\epsilon_T (M, f, S, O)] \). Specifically, let \( S^* \) be \( [0, 1]^d \cap \{ \| x \| \leq 1 \} \) and \( O^* \) just adds standard normal noise to the true function and gradient values. We then pick two similar functions in the class \( \mathcal{F}^\kappa \) and show that they are hard to differentiate with only \( T \) queries to \( O^* \).

We go about this by defining a semi-distance between any two elements of \( \mathcal{F}^\kappa \) as the distance between their minima. We then choose two very similar functions \( f_0, f_1 \) whose minima are \( 2a \) apart (we shall fix \( a \) later). The oracle chooses one of these two functions and the learner gets to query at points \( x \) in domain \( S^* \), receiving noisy gradient and function values \( y \in \mathbb{R}^d \), \( z \in \mathbb{R} \). We then define distributions corresponding to the two functions \( P_T^0, P_T^1 \) and choose \( a \) so that these distributions are at most a constant KL-distance \( \gamma \) apart. We then use Fano’s inequality which, using \( a \) and \( \gamma \), lower bounds the probability of identifying the wrong function by any estimator (and hence optimizing the wrong function) given a finite time horizon of length \( T \).

The use of Fano’s inequality is not new to convex optimization, but proofs that lower-bound the probability of error under a sequential, feedback-driven querying strategy are prominent in active learning, and we show such proofs also apply to convex optimization thanks to the relation of uniform convexity around the minimum to the Tsybakov Noise Condition. We State Fano’s inequality for completeness:

Theorem 3. [218] Let \( \mathcal{F} \) be a model class with an associated semi-distance \( \delta (\cdot, \cdot) : \mathcal{F} \times \mathcal{F} \rightarrow \mathbb{R} \) and each \( f \in \mathcal{F} \) having an associated measure \( P_f \) on a common probability space. Let \( f_0, f_1 \in \mathcal{F} \) be such that \( \delta (f_0, f_1) \geq 2a > 0 \) and \( KL (P_0 || P_1) \leq \gamma \). Then,

\[
\inf_{f} \sup_{f \in \mathcal{F}} P_f \left( \delta (\hat{f}, f) \geq a \right) \geq \max \left( \frac{\exp(-\gamma)}{4}, \frac{1 - \sqrt{\gamma/2}}{2} \right)
\]

2.3.1 Proof of Theorem 2

For technical reasons, we choose a subclass \( \mathcal{U}^\kappa \subset \mathcal{F}^\kappa \) which is chosen such that every point in \( S^* \) is the unique minimizer of exactly one function in \( \mathcal{U}^\kappa \). By construction of \( \mathcal{U}^\kappa \), returning an estimate \( \hat{x}_T \in S^* \) is equivalent to identifying the function \( \hat{f}_T \in \mathcal{U}^\kappa \) whose minimizer is at \( \hat{x}_T \). So we now proceed to bound \( \inf_{f_T} \sup_{f \in \mathcal{U}^\kappa} \mathbb{E}_T [\| \hat{x}_T - x^*_{f,S^*} \|] \).

Recall that we chose \( S^* = [0, 1]^d \cap \{ \| x \| \leq 1 \} \). Define the semi-distance \( \delta (f_a, f_b) = \| x_a^* - x_b^* \| \) and let

\[
f_0(x) = c_1 \sum_{i=1}^d |x_i|^\kappa = c_1 \| x \| ^\kappa
\]

\[
g_0(x) = \kappa c_1 (x_1^{\kappa-1}, \ldots, x_d^{\kappa-1})
\]

so that \( x_{0,S^*}^* = 0 \). Now define \( \tilde{a}_1 = (a, 0, \ldots, 0) \) and let

\[
f_1(x) = \begin{cases} 
  c_1 (\| x - 2\tilde{a}_1 \| ^\kappa + c_2) & x_1 \leq 4a \\
  f_0(x) & \text{o.w.}
\end{cases}
\]

\[
g_1(x) = \begin{cases} 
  \kappa c_1 \left( \frac{|x_2 - 2\alpha|^\kappa}{|x_1 - 2\alpha|^\kappa}, x_2^{\kappa-1}, \ldots, x_d^{\kappa-1} \right) & x_1 \leq 4a \\
  g_0(x) & \text{o.w.}
\end{cases}
\]

4For \( \kappa = 2 \), note that \( f_0, f_1 \in \mathcal{F}^{SC} \) (strongly convex).
so that $x_{i,S}^* = 2\bar{a}$ and hence $\delta(f_0, f_1) = 2a$. Notice that these two functions and their gradients differ only on a set of size $4a$. Here, $c_2 = (4a)^\kappa - (2a)^\kappa$ is a constant ensuring that $f_2$ is continuous at $x_1 = 4a$, and $c_1$ is a constant depending on $\kappa, d$ ensuring that the functions are 1-Lipschitz on $S^*$. Both parts of $f_1$ are convex and the gradient of $f_1$ increases from $x_1 = 4a^-$ to $x_1 = 4a^+$, maintaining convexity. Hence we conclude that both functions are indeed convex and both are in $\mathcal{F}_\kappa$ for appropriate $c_1$ (Appendix, Lemma 6). Our interest here is the dependence on $T$, so we ignore these constants to enhance readability.

On querying at point $X = x$, the oracle returns $Z \sim \mathcal{N}(f(x), \sigma^2)$ and $Y \sim \mathcal{N}(g(x), \sigma^2I_d)$. In other words, for $i = 0, 1$, we have $P^i(Z_t, Y_t|X = x_t) = \mathcal{N}\left((f_i(x_t), g_i(x_t)), \sigma^2I_{d+1}\right)$. Let $S^T_1 = (X^T_1, Y^T_1, Z^T_1)$ be the set of random variables corresponding to every query point and response. Define a probability distribution corresponding to every $f \in \mathcal{U}^\kappa$ as the joint distribution of $S^T_1$ if the true function was $f$, and so

$$P^0_T := P^0(X^T_1, Y^T_1, Z^T_1), \quad P^1_T := P^1(X^T_1, Y^T_1, Z^T_1)$$

We show that the KL-divergence of these distributions is $\text{KL}(P^0_T, P^1_T) = O(Ta^{2\kappa-2})$ and choose $a = T^{-\frac{1}{2\kappa-2}}$ so that $\text{KL}(P^0_T, P^1_T) \leq \gamma$ for some constant $\gamma > 0$.

**Lemma 1.** $\text{KL}(P^0_T, P^1_T) = O(Ta^{2\kappa-2})$

**Proof:**

$$\begin{aligned}
\text{KL}(P^0_T, P^1_T) &= \mathbb{E}^0 \left[ \log \frac{P^0(X^T_1, Y^T_1, Z^T_1)}{P^1(X^T_1, Y^T_1, Z^T_1)} \right] \\
&= \mathbb{E}^0 \left[ \log \prod_{t=1}^T \frac{P^0(Y_t, Z_t|X_t)}{P^1(Y_t, Z_t|X_t)} \prod_{t=1}^T \frac{P(X_t|X_{t-1}^t, Y_{t-1}^t, Z_{t-1}^t)}{P(X_t|X_{t-1}^t, Y_{t-1}^t, Z_{t-1}^t)} \right] \\
&= \mathbb{E}^0 \left[ \sum_{t=1}^T \mathbb{E}^0 \left[ \log \frac{P^0(Y_t, Z_t|X_t)}{P^1(Y_t, Z_t|X_t)} \bigg| X_1, \ldots, X_T \right] \right] \\
&\leq T \max_{x \in [0,1]^d} \mathbb{E}^0 \left[ \log \frac{P^0(Y_1, Z_1|X_1)}{P^1(Y_1, Z_1|X_1)} \bigg| X_1 = x \right] \\
&= T \max_{x \in [0,1]^d} \mathbb{E}^0 \left[ \log \frac{P^0(Y_1|X_1)P^0(Z_1|X_1)}{P^1(Y_1|X_1)P^1(Z_1|X_1)} \bigg| X_1 = x \right] \\
&\leq T \left( \max_{x \in [0,1]^d} \mathbb{E}^0 \left[ \log \frac{P^0(Y_1|X_1)}{P^1(Y_1|X_1)} \bigg| X_1 = x \right] \right) + T \left( \max_{x \in [0,1]^d} \mathbb{E}^0 \left[ \log \frac{P^0(Z_1|X_1)}{P^1(Z_1|X_1)} \bigg| X_1 = x \right] \right) \\
&= \frac{T}{2} \left( \max_{x \in [0,1]^d} \|g_0(x) - g_1(x)\|^2 \right) + \frac{T}{2} \left( \max_{x \in [0,1]^d} (f_0(x) - f_1(x))^2 \right) \\
&= \frac{c_2^2 T}{2} \left( \kappa^2 \max_{x \in [0,4a]} \left( \frac{|x_1| - 2a^\kappa}{(x_1 - 2a)^2} \right)^2 \right) + \frac{c_2^2 T}{2} \left( \max_{x \in [0,4a]} (|x_1 - 2a^\kappa - x_1^\kappa)|^2 \right) \\
&= O(Ta^{2\kappa-2}) + O(Ta^{2\kappa}) = O(Ta^{2\kappa-2})
\end{aligned}$$

(2.7) follows because the distribution of $X_t$ conditional on $X_{1:t-1}^t, Y_{1:t-1}^t, Z_{1:t-1}^t$ depends only on the algorithm $M$ and does not change with the underlying distribution. (2.8) follows because $Y_t \perp Z_t$ when conditioned on $X_t$. We also used $(Y_i, Z_i|X_i) \perp (Y_j, Z_j|X_j)$ for $i \neq j$. (2.9) follows because the KL-divergence
between two identity-covariance gaussians is just half the squared euclidean distance between their means.

Using Theorem 3 with \( a = T^{-\frac{1}{2\kappa-2}} \), for some \( C > 0 \) we get \( \inf_{f_T} \sup_{f \in \mathcal{U}^\kappa} P_f(\delta(f_T, f) \geq a) \geq C. \)

These bounds also immediately yield lower bounds for \( \rho^*_T(\mathcal{F}^\kappa) \) and \( \epsilon^*_T(\mathcal{F}^{SC}) \) because

$$
\inf_M \sup_{f \in \mathcal{U}^\kappa} \mathbb{E}[f(x_T^f) - f(x^*_f)] \geq \inf_M \sup_{f \in \mathcal{U}^\kappa} \lambda \mathbb{E}[\|x_T^f - x^*_f\|^2] \\
\geq \inf_{f \in \mathcal{U}^\kappa} \mathbb{E}[\|x_T - x^*\|^2] \\
= \inf_{f \in \mathcal{U}^\kappa} \sup_{f \in \mathcal{U}^\kappa} \mathbb{E}[\|\hat{x}_T - x^*_f\|^2]
$$

where the first inequality follows because \( f \in \mathcal{F}^\kappa \), and the second follows by applying Jensen’s for \( \kappa > 1 \). Finally, we get the bounds on \( \rho^*_T(\mathcal{F}^\kappa) \) and \( \epsilon^*_T(\mathcal{F}^{SC}) \) because we are now taking \( \sup \) over the larger class \( \mathcal{F}^\kappa \supset \mathcal{U}^\kappa \). This concludes the proof of Theorem 2.

This is a generalisation of known lower bounds, because we can recover existing lower bounds for the convex and strongly convex settings by choosing \( \kappa \to \infty \) and \( \kappa = 2 \) respectively. Furthermore, we will show that these bounds are tight for all \( \kappa > 1 \). These bounds also immediately yield lower bounds for uniformly convex functions, since \( \|x\|_\kappa^\kappa \) is \( \kappa \)-uniformly convex (Appendix, Lemma 8) which can also be arrived from the results of [199] using an online-to-batch conversion.

### 2.3.2 Derivative-Free Lower Bounds

The above proof immediately gives us a generalization of recent tight lower bounds for derivative free optimization [109], in which the authors consider zeroth-order oracles (no gradient information) and find that \( \epsilon^*_T(\mathcal{F}^C) = \Theta(1/\sqrt{T}) = \epsilon^*_T(\mathcal{F}^{SC}) \) concluding that strong convexity does not help in this setting. Here, we show

**Theorem 4.** Let \( \mathcal{F}^\kappa (\kappa > 1) \) be the set of all 1-Lipschitz convex functions on \( S \subseteq \mathbb{S} \) satisfying \( f(x) - f(x_{f,S}^\kappa) \geq \lambda \|x - x_{f,S}^\kappa\|^\kappa \) for all \( x \in S \) for some \( \lambda > 0 \). Then, in the derivative-free zeroth-order oracle setting, we have \( \epsilon^*_T(\mathcal{F}^\kappa) = \Omega(1/\sqrt{T}) \) and \( \rho^*_T(\mathcal{F}^\kappa) = \Omega(T^{-\frac{1}{2\kappa}}) \).

Ignoring \( y, Y_T \), define \( P_0^T := P_0(X_1^T, Z_1^T) \), \( P_1^T := P_1(X_1^T, Z_1^T) \) to get \( \text{KL}(P_0^T, P_1^T) = O(Ta^{2\kappa}) \). Choose \( a = T^{-\frac{1}{2\kappa}} \) so that \( \text{KL}(P_0^T, P_1^T) \leq \gamma \) for some \( \gamma > 0 \), and apply Fano’s to get \( \inf_{f_T} \sup_{f \in \mathcal{U}^\kappa} \mathbb{E}[\|\hat{x}_T - x_{f_T}^*\|^2] = CT^{-\frac{1}{2\kappa}} \) for some \( C > 0 \).

### 2.4 Matching Upper Bounds using Epoch-GD

We show that the bounds from Section 2.3 are tight by presenting an algorithm achieving the same rate.

**Theorem 5.** Algorithm EpochGD\((S, \kappa, T, \delta, G, \lambda)\) returns \( \hat{x}_T \in S \) after \( T \) queries to any oracle \( O \in \mathcal{O} \), such that for any \( f \in \mathcal{F}^\kappa, \kappa > 1 \) on any \( S \subseteq \mathbb{S} \), \( f(\hat{x}_T) - f(x^*_T) = \tilde{O}(T^{-\frac{\kappa}{2\kappa-2}}) \) and \( \|\hat{x}_T - x^*_T\| = \tilde{O}(T^{-\frac{1}{2\kappa-2}}) \) hold with probability at least \( 1 - \delta \) for any \( \delta > 0 \).

\[ \text{The } \kappa \text{ in [109] should not be confused with our TNC exponent } \kappa = 2 \text{ for } \mathcal{F}^{SC} \]

\[ \text{\tilde{O}} \text{ hides log log } T \text{ and log}(1/\delta) \text{ factors} \]
Algorithm 1 EpochGD (domain $S$, exponent $\kappa > 0$, convexity parameter $\lambda > 0$, confidence $\delta > 0$, oracle budget $T$, subgradient bound $G$)

Initialize $x_1^e \in S$ arbitrarily, $e = 1$

Initialize $T_1 = 2C_0$, $\eta_1 = C_1 \cdot 2^{-\frac{2}{2\kappa - 2}}$, $R_1 = \left(\frac{C_2 \eta_1}{\lambda}\right)^{1/\kappa}$

1: while $\sum_{i=1}^{e} T_i \leq T$ do
2:     for $t = 1$ to $T_e$ do
3:         Query the oracle at $x_t^e$ to obtain $\hat{g}_t$
4:         \[ x_{t+1}^{e} = \prod_{S \cap B(x_t^e, R_e)} (x_t^e - \eta_t \hat{g}_t) \]
5:     end for
6:     Set $x_{1}^{e+1} = \frac{1}{T_e} \sum_{t=1}^{T_e} x_t^e$
7:     Set $T_{e+1} = 2T_e$, $\eta_{e+1} = \eta_e \cdot 2^{-\frac{2}{2\kappa - 2}}$
8:     Set $R_{e+1} = \left(\frac{C_2 \eta_{e+1}}{\lambda}\right)^{1/\kappa}$, $e \leftarrow e + 1$
9: end while

Output: $x_1^e$

Recall that for $f \in F^\kappa$, $\|g_x\| \leq 1$ for any subgradient at any $x \in S$. Since the oracle may introduce bounded variance noise, we have $\|\hat{g}_x\| \leq 1 + c \sigma^2$ with high probability. Here, to keep a parallel with [95], we use $\|\hat{g}_x\| \leq G$ for convenience. Also, in algorithm 1 $B(x, R)$ refers to the ball around $x$ of radius $R$ i.e. $B(x, R) = \{y \mid \|x - y\| \leq R\}$.

We note that for uniformly convex functions ($\kappa \geq 2$), [107] derive the same upper bounds. Our rates are valid for $1 < \kappa < 2$ and hold more generally as we have a weaker condition on $F^\kappa$.

2.4.1 Proof of Theorem 5

We generalize the proof in [95] for strongly convex functions ($\kappa = 2$) and derive values for $C_0, C_1$ and $C_2$ for which Theorem 5 holds. We begin by showing that $f$ having a bounded subgradient corresponds to a bound on the diameter of $S$, and hence on the maximum achievable function value.

**Lemma 2.** If $f \in F^\kappa$ and $\|g_x\| \leq G$, then for all $x \in S$, we have $\|x - x_f^*\| \leq (G\lambda^{-1})^{\frac{1}{\kappa - 1}} =: D$ and $f(x) - f(x_f^*) \leq (G^\kappa \lambda^{-1})^{\frac{1}{\kappa - 1}} =: M$

**Proof:** By convexity, $f(x) - f(x_f^*) \leq g^\top_x (x - x_f^*) \leq \|g_x\| \cdot \|x - x_f^*\|$ (Holder’s inequality), implying that $G\|x - x_f^*\| \leq f(x) - f(x_f^*) \geq \frac{\lambda}{\kappa} \|x - x_f^*\|^{\kappa - 1}$. Hence, $\|x - x_f^*\|^{\kappa - 1} \leq G/\lambda$ or $\|x - x_f^*\| \leq G^{\frac{1}{\kappa - 1}} \lambda^{\frac{1}{\kappa - 1}}$. Finally $f(x) - f(x_f^*) \leq G\|x - x_f^*\| \leq G^{\frac{\kappa}{\kappa - 1}} \lambda^{\frac{1}{\kappa - 1}}$.

**Lemma 3.** Let $\|x_1 - x_f^*\| \leq R$. Apply $T$ iterations of the update $x_{t+1} = \Pi_{S \cap B(x_t, R)}(x_t - \eta_t \hat{g}_t)$, where $\hat{g}_t$ is an unbiased estimator for the subgradient of $f$ at $x_t$ satisfying $\|\hat{g}_t\| \leq G$. Then for $\bar{x} = \frac{1}{T} \sum_{t=1}^{T} x_t$ and any $\delta > 0$, with probability at least $1 - \delta$, we have

\[
f(\bar{x}) - f(x_f^*) \leq \frac{\eta G^2}{2} + \frac{\|x_1 - x_f^*\|^2}{2\eta T} + \frac{4GR\sqrt{2\log(1/\delta)}}{\sqrt{T}}
\]
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**Proof:** Lemma 10 in [95].

**Lemma 4.** For any epoch $e$ and any $\delta > 0$, $T_e = C_0 e^e$, $E = \lfloor \log(\frac{T_0}{e}) + 1 \rfloor$, $\eta_e = C_1 2^{-e\frac{\kappa}{2n-2}}$, for appropriate $C_0, C_1, C_2$, we have with probability at least $(1 - \frac{\delta}{E})^{e-1}$

$$\Delta_e := f(x_1^e) - f(x_f^e) \leq C_2 \eta_e$$

**Proof:** We let $\tilde{\delta} = \frac{\delta}{E}$ and use proof by induction on $e$.

The first step of induction, $e = 1$, requires

$$\Delta_1 \leq C_2 \eta_1 = C_2 C_1 2^{-\frac{\kappa}{2n-2}} \quad [R1]$$

Assume that $\Delta_e \leq C_2 \eta_e$ for some $e \geq 1$, with probability at least $(1 - \tilde{\delta})^{e-1}$ and we now prove it correspondingly for epoch $e + 1$. We condition on the event $\Delta_e \leq C_2 \eta_e$ which happens with the above probability. By the TNC, $\Delta_e \geq \lambda \|x_1^e - x^*\|^\kappa$, and the conditioning implies that $\|x_1^e - x^*\| \leq (C_2 \eta_e / \lambda)^{1/\kappa}$, which is the radius $R_e$ of the ball for the EpochGD projection step.

Lemma 3 applies with $R = R_e = (C_2 \eta_e / \lambda)^{1/\kappa}$ and so with probability at least $1 - \tilde{\delta}$, we have

$$\Delta_{e+1} \leq \frac{\eta_e G^2}{2} + \frac{\|x_1^e - x^*\|^2}{2 \eta_e T_e} + \frac{4G(C_2 \eta_e)^{1/\kappa} \sqrt{2 \log(\frac{1}{\delta})}}{\sqrt{T_e}}$$

$$\leq \frac{\eta_e G^2}{2} \frac{C_2^2 \eta_e^2}{2 \eta_e T_e \lambda^{2/\kappa}} + \frac{4G(C_2 \eta_e)^{1/\kappa} \sqrt{2 \log(\frac{1}{\delta})}}{\sqrt{T_e}}$$

For the induction, we would like $RHS \leq \eta_e G^2 \leq C_2 \eta_{e+1}$ which can be achieved by

$$\frac{C_2^2 \eta_e^2}{2 \eta_e T_e \lambda^{2/\kappa}} \leq \frac{\eta_e G^2}{6} \quad [R2]$$

$$\frac{4G(C_2 \eta_e)^{1/\kappa} \sqrt{2 \log(\frac{1}{\delta})}}{\sqrt{T_e}} \leq \frac{\eta_e G^2}{3} \quad [R3]$$

Then, factoring in the conditioned event which happens with probability at least $(1 - \tilde{\delta})^{e-1}$ we would get $\Delta_{e+1} \leq C_2 \eta_{e+1}$ with probability at least $(1 - \tilde{\delta})^e$.

We set $C_0, C_1, C_2$ such that the four conditions hold.

[R4] $\implies C_2 \geq G^2 2^{-\frac{\kappa}{2n-2}}$, a lower bound for $C_2$.

[R2] $\implies C_1 \geq \left(\frac{3}{G^2 C_0}\right)^{1/1 - \frac{1}{\kappa}}$.

[R3] $\implies C_1 \geq \left(\frac{3(96 \log(1/\delta))}{G^2 C_0}\right)^{1/1 - \frac{1}{\kappa}}$.

This is the stronger condition on $C_1$.

Observe that if $C_0 = 288 \log(1/\delta)$, by substitution we get the inequality $C_2 \eta_1 = C_1 C_2 2^{-\frac{\kappa}{2n-2}} \geq M 2^{\frac{\kappa}{2(\kappa-1)}}$

[R1] is trivially true for the above choices of $C_0, C_1, C_2$, because $\Delta_1 \leq M \leq M 2^{\frac{\kappa}{2(\kappa-1)}} \leq C_2 \eta_1$

Hence, $C_0 = 288 \log(E/\delta)$, $C_1 = \frac{G^2 2^{-\frac{\kappa}{2n-2}}}{\lambda^{1/1 - \frac{1}{\kappa}}}$ and $C_2 = G^2 2^{-\frac{\kappa}{2n-2}}$ satisfy the lemma. As a sanity check, [95] choose $C_0 = 288 \log(E/\delta), C_1 = 2/\lambda, C_2 = 2G^2$ for strongly convex functions.
The algorithm runs for \( E = \lceil \log(\frac{2}{\epsilon_0}) + 1 \rceil \) rounds so that the total number of queries is at most \( T \). The bound for \( \Delta_{E+1} \) yields the bounds on function error immediately by noting that \((1 - \frac{\delta}{E})^E \geq 1 - \delta\) and since \( f \in \mathcal{F}_\kappa \), we can bound the point error

\[
\|\hat{x}_T - x^*\| \leq \lambda^{-1/\kappa}[f(\hat{x}_T) - f(x^*)]^{1/\kappa}
\]

2.5 Discussion

The most common assumptions in the literature for proving convergence results for optimization algorithms are those of convexity and strong convexity, and [107] recently prove upper bounds using dual averaging for \( \kappa \)-uniformly convex functions when \( \kappa \geq 2 \). These classes impose a condition on the behaviour of the function, the strength of its convexity, everywhere in the domain. The TNC condition we consider for our smooth hierarchy of classes is natural and strictly weaker because it is immediately implied by uniform convexity or strong convexity in the realm of \( \kappa \geq 2 \), and has no corresponding notion when \( 1 < \kappa < 2 \).

The lower bound \( \Omega(T^{-\frac{1}{\kappa-2}}) \) for \( \epsilon^* \) that we prove immediately gives us the \( \Omega(1/T) \) lower bound for strongly convex functions and the classic \( \Omega(1/\sqrt{T}) \) bound when \( \kappa \to \infty \). The lower bound \( \Omega(T^{-\frac{1}{\kappa-2}}) \) for \( \rho^* \) is interesting because the optimization literature does not often focus on point-error estimates. We demonstrate how to use an active learning proof technique that is novel in its application to optimization, having the additional benefit that it gives tight rates for derivative free optimization with no additional work. It is useful to have a unified proof generalising rates for convex, strongly convex, uniformly convex and more in both the first and zeroth order stochastic oracle settings.

We note that the rates for both \( \epsilon^* \) and \( \rho^* \) are strongly supported by intuition as we can note by the rate’s behaviour at the extremes of \( \kappa \), near 1 and \( \infty \). If the function has \( \kappa \to 1 \), then this is the best case because of large signal to noise ratio, as the gradient jumps signs rapidly without spending much time around zero where it can be corrupted by noise, and we should be able to identify the optimum extremely fast (function error rates even better than \( 1/T \)), as supported by our result for the bounded noise setting in 1-D, and also by the tight upper bounds for using Epoch-GD. However, when \( \kappa \to \infty \), the function starts to look extremely flat around its minimum, and while we can optimize function-error very well (because a wide range of points have function value close to the minimum value), it is hard to get close to the true optimum with noisy samples.

The reduction from stochastic optimization to active learning in 1D is interesting but we are uncertain if this can be extended to higher dimensions to give a generic reduction from one setting to the other (given an algorithm for active learning, can it solve an instance of stochastic optimization). It is an open problem to prove a positive or negative result of this type in the first or zeroth-order oracle setting.

Our upper bounds on \( \epsilon \) and \( \rho \) involve a generalisation of Epoch Gradient Descent [95] and they demonstrate that the lower bounds achieved in terms of \( \kappa \) are indeed correct and tight. We make the same kind of assumptions as [107] and [95] - the number of time steps \( T \), a bound on noisy subgradients \( G \) and the convexity parameter \( \lambda \). Substituting \( \kappa = 2 \) in our algorithm yields the rate of \( O(1/T) \) for strongly convex functions and \( \kappa \to \infty \) recovers the \( O(1/\sqrt{T}) \) rate for convex functions as well.

Our lower bound proof bounds \( \epsilon^* \) and \( \rho^* \) simultaneously, by bounding the point-error and using the class definition to bound the function-error (in both first order and zeroth order oracle settings). The upper-bound proofs proceed in the opposite direction by bounding the function-error and then using the TNC condition to bound the point-error.

\footnote{We lose \( \log \log T \) factors here, like [95]. Alternatively, using \( E = \lceil \log(\frac{T}{\epsilon_0}) + 1 \rceil \), we could run for \( T \log \log T \) steps and get error bound \( O(T^{-\frac{1}{\kappa-2}}) \).}
In practice, one may not know the degree of convexity of the function at hand, but every function has a unique smallest \( \kappa \) for which it is in \( \mathcal{F}^\kappa \), and using a larger \( \kappa \) will still maintain convergence (but at slower rates). If we only know that \( f \) is convex then we can use any gradient descent algorithm, and if we know it is strongly convex then we can use \( \kappa = 2 \), so our algorithm is not any weaker than existing ones, but it is certainly stronger if we know \( \kappa \) exactly.

We do not know if a variant of our algorithm can be designed which is adaptive to unknown \( \kappa \). Function and gradient values should enable you to characterize the function around that region of space, but a function may have different smoothness is different parts of the space and old gradient information could be misleading. For example, consider a function on \([-0.5, 0.5]\) which is \( 2x^2 \) between \([-0.25, 0.25]\), and grows linearly with gradient \( \pm 1 \) in the rest of the space. This function is not strongly convex, but it is in \( \mathcal{F}^2 \), and it changes behaviour at \( x = \pm 0.25 \).

Hints of connections to active learning have been lingering in the literature, as noted by [155] but our borrowed lower bound proof from active learning and the one-dimensional upper bound reduction gives hope of a much more fertile intersection. While many active learning methods degrade exponentially with dimension \( d \), the rates in optimization degrade polynomially since active learning is trying to solve harder problem like learning a \( (d-1) \)-dimensional decision boundary or level set, while optimization problems are just interested in getting to a single good point (for any \( d \)). This still leaves open the possibility of using a one dimensional active learning algorithm as a subroutine for a \( d \)-dimensional convex optimization problem. We feel that this is the start of stronger conceptual ties between these fields.

2.6 Supporting Proofs

**Lemma 5.** No function can satisfy Uniform Convexity for \( \kappa < 2 \), but they can be in \( \mathcal{F}^\kappa \) for \( \kappa < 2 \).

**Proof:** If uniform convexity could be satisfied for (say) \( \kappa = 1.5 \), then we have for all \( x, y \in S \)

\[
f(y) - f(x) - g_x^T (y - x) \geq \frac{\lambda}{2} \|x - y\|^{1.5}
\]

Take \( x, y \) both on the positive x-axis. The Taylor expansion would require, for some \( c \in [x, y] \),

\[
f(y) - f(x) - g_x^T (y - x) = \frac{1}{2} (x - y)^T H(c)(x - y)
\]

\[
\leq \frac{\|H(c)\|_F}{2} \|x - y\|_2^2
\]

Now, taking \( \|x - y\|_2 = \epsilon \to 0 \) by choosing \( x \) closer to \( y \), the Taylor condition requires the residual to grow like \( \epsilon^2 \) (going to zero fast), but the UC condition requires the residual to grow at least as fast as \( \epsilon^{1.5} \) (going to zero slow). At some small enough value of \( \epsilon \), this would not be possible. Since the definition of UC needs to hold for all \( x, y \in S \), this gives us a contradiction. So, no \( f \) can be uniformly convex for any \( \kappa < 2 \).

However, one can note that for \( f(x) = \|x\|^{1.5} = \sum_i |x_i|^{1.5} \), we have \( x^*_f = 0 \), and \( f(x) - f(x^*_f) = \|x\|^{1.5} = \|x - x^*_f\|^{1.5} \), hence \( f \in \mathcal{F}^{1.5} \).

**Lemma 6.** If \( f \in \mathcal{F}^\kappa \), then for any subgradient \( g_x \in \partial f(x) \), we have \( \|g_x\|_2 \geq \lambda \|x - x^*\|^{\kappa - 1}_2 \).

**Proof:** By convexity, we have

\[
f(x^*) \geq f(x) + g_x^T (x^* - x)
\]
Rearranging terms and since \( f \in F^s \), we get
\[
g_x^T(x - x^*) \geq f(x) - f(x^*) \geq \lambda \|x - x^*\|_2^2
\]

By Holder’s inequality,
\[
\|g_x\|_2 \|x - x^*\|_2 \geq g_x^T(x - x^*)
\]

Putting them together, we have
\[
\|g_x\|_2 \|x - x^*\|_2 \geq \lambda \|x - x^*\|_2^2
\]
giving us our result.

**Lemma 7.** For a gaussian random variable \( z, \forall t < \sigma, \exists a_1, a_2, a_1 t \leq P(0 \leq z \leq t) \leq a_2 t \)

**Proof:** We wish to characterize how the probability mass of a gaussian random variable grows just around its mean. Our claim is that it grows linearly with the distance from the mean, and the following simple argument argues this neatly.

Consider a \( X \sim N(0, \sigma^2) \) random variable at a distance \( t \) from the mean \( 0 \). We want to bound \( \int_{-t}^{t} d\mu(X) \) for very small \( t \). The key idea in bounding this integral is to approximate it by a smaller and larger rectangle, each of the rectangles having a width \( 2t \) (from \( -t \) to \( t \)).

The first one has a height equal to \( \frac{e^{-t^2/2\sigma^2}}{\sigma \sqrt{2\pi}} \), the smallest value taken by the gaussian in \([ -t, t ] \) achieved at \( t \), and the other with a height equal to the \( \frac{1}{\sigma \sqrt{2\pi}} \), the largest value of the gaussian in \([ -t, t ] \) achieved at 1.

The smaller rectangle has area \( 2t \frac{e^{-t^2/2\sigma^2}}{\sigma \sqrt{2\pi}} \geq 2t \frac{e^{-1/2}}{\sigma \sqrt{2\pi}} \) when \( t < \sigma \). The larger rectangle clearly has an area of \( 2t \frac{1}{\sigma \sqrt{2\pi}} \).

Hence we have \( A_1 t = 2t \frac{1}{\sigma \sqrt{2\pi}} \leq P(|x| < t) \leq 2t \frac{1}{\sigma \sqrt{2\pi}} = A_2 t \) for \( t < \sigma \). Similarly, for a one-sided inequality, we have \( a_1 t = t \frac{1}{\sigma \sqrt{2\pi}} \leq P(0 < X < t) \leq t \frac{1}{\sigma \sqrt{2\pi}} = a_2 t \) for \( t < \sigma \).

We note that the gaussian tail inequality \( P(X > t) \leq \frac{1}{2} e^{-t^2/2\sigma^2} \) really makes sense for large \( t > \sigma \) and we are interested in \( t < \sigma \). There are tighter inequalities, but for our purpose, this will suffice.

**Lemma 8 (34).** If \( |\eta(x) - 1/2| \geq \lambda \), the midpoint \( \hat{x}_T \) of the high-probability interval returned by BZ satisfies \( \mathbb{E}[\hat{x}_T - x^*] = O(e^{-T\lambda^2/2}) \).

**Proof:** The BZ algorithm works by dividing \([0, 1]\) into a grid of \( m \) points (interval size \( 1/m \)) and makes \( T \) queries (only at gridpoints) to return an interval \( \hat{I}_T \) such that \( \Pr(x^* \notin \hat{I}_T) \leq me^{-T\lambda^2} \) [34]. We choose \( \hat{x}_T \) to be the midpoint of this interval, and hence get
\[
\mathbb{E}[\hat{x}_T - x^*] = \int_{0}^{1/2m} \Pr(|\hat{x}_T - x^*| > u) du
\]
\[
= \int_{0}^{1/2m} \Pr(|\hat{x}_T - x^*| > u) du + \int_{1/2m}^{1} \Pr(|\hat{x}_T - x^*| > u) du
\]
\[
\leq \frac{1}{2m} + \left( 1 - \frac{1}{2m} \right) \Pr \left( |\hat{x}_T - x^*| > \frac{1}{2m} \right)
\]
\[
\leq \frac{1}{2m} + me^{-T\lambda^2} = O (e^{-T\lambda^2/2})
\]
for the choice of the number of gridpoints as \( m = c^T \lambda^2 / 2 \).

**Lemma 9.** If \( |\eta(x) - 1/2| \geq \lambda |x - x^*|^\kappa \), the point \( \hat{x}_T \) obtained from a modified version of BZ satisfies \( \mathbb{E} |\hat{x}_T - x^*| = O \left( \frac{\log T}{T^{\frac{1}{\kappa - 2}}} \right) \) and \( \mathbb{E} |\hat{x}_T - x^*|^\kappa = O \left( \frac{\log T}{T^{\frac{1}{2\kappa - 2}}} \right) \).

**Proof:** We again follow the same proof as in [34]. Initially, they assume that the grid points are not aligned with \( x^* \), i.e. \( \forall k \in \{0, \ldots, m\} \), \( |x^* - k/m| \geq 1/3m \). This implies that for all gridpoints \( x \), \( |\eta(x) - 1/2| \geq \lambda (1/3m)^{\kappa - 1} \). Following the exact same proof above,

\[
\mathbb{E} |\hat{x}_T - x^*|^\kappa = \int_0^1 \Pr(|\hat{x}_T - x^*| > u)^\kappa du \\
= \int_0^{(1/2m)^\kappa} \Pr(|\hat{x}_T - x^*| > u^{1/\kappa}) du \\
+ \int_0^{(1/2m)^\kappa} \Pr(|\hat{x}_T - x^*| > u^{1/\kappa}) du \\
\leq \left( \frac{1}{2m} \right)^\kappa + \left( 1 - \left( \frac{1}{2m} \right)^\kappa \right) \Pr \left( |\hat{x}_T - x^*| > \frac{1}{2m} \right) \\
\leq \left( \frac{1}{2m} \right)^\kappa + m \exp(-T\lambda^2 (1/3m)^{2\kappa - 2}) \\
= O \left( \frac{T}{\log T} \frac{1}{T^{\frac{1}{2k - 2}}} \right)
\]

on choosing \( m \) proportional to \( \frac{T}{\log T} \frac{1}{T^{\frac{1}{2k - 2}}} \).

[34] elaborate in detail how to avoid the assumption that the grid points don’t align with \( x^* \). They use a more complicated variant of BZ with three interlocked grids, and gets the same rate as above without that assumption. The reader is directed to their exposition for clarification.

**Lemma 10.** \( c_\kappa \|x\|_\kappa^\kappa = c_\kappa \sum_{i=1}^d |x_i|^\kappa \) := \( f_0(x) \in F^\kappa \), for all \( \kappa > 1 \). Also, \( f_1(x) \) as defined in Section 2.3 is also in \( F^\kappa \).

**Proof:** Firstly, this is clearly convex for \( \kappa > 1 \). Also, \( f_0(x^*_f)_0 = 0 \) at \( x^*_f = 0 \). So, all we need to show is that for appropriate choice of \( c_\kappa \), \( f \) is indeed 1-Lipschitz and that \( f_0(x) - f_0(x^*_f) \geq \lambda \|x - x^*_f\|_2^\kappa \) for some \( \lambda > 0 \), ie

\[
c_\kappa \|x\|_\kappa^\kappa \geq \lambda \|x\|_2^\kappa , \quad c_\kappa (\|x\|_\kappa^\kappa - \|y\|_\kappa^\kappa) \leq \|x - y\|_2
\]

Let us consider two cases, \( \kappa \geq 2 \) and \( \kappa < 2 \). Note that all norms are uniformly bounded with respect to each other, up to constants depending on \( d \). Precisely, if \( \kappa < 2 \), then \( \|x\|_\kappa > \|x\|_2 \) and if \( \kappa \geq 2 \), then \( \|x\|_\kappa \geq d^{1/\kappa - 1/2} \|x\|_2 \).

When \( \kappa \geq 2 \), consider \( c_\kappa = 1 \). Then

\[
(\|x\|_\kappa^\kappa - \|y\|_\kappa^\kappa) \leq \|x - y\|_\kappa^\kappa \leq \|x - y\|_2 \leq \|x - y\|_2
\]

because \( \|z\|_\kappa \leq \|z\|_2 \) and \( \|x - y\|_2 \leq 1 \). Also, \( \|x\|_\kappa^\kappa \geq d^{1 - \frac{1}{2}} \|x\|_2^\kappa \), so \( \lambda = d^{1 - \frac{1}{2}} \) works.

When \( \kappa < 2 \), consider \( c_\kappa = \frac{1}{\sqrt{d}} \). Similarly

\[
c_\kappa (\|x\|_\kappa^\kappa - \|y\|_\kappa^\kappa) \leq \left( \frac{\|x - y\|_\kappa}{\sqrt{d}} \right)^\kappa \leq \|x - y\|_2 \leq \|x - y\|_2
\]
Also \( c_\kappa \|x\|_\kappa^\kappa \geq c_\kappa \|x\|_\kappa^2 \), so \( \lambda = c_\kappa \) works.

Hence \( f_0(x) \) is 1-Lipschitz and in \( F^\kappa \) for appropriate \( c_\kappa \).

Now, look at \( f_1(x) \) for \( x_1 \leq 4a \). It is actually just \( f_0(x) \), but translated by \( 2a \) in direction \( x_1 \), with a constant added, and hence has the same growth around its minimum. Now, the part with \( x_1 > 4a \) is just \( f_0(x) \) itself, which have the same growth parameters as the part with \( x_1 \leq 4a \). So \( f_1(x) \in F^\kappa \) also.

**Lemma 11.** For all \( i = 1...d \), let \( f_i(x) \) be any one-dimensional \( \kappa \)-uniformly convex function \( (\kappa \geq 2) \) with constant \( \lambda_i \). For a \( d \)-dimensional function \( f(x) = \sum_{i=1}^{d} f_i(x_i) \) that decomposes over dimensions, \( f(x) \) is also \( \kappa \)-uniformly convex with constant \( \lambda = \frac{\min_i \lambda_i}{d^{1/2-1/\kappa}} \).

**Proof:**

\[
f(x + h) = \sum_i f_i(x_i + h_i) \\
\geq \sum_i (f_i(x_i) + g_x h_i + \lambda_i |h_i|^\kappa) \\
\geq f(x) + g_x^T h + (\min_i \lambda_i) \|h\|_\kappa^\kappa \\
\geq f(x) + g_x^T h + \left(\frac{\min_i \lambda_i}{d^{1/2-1/\kappa}}\right) \|h\|_2^\kappa
\]

(one can use \( h = y - x \) for the usual first-order definition)

**Lemma 12.** \( f(x) = |x|^k \) is \( \kappa \)-uniformly convex i.e.

\[
(tf(x) + (1-t)f(y) \geq f(tx + (1-t)y) + \frac{\lambda}{2} t(1-t)|x - y|^k
\]

for \( \lambda = 4/2^k \). **Lemma 11** implies \( \|x\|_\kappa \) is also \( \kappa \)-uniformly convex with \( \lambda = \frac{4/2^k}{d^{1/2-1/\kappa}} \).

**Proof:** First we will show this for the special case of \( t = 1/2 \). We need to argue that:

\[
\frac{1}{2} |x|^k + \frac{1}{2} |y|^k \geq \frac{x + y}{2}^k + \frac{\lambda}{2} |x - y|^k
\]

Let \( \lambda = 4/2^k \). We will prove a stronger claim -

\[
\frac{1}{2} |x|^k + \frac{1}{2} |y|^k \geq \frac{x + y}{2}^k + 2\lambda \frac{1}{8} |x - y|^k
\]

Since \( k \geq 2 \)

\[
RHS^{1/k} = \left( \left( \frac{x + y}{2}^k + \left| \frac{x - y}{2} \right|^k \right)^{1/k} \right)
\leq \left( \left( \frac{x + y}{2}^2 + \left| \frac{x - y}{2} \right|^2 \right)^{1/2} \right)
\leq \frac{1}{\sqrt{2}} 2^{1/2-1/\kappa} (|x|^k + |y|^k)^{1/k}
\leq \left( \frac{1}{2} |x|^k + \frac{1}{2} |y|^k \right)^{1/k} = LHS^{1/k}
\]

29
Now, for the general case. We will argue that just proving the above for $t = 1/2$ is actually sufficient.

\[
    f(tx + (1-t)y) = f \left( 2t \left( \frac{x + y}{2} \right) + (1-2t)y \right)
\]

\[
    \leq 2tf \left( \frac{x + y}{2} \right) + (1-2t)f(y)
\]

\[
    \leq tf(x) + tf(y) - 2t^2 \frac{\lambda}{8} |x - y|^k + (1 - 2t)f(y)
\]

\[
    \leq tf(x) + (1 - t)f(y) - t(1 - t) \frac{\lambda}{2} |x - y|^k
\]
Chapter 3

Active Learning : Algorithms from Optimization

Interesting theoretical associations have been established by recent papers between the fields of active learning and stochastic convex optimization due to the common role of feedback in sequential querying mechanisms. In this chapter, we continue this thread in two parts by exploiting these relations for the first time to yield novel algorithms in both fields, further motivating the study of their intersection. First, inspired by a recent optimization algorithm that was adaptive to unknown uniform convexity parameters, we present a new active learning algorithm for one-dimensional thresholds that can yield minimax rates by adapting to unknown noise parameters. Next, we show that one can perform $d$-dimensional stochastic minimization of smooth uniformly convex functions when only granted oracle access to noisy gradient signs along any coordinate instead of real-valued gradients, by using a simple randomized coordinate descent procedure where each line search can be solved by 1-dimensional active learning, provably achieving the same error convergence rate as having the entire real-valued gradient. Combining these two parts yields an algorithm that solves stochastic convex optimization of uniformly convex and smooth functions using only noisy gradient signs by repeatedly performing active learning, achieves optimal rates and is adaptive to all unknown convexity and smoothness parameters.

3.1 Introduction

The two fields of convex optimization and active learning seem to have evolved quite independently of each other. Recently, [155] pointed out their relatedness due to the inherent sequential nature of both fields and the complex role of feedback in taking future actions. Following that, [160] made the connections more explicit by tying together the exponent used in noise conditions in active learning and the exponent used in uniform convexity (UC) in optimization. They used this to establish lower bounds (and tight upper bounds) in stochastic optimization of UC functions based on proof techniques from active learning. However, it was unclear if there were concrete algorithmic ideas in common between the fields.

Here, we provide a positive answer by exploiting the aforementioned connections to form new and interesting algorithms that clearly demonstrate that the complexity of $d$-dimensional stochastic optimization is precisely the complexity of 1-dimensional active learning. Inspired by an optimization algorithm that was adaptive to unknown uniform convexity parameters, we design an interesting one-dimensional active learner that is also adaptive to unknown noise parameters. This algorithm is simpler than the adaptive active learning algorithm proposed recently in [92] which handles the pool based active learning setting.

Given access to this active learner as a subroutine for line search, we show that a simple randomized
coordinate descent procedure can minimize uniformly convex functions with a much simpler stochastic oracle that returns only a Bernoulli random variable representing a noisy sign of the gradient in a single coordinate direction, rather than a full-dimensional real-valued gradient vector. The resulting algorithm is adaptive to all unknown UC and smoothness parameters and achieve minimax optimal convergence rates.

We spend the first two sections describing the problem setup and preliminary insights, before describing our algorithms.

3.1.1 Setup of First-Order Stochastic Convex Optimization

First-order stochastic convex optimization is the task of approximately minimizing a convex function over a convex set, given oracle access to unbiased estimates of the function and gradient at any point, using as few queries as possible (146). We will assume that we are given an arbitrary set $S \subset \mathbb{R}^d$ of known diameter bound $R = \max_{x,y \in S} \|x - y\|$. A convex function $f$ with $x^* = \arg\min_{x \in S} f(x)$ is said to be $k$-uniformly convex if, for some $\lambda > 0$, $k \geq 2$, we have for all $x, y \in S$

$$f(y) \geq f(x) + \nabla f(x)^\top (y - x) + \frac{\lambda}{2} \|x - y\|^k$$

(strong convexity arises when $k = 2$). $f$ is $L$-Lipschitz for some $L > 0$ if $\|\nabla f(x)\|_* \leq L$ (where $\|\cdot\|_*$ is the dual norm of $\|\cdot\|$); equivalently for all $x, y \in S$

$$|f(x) - f(y)| \leq L \|x - y\|$$

A differentiable $f$ is $H$-strongly smooth (or has a $H$-Lipschitz gradient) for some $H > \lambda$ if for all $x, y \in S$, we have $\|\nabla f(x) - \nabla f(y)\|_* \leq H \|x - y\|$, or equivalently

$$f(y) \leq f(x) + \nabla f(x)^\top (y - x) + \frac{H}{2} \|x - y\|^2$$

In this chapter we shall always assume $\|\cdot\| = \|\cdot\|_* = \|\cdot\|_2$ and deal with strongly smooth and uniformly convex functions with parameters $\lambda > 0$, $k \geq 2$, $L, H > 0$.

A stochastic first order oracle is a function that accepts $x \in S$, and returns

$$\left(\hat{f}(x), \hat{g}(x)\right) \in \mathbb{R}^{d+1} \text{ where } \mathbb{E}[\hat{f}(x)] = f(x), \mathbb{E}[\hat{g}(x)] = \nabla f(x)$$

(these unbiased estimates also have bounded variance) and the expectation is over any internal randomness of the oracle.

An optimization algorithm is a method that sequentially queries an oracle at points in $S$ and returns $\hat{x}_T$ as an estimate of the optimum of $f$ after $T$ queries (or alternatively tries to achieve an error of $\epsilon$) and their performance can be measured by either function error $f(\hat{x}_T) - f(x^*)$ or point error $\|\hat{x}_T - x^*\|$.

3.1.2 Stochastic Gradient-Sign Oracles

Define a stochastic sign oracle to be a function of $x \in S, j \in \{1...d\}$, that returns

$$\hat{s}_j(x) \in \{+, -\} \text{ where } \left|\eta(x) - 0.5\right| = \Theta \left(\|\nabla f(x)\|_j\right) \text{ and } \eta(x) = \Pr(\hat{s}_j(x) = +|x)$$

$^1 f = \Theta(g)$ means $f = \Omega(g)$ and $f = O(g)$ (rate of growth)
where \( \hat{\delta}_j(x) \) is a noisy sign \( (\nabla f(x))_j \) and \( (\nabla f(x))_j \) is the \( j \)-th coordinate of \( \nabla f \), and the probability is over any internal randomness of the oracle. This behavior of \( \eta(x) \) actually needs to hold only when \( |(\nabla f(x))_j| \) is small.

In this chapter, we consider coordinate descent algorithms that are motivated by applications where computing the overall gradient, or even a function value, can be expensive due to high dimensionality or huge amounts of data, but computing the gradient in any one coordinate can be cheap. \cite{147} mentions the example of \( \min_{x} \frac{1}{2} \|Ax - b\|^2 + \frac{1}{2} \|x\|^2 \) for some \( n \times d \) matrix \( A \) (or any other regularization that decomposes over dimensions). Computing the gradient \( A^\top (Ax - b) + x \) is expensive, because of the matrix-vector multiply. However, its \( j \)-th coordinate is \( 2A^\top (Ax - b) + x_j \) and requires an expense of only \( n \) if the residual vector \( Ax - b \) is kept track of (this is easy to do, since on a single coordinate update of \( x \), the residual change is proportional to \( A^\top \), an additional expense of \( n \)).

A sign oracle is weaker than a first order oracle, and can actually be obtained by returning the sign of the first order oracle’s noisy gradient if the mass of the noise distribution grows linearly around its zero mean (argued in next section). At the optimum along coordinate \( j \), the oracle returns a \( \pm 1 \) with equal probability, and otherwise returns the correct sign with a probability proportional to the value of the directional derivative at that point (this is reflective of the fact that the larger the derivative’s absolute value, the easier it would be for the oracle to approximate its sign, hence the smaller the probability of error). It is not unreasonable that there may be other circumstances where even calculating the (real value) gradient in the \( i \)-th direction could be expensive, but estimating its sign could be a much easier task as it only requires estimating whether function values are expected to increase or decrease along a coordinate (in a similar spirit of function comparison oracles \cite{109}, but with slightly more power).

We will also see that the rates for optimization crucially depend on whether the gradient noise is sign-preserving or not. For instance, with rounding errors or storing floats with small precision, one can get deterministic rates as if we had the exact gradient since the rounding or lower precision doesn’t flip signs.

### 3.1.3 Setup of Active Threshold Learning

The problem of one-dimensional threshold estimation assumes you have an interval of length \( R \), say \([0, R] \). Given a point \( x \), it has a label \( y \in \{+, -\} \) that is drawn from an unknown conditional distribution \( \eta(x) = \Pr(Y = +|X = x) \) and the threshold \( t \) is the unique point where \( \eta(x) = 1/2 \), with it being larger than half on one side of \( t \) and smaller than half on the other (hence it is more likely to draw a \(+\) on one side of \( t \) and a \(-\) on the other side).

The task of active learning of threshold classifiers allows the learner to sequentially query \( T \) (possibly dependent) points, observing labels drawn from the unknown conditional distribution after each query, with the goal of returning a guess \( \hat{x}_T \) as close to \( t \) as possible. In the formal study of classification (cf. \cite{217}), it is common to study minimax rates when the regression function \( \eta(x) \) satisfies Tsybakov’s noise or margin condition (TNC) with exponent \( k \) at the threshold \( t \). Different versions of this boundary noise condition are used in regression, density or level-set estimation and lead to an improvement in minimax optimal rates (for classification, also cf. \cite{10, 92}). Here, we present the version of TNC used in \cite{34}:

\[
M|x - t|^{k-1} \geq |\eta(x) - 1/2| \geq \mu|x - t|^{k-1} \text{ whenever } \eta(x) - 1/2 \leq \epsilon_0
\]

for some constants \( M > \mu > 0, \epsilon_0 > 0, k \geq 1 \).

A standard measure for how well a classifier \( h \) performs is given by its risk, which is simply the probability of classification error (expectation under \( 0-1 \) loss), \( \mathcal{R}(h) = \Pr[h(x) \neq y] \). The performance

\[2\text{Note that } |x - t| \leq \delta_0 := \left( \frac{\epsilon_0}{\mu^k} \right)^{\frac{1}{k+1}} \implies |\eta(x) - 1/2| \leq \epsilon_0 \implies |x - t| \leq \left( \frac{\epsilon_0}{\mu} \right)^{\frac{1}{k+1}}.\]
of threshold learning strategies can be measured by the excess classification risk of the resultant threshold classifier at \( \hat{x}_T \) compared to the Bayes optimal classifier at \( t \) as given by \(^3\)

\[
\mathcal{R}(\hat{x}_T) - \mathcal{R}(t) = \int_{\hat{x}_T \lor t}^{\hat{x}_T \land t} |2\eta(x) - 1| dx
\] (3.1)

In the above expression, akin to [34], we use a uniform marginal distribution for active learning since there is no underlying distribution over \( x \). Alternatively, one can simply measure the one-dimensional point error \(|\hat{x}_T - t|\) in estimation of the threshold. Minimax rates for estimation of risk and point error in active learning under TNC were provided in [34] and are summarized in the next section.

### 3.1.4 Summary of Contributions

Now that we have introduced the notation used in our chapter and some relevant previous work (more in the next section), we can clearly state our contributions.

- We generalize an idea from [107] to present a simple epoch-based active learning algorithm with a passive learning subroutine that can optimally learn one-dimensional thresholds and is adaptive to unknown noise parameters.
- We show that noisy gradient signs suffice for minimization of uniformly convex functions by proving that a random coordinate descent algorithm with an active learning line-search subroutine achieves minimax convergence rates.
- Due to the connection between the relevant exponents in the two fields, we can combine the above two methods to get an algorithm that achieves minimax optimal rates and is adaptive to unknown convexity parameters.
- As a corollary, we argue that with access to possibly noisy non-exact gradients that don’t switch any signs (rounding errors or low-precision storage are sign-preserving), we can still achieve exponentially fast deterministic rates.

### 3.2 Preliminary Insights

#### 3.2.1 Connections Between Exponents

Taking one point as \( x^* \) in the definition of UC, we see that

\[
|f(x) - f(x^*)| \geq \frac{\lambda}{2} ||x - x^*||^k
\]

Since \( ||\nabla f(x)|| ||x - x^*|| \geq \nabla f(x)^\top (x - x^*) \geq f(x) - f(x^*) \) (by convexity),

\[
||\nabla f(x) - 0|| \geq \frac{\lambda}{2} ||x - x^*||^{k-1}
\]

Another relevant fact for us will be that uniformly convex functions in \( d \) dimensions are uniformly convex along any one direction, or in other words, for every fixed \( x \in S \) and fixed unit vector \( u \in \mathbb{R}^d \), the

\(^3\) \(a \lor b \) := max(a, b) and \(a \land b := min(a, b)\)
univariate function of $\alpha$ defined by $f_{x,u}(\alpha) := f(x + au)$ is also UC with the same parameter.\footnote{Since $f$ is UC, $f_{x,u}(\alpha) \geq f_{x,u}(0) + \alpha \nabla f_{x,u}(0) + \frac{1}{2} |\alpha|^k$} For $u = e_j$, 
\[ ||\nabla f(x) ||_{j} - 0 \geq \frac{\lambda}{2} \| x - x_j^* \|^{k-1} \]
where $x_j^* = x + \alpha_j^* e_j$ and $\alpha_j^* = \arg \min \{ \alpha | x + \alpha e_j \}, f(x + \alpha e_j)$. This uncanny similarity to the TNC (since $\nabla f(x^*) = 0$) was mathematically exploited in \cite{160} where the authors used a lower bounding proof technique for one-dimensional active threshold learning from \cite{34} to provide a new lower bounding proof technique for the $d$-dimensional stochastic convex optimization of UC functions. In particular, they showed that the minimax rate for 1-dimensional active learning excess risk and the $d$-dimensional optimization function error both scaled like $\tilde{\Theta}(T^{-\frac{1}{k-2}})$, and that the point error in both settings scaled like $\tilde{\Theta}(T^{-\frac{1}{k-2}})$, where $k$ is either the TNC exponent or the UC exponent, depending on the setting. The importance of this connection cannot be emphasized enough and we will see this being useful throughout this chapter.

As mentioned earlier \cite{34} require a two-sided TNC condition (upper and lower growth condition to provide exact tight rate of growth) in order to prove risk upper bounds. On a similar note, for uniformly convex functions, we will assume such a Local $k$-Strong Smoothness condition around directional minima

Assumption LkSS: for all $j \in \{1...d\}$ \[ ||\nabla f(x) ||_{j} - 0 \leq \Lambda \| x - x_j^* \|^{k-1} \]
for some constant $\Lambda > \lambda/2$, so we can tightly characterize the rate of growth as 
\[ ||\nabla f(x) ||_{j} - 0 = \Theta(\| x - x_j^* \|^{k-1}) \]
This condition is implied by strong smoothness or Lipschitz smooth gradients when $k = 2$ (for strongly convex and strongly smooth functions), but is a slightly stronger assumption otherwise.

3.2.2 The One-Dimensional Argument
The basic argument for relating optimization to active learning was made in \cite{160} in the context of stochastic first order oracles when the noise distribution $P(z)$ is unbiased and grows linearly around its zero mean, i.e.
\[ \int_0^\infty dP(z) = \frac{1}{2} \text{ and } \int_0^t dP(z) = \Theta(t) \]
for all $0 < t < t_0$, for constants $t_0$ (similarly for $-t_0 < t < 0$). This is satisfied for gaussian, uniform and many other distributions. We reproduce the argument for clarity and then sketch it for stochastic signed oracles as well.

For any $x \in S$, it is clear that $f_{x,j}(\alpha) := f(x + \alpha e_j)$ is convex; its gradient $\nabla f_{x,j}(\alpha) := [\nabla f(x + \alpha e_j)]_j$ is an increasing function of $\alpha$ that switches signs at $\alpha_j^* := \arg \min \{ \alpha | x + \alpha e_j \}, f_{x,j}(\alpha)$, or equivalently at directional minimum $x_j^* := x + \alpha_j^* e_j$. One can think of $\text{sign}(||\nabla f(x) ||_{j})$ as being the true label of $x$, $\text{sign}(||\nabla f(x) ||_{j} + z)$ as being the observed label, and finding $x_j^*$ as learning the decision boundary (point where labels switch signs). Define regression function
\[ \eta(x) := \Pr(\text{sign}(||\nabla f(x) ||_{j} + z) = +| x) \]
\footnote{we use $\tilde{\Theta}, \tilde{\Theta}$ to hide constants and polylogarithmic factors}
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and note that minimizing \( f_{x_0,j} \) corresponds to identifying the Bayes threshold classifier as \( x_j^* \) because the point at which \( \eta(x) = 0.5 \) or \( |\nabla f(x)|_j = 0 \) is \( x_j^* \). Consider a point \( x = x_j^* + te_j \) for \( t > 0 \) with \( |\nabla f(x)|_j > 0 \) and hence has true label + (a similar argument can be made for \( t < 0 \)). As discussed earlier, \( |\nabla f(x)|_j = \Theta\left( \|x - x_j^*\|^{k-1} \right) = \Theta\left( t^{k-1} \right) \). The probability of seeing label + is the probability that we draw \( z \) in \( (−|\nabla f(x)|_j, \infty) \) so that the sign of \( |\nabla f(x)|_j + z \) is still positive. Hence, the regression function can be written as

\[
\eta(x) = \Pr \left( |\nabla f(x)|_j + z > 0 \right) = \Pr(z > 0) + \Pr\left( −|\nabla f(x)|_j < z < 0 \right) = 0.5 + \Theta\left( |\nabla f(x)|_j \right)
\]

\[
\Rightarrow |\eta(x) - \frac{1}{2}| = \Theta\left( |\nabla f(x)|_j \right) = \Theta\left( t^{k-1} \right) = \Theta\left( |x - x_j^*|^{k-1} \right)
\]

Hence, \( \eta(x) \) satisfies the TNC with exponent \( k \), and an active learning algorithm (next subsection) can be used to obtain a point \( \hat{x}_T \) with small point-error and excess risk. Note that function error in convex optimization is bounded above by excess risk of the corresponding active learner using eq (3.1) because

\[
f_j(\hat{x}_T) - f_j(x_j^*) = \int_{\hat{x}_T \wedge x_j^*}^{\hat{x}_T \vee x_j^*} |\nabla f(x)|_j \, dx = \Theta\left( \int_{\hat{x}_T \wedge x_j^*}^{\hat{x}_T \vee x_j^*} |2\eta(x) - 1| \, dx \right) = \Theta\left( R(\hat{x}_T) \right)
\]

Similarly, for stochastic sign oracles (Sec. 3.1.2), using \( \eta(x) = \Pr\left( \hat{s}_j(x) = + \right) \),

\[
|\eta(x) - \frac{1}{2}| = \Theta\left( |\nabla f(x)|_j \right) = \Theta\left( \|x - x_j^*\|^{k-1} \right)
\]

### 3.2.3 A Non-adaptive Active Threshold Learning Algorithm

One can use a grid-based probabilistic variant of binary search called the BZ algorithm [28] to approximately learn the threshold efficiently in the active setting, in the setting that \( \eta(x) \) satisfies the TNC for known \( k, \mu, M \) (it is not adaptive to the parameters of the problem - one needs to know these constants beforehand). The analysis of BZ and the proof of the following lemma are discussed in detail in Theorem 1 of [33], Theorem 2 of [34] and the Appendix of [160].

**Lemma 13.** Given a 1-dimensional regression function that satisfies the TNC with known parameters \( \mu, k \), then after \( T \) queries, the BZ algorithm returns a point \( \hat{t} \) such that \( |\hat{t} - t| = \tilde{\Theta}(T^{-\frac{1}{2k-2}}) \) and the excess risk is \( \tilde{\Theta}(T^{-\frac{k}{2k-2}}) \).

Due to the described connection between exponents, one can use BZ to approximately optimize a one dimensional uniformly convex function \( f_j \) with known uniform convexity parameters \( \lambda, k \). Hence, the BZ algorithm can be used to find a point with low function error by searching for a point with low risk. This, when combined with Lemma 13, yields the following important result.

**Lemma 14.** Given a 1-dimensional \( k \)-UC and LkSS function \( f_j \), a line search to find \( \hat{x}_T \) close to \( x_j^* \) up to accuracy \( |\hat{x}_T - x_j^*| \leq \eta \) in point-error can be performed in \( \tilde{\Theta}(1/\eta^{2k-2}) \) steps using the BZ algorithm. Alternatively, in \( T \) steps we can find \( \hat{x}_T \) such that \( f(\hat{x}_T) - f(x_j^*) = \tilde{\Theta}(T^{-\frac{k}{2k-2}}) \).
3.3 A 1-D Adaptive Active Threshold Learning Algorithm

We now describe an algorithm for active learning of one-dimensional thresholds that is adaptive, meaning it can achieve the minimax optimal rate even if the TNC parameters \( M, \mu, k \) are unknown. It is quite different from the non-adaptive BZ algorithm in its flavour, though it can be regarded as a robust binary search procedure, and its design and proof are inspired from an optimization procedure from [107] that is adaptive to unknown UC parameters \( \lambda, k \).

Even though [107] considers a specific optimization algorithm (dual averaging), we observe that their algorithm that adapts to unknown UC parameters can use any optimal convex optimization algorithm as a subroutine within each epoch. Similarly, our adaptive active learning algorithm is epoch-based and can use any optimal passive learning subroutine in each epoch. We note that [92] also developed an adaptive algorithm based on disagreement coefficient and VC-dimension arguments, but it is in a pool-based setting where one has access to a large pool of unlabeled data, and is much more complicated.

3.3.1 An Optimal Passive Learning Subroutine

The excess risk of passive learning procedures for 1-d thresholds can be bounded by \( O(T^{-1/2}) \) (e.g. see Alexander’s inequality in [56] to avoid \( \sqrt{\log T} \) factors from ERM/VC arguments) and can be achieved by ignoring the TNC parameters.

Consider such a passive learning procedure under a uniform distribution of samples (mimicked by active learning by querying the domain uniformly) in a ball \( B(x_0, R) \) around an arbitrary point \( x_0 \) of radius \( R \) that is known to contain the true threshold \( t \). Then without knowledge of \( M, \mu, k \), in \( T \) steps we can get a point \( \hat{x}_T \) close to the true threshold \( t \) such that with probability at least \( 1 - \delta \)

\[
\hat{x}_T - t \leq C \frac{R}{\sqrt{T}} \quad (3.2)
\]

for some constant \( C \). Assuming \( \hat{x}_T \) lies inside the TNC region,

\[
\int_{\hat{x}_T \wedge t}^{\hat{x}_T \vee t} \mu |x - t|^{k-1} dx \leq \int_{\hat{x}_T \wedge t}^{\hat{x}_T \vee t} |2\eta(x) - 1| dx
\]

Hence \( \frac{\mu(\hat{x}_T - t)^k}{k} \leq C \frac{R}{\sqrt{T}} \). Since \( k^{1/k} \leq 2 \), w.p. at least \( 1 - \delta \) we get a point-error

\[
|\hat{x}_T - t| \leq 2 \left[ \frac{C R}{\mu \sqrt{T}} \right]^{1/k}
\]

We assume that \( \hat{x}_T \) lies within the TNC region since the interval \( |\eta(x) - \frac{1}{2}| \leq \epsilon_0 \) has at least constant width \( |x - t| \leq \delta_0 = (\epsilon_0/M)^{1/(k-1)} \), it will only take a constant number of iterations to find a point within it. A formal way to argue this would be to see that if the overall risk goes to zero like \( C \frac{R}{\sqrt{T}} \), then the point cannot stay outside this constant sized region of width \( \delta_0 \) where \( |\eta(x) - 1/2| \leq \epsilon_0 \), since it would accumulate a large constant risk of at least \( \int_{t}^{t+\delta_0} \mu |x - t|^{k-1} = \frac{\mu \delta_0^k}{k} \). So as long as \( T \) is larger than a constant \( T_0 := \frac{C^2 R^2 k^2}{\mu^2 \delta_0^2} \), our bound in eq 3.2 holds with high probability (we can even assume we waste a constant number of queries to just get into the TNC region before using this algorithm).

\[\text{Define } B(x, R) := [x - R, x + R] \]
3.3.2 Adaptive One-Dimensional Active Threshold Learner

Algorithm 2 Adaptive Threshold Learner

Input: Domain $S$ of diameter $R$, oracle budget $T$, confidence $\delta$

Black Box: Any optimal passive learning procedure $P(x, R, N)$ that outputs an estimated threshold in $B(x, R)$ using $N$ queries

Choose any $x_0 \in S$, $R_1 = R$, $E = \log \sqrt{\frac{2T}{C_\delta^2 \log T}}$, $N = \frac{T}{E}$

1: while $1 \leq e \leq E$ do
2: $x_e \leftarrow P(x_{e-1}, R_e, N)$
3: $R_{e+1} \leftarrow \frac{R_e}{2}$, $e \leftarrow e + 1$
4: end while

Output: $x_E$

Algorithm 3.3.2 is a generalized epoch-based binary search, and we repeatedly perform passive learning in a halving search radius. Let the number of epochs be $E := \log \sqrt{\frac{2T}{C_\delta^2 \log T}} \leq \frac{\log T}{2}$ (if$^7$ constant $C_\delta^2 > 2$) and $\tilde{\delta} := 2\delta / \log T \leq \delta / E$. Let the time budget per epoch be $N := T / E$ (the same for every epoch) and the search radius in epoch $e \in \{1, \ldots, E\}$ shrink as $R_e := 2^{-e+1} R$.

Let us define the minimizer of the risk within the ball of radius $R_e$ centered around $x_{e-1}$ at epoch $e$ as

$$x_e^* = \arg\min \left\{ \mathcal{R}(x) : x \in S \cap B(x_{e-1}, R_e) \right\}$$

Note that $x_e^* = t$ iff $t \in B(x_{e-1}, R_e)$ and will be one end of the interval otherwise.

Theorem 1. In the setting of one-dimensional active learning of thresholds, Algorithm 1 adaptively achieves $\mathcal{R}(x_E) - \mathcal{R}(t) = \tilde{O} \left( T^{-\frac{k-1}{2}} \right)$ with probability at least $1 - \delta$ in $T$ queries when the unknown regression function $\eta(x)$ has unknown TNC parameters $\mu, k$.

Proof: Since we use an optimal passive learning subroutine at every epoch, we know that after each epoch $e$ we have with probability at least $1 - \tilde{\delta}$

$$\mathcal{R}(x_e) - \mathcal{R}(x_e^*) \leq C_\delta R_e \sqrt{\frac{\log T}{E}} \leq C_\delta R_e \sqrt{\frac{\log T}{2T}}$$

(3.3)

Since $\eta(x)$ satisfies the TNC (and is bounded above by 1), we have for all $x$

$$\mu |x - t|^{k-1} \leq |\eta(x) - 1/2| \leq 1$$

If the set has diameter $R$, one of the endpoints must be at least $R/2$ away from $t$, and hence we get a limitation on the maximum value of $\mu$ as $\mu \leq \frac{1}{(R/2)^{k-1}}$. Since $k \geq 2$ and $E \geq 2$, and $2^{-E} = C_\delta \sqrt{\frac{\log T}{2T}}$, using simple algebra we get

$$\mu \leq \frac{2^{(k-2)E+2}}{(R/2)^{k-1}} = \frac{4.2^{-E} 2^{(k-1)E} 2^{(k-1)}}{R^{k-1}} = \frac{4.2^{-E} 2^{(k-1)}}{(2^{-E} R)^{k-1}} = \frac{4C_\delta 2^{k-1}}{R^{k-1} E^{(k-1)}} \sqrt{\frac{\log T}{2T}}$$

$^7$By VC theory for threshold classifiers or similar arguments in [56], $C_\delta^2 \sim \log(1/\tilde{\delta}) \sim \log \log T$ since $\tilde{\delta} \sim \delta / \log T$. We treat it as constant for clarity of exposition, but actually lose $\log \log T$ factors like the high probability arguments in [95] and [160].
We prove that we will be appropriately close to \( t \) after some epoch \( e^* \) by doing case analysis on \( \mu \). When the true unknown \( \mu \) is sufficiently small, i.e.

\[
\mu \leq \frac{4 \tilde{C}_\delta 2^{k-1}}{R_{e}^{k-1}} \sqrt{\frac{\log T}{2T}}
\]

then we show that we’ll be done after \( e^* = 1 \). Otherwise, we will be done after epoch \( 2 \leq e^* \leq E \) if the true \( \mu \) lies in the range

\[
\frac{4 \tilde{C}_\delta 2^{k-1}}{R_{e}^{k-1}} \sqrt{\frac{\log T}{2T}} \leq \mu \leq \frac{4 \tilde{C}_\delta 2^{k-1}}{R_{e}^{k-1}+1} \sqrt{\frac{\log T}{2T}}
\]

To see why we’ll be done, equations (3.4) and (3.5) imply \( R_{e+1} \leq 2 \left( \frac{8 \tilde{C}_\delta^2 \log T}{\mu T} \right)^{\frac{1}{k-2}} \) after epoch \( e^* \) and plugging this into equation (3.3) with \( R_{e+1} = 2 R_{e+1}, \) we get

\[
\mathcal{R}(x_{e^*}) - \mathcal{R}(x_{e^*}) \leq C_\delta R_{e^*} \left( \frac{\log T}{2T} \right)^{\frac{1}{2}} = O \left( \left( \frac{\log T}{T} \right)^{\frac{1}{2}} \right)
\]

There are two issues hindering the completion of our proof. The first is that even though \( x_1^* = t \) to start off with, it might be the case that \( x_{e^*} \) is far away from \( t \) since we are chopping the radius by half at every epoch. Interestingly, in lemma 15 we will prove that round \( e^* \) is the last round up to which \( x_{e^*} = t \). This would imply from eq (3.6) that

\[
\mathcal{R}(x_{e^*}) - \mathcal{R}(t) = \tilde{O} \left( T^{-\frac{k}{k-2}} \right)
\]

Secondly we might be concerned that after the round \( e^* \), we may move further away from \( t \) in later epochs. However, we will show that since the radii are decreasing geometrically by half at every epoch, we cannot really wander too far away from \( x_{e^*} \). This will give us a bound (see lemma 16) like

\[
\mathcal{R}(x_E) - \mathcal{R}(x_{e^*}) = \tilde{O} \left( T^{-\frac{k}{k-2}} \right)
\]

We will essentially prove that the final point \( x_{e^*} \) of epoch \( e^* \) is sufficiently close to the true optimum \( t \), and the final point of the algorithm \( x_E \) is sufficiently close to \( x_{e^*} \). Summing eq (3.7) and eq (3.8) yields our desired result.

**Lemma 15.** For all \( e \leq e^* \), conditioned on having \( x_{e-1}^* = t \), with probability \( 1 - \tilde{\delta} \) we have \( x_{e}^* = t \). In other words, up to epoch \( e^* \), the optimal classifier in the domain of each epoch is the true threshold with high probability.

**Proof:** \( x_{e}^* = t \) will hold in epoch \( e \) if the distance between the first point \( x_{e-1} \) in the epoch \( e \) is such that the ball of radius \( R_e \) around it actually contains \( t \), or mathematically if \( |x_{e-1} - t| \leq R_e \). This is trivially satisified for \( e = 1 \), and assuming that it is true for epoch \( e - 1 \) we will show by induction that it holds true for epoch \( e \leq e^* \) w.p. \( 1 - \tilde{\delta} \). Notice that using equation (3.2), conditioned on the induction going through in previous rounds (\( t \) being within the search radius), after the completion of round \( e - 1 \) we have with probability \( 1 - \tilde{\delta} \)

\[
|x_{e-1} - t| \leq 2 \left[ \frac{C_\delta R_{e-1}}{\mu \sqrt{T/E}} \right]^{1/k}
\]

If this was upper bounded by \( R_e \), then the induction would go through. So what we would really like to show is that \( 2 \left[ \frac{C_\delta R_{e-1}}{\mu \sqrt{T/E}} \right]^{1/k} \leq R_e \). Since \( R_{e-1} = 2 R_e \), we effectively want to show \( \frac{2kC_\delta 2R_e}{\mu \sqrt{T/E}} \leq R_e \) or

\[
\frac{2kC_\delta 2R_e}{\mu \sqrt{T/E}} \leq R_e
\]
equivalently that for all $e \leq e^*$ we would like to have $\frac{4C_3\delta^{2k-1}}{R_{e}^{k-1}} \sqrt{\frac{E}{T}} \leq \mu$. Since $E \leq \frac{\log T}{2}$, we would be achieving something stronger if we showed

$$\frac{4C_3\delta^{2k-1}}{R_{e}^{k-1}} \sqrt{\frac{\log T}{2T}} \leq \mu$$

which is known to be true for every epoch up to $e^*$ by equation (3.5).

**Lemma 16.** For all $e^* < e \leq E$, $\mathcal{R}(x_e) - \mathcal{R}(x_{e^*}) \leq \frac{C_3R_{e^*}}{\sqrt{T/E}} = \tilde{O}\left(T^{-\frac{k}{2k-2}}\right)$ w.p. $1 - \bar{\delta}$, i.e. after epoch $e^*$, we cannot deviate much from where we ended epoch $e^*$.

**Proof:** For $e > e^*$, we have with probability at least $1 - \bar{\delta}$

$$\mathcal{R}(x_e) - \mathcal{R}(x_{e-1}) \leq \mathcal{R}(x_e) - \mathcal{R}(x_{e^*}) \leq \frac{C_3R_{e}}{\sqrt{T/E}}$$

and hence even for the final epoch $E$, we have with probability $(1 - \bar{\delta})^{E-e^*}$

$$\mathcal{R}(x_E) - \mathcal{R}(x_{e^*}) = \sum_{e=e+1}^{E} [\mathcal{R}(x_e) - \mathcal{R}(x_{e-1})] \leq \sum_{e=e+1}^{E} \frac{C_3R_{e}}{\sqrt{T/E}}$$

Since the radii are halving in size, this is upper bounded (like equation (3.6)) by

$$\frac{C_3R_{e^*}}{\sqrt{T/E}}[1/2 + 1/4 + 1/8 + \ldots] \leq \frac{C_3R_{e^*}}{\sqrt{T/E}} = \tilde{O}\left(T^{-\frac{k}{2k-2}}\right)$$

These lemmas justify the use of equations (3.7) and (3.8), whose sum yields our desired result. Notice that the overall probability of success is at least $(1 - \delta)^E \geq 1 - \delta$, hence concluding the proof of the theorem.

### 3.4 Randomized Stochastic-Sign Coordinate Descent

We now describe an algorithm that can do stochastic optimization of $k$-UC and LkSS functions in $d > 1$ dimensions when given access to a stochastic sign oracle and a black-box 1-D active learning algorithm, such as our adaptive scheme from the previous section as a subroutine. The procedure is well-known in the literature, but the idea that one only needs noisy gradient signs to perform minimization optimally, and that one can use active learning as a line-search procedure, is novel to the best of our knowledge.

The idea is to simply perform random coordinate-wise descent with approximate line search, where the subroutine for line search is an optimal active threshold learning algorithm that is used to approach the minimum of the function along the chosen direction. Let the gradient at epoch $e$ be called $\nabla x_{e-1} = \nabla f(x_{e-1})$, the unit vector direction of descent $d_e$ be a unit coordinate vector chosen randomly from $\{1...d\}$, and our step size from $x_{e-1}$ be $\alpha_e$ (determined by active learning) so that our next point is $x_e := x_{e-1} + \alpha_e d_e$.

Assume, for analysis, that the optimum of $f_e(\alpha) := f(x_{e-1} + \alpha d_e)$ is

$$\alpha_e^* := \arg\min_{\alpha} f(x_{e-1} + \alpha d_e)$$

and $x_e^* := x_{e-1} + \alpha_e^* d_e$

where (due to optimality) the derivative is

$$\nabla f_e(\alpha_e^*) = 0 = \nabla f(x_e^*)^\top d_e$$ (3.9)

The line search to find $\alpha_e$ and $x_e$ that approximates the minimum $x_e^*$ can be accomplished by any optimal active learning algorithm algorithm, once we fix the number of time steps per line search.
3.4.1 Analysis of Algorithm RSSCD

**Algorithm 3** Randomized Stochastic-Sign Coordinate Descent (RSSCD)

**Input:** set $S$ of diameter $R$, query budget $T$

**Oracle:** stochastic sign oracle $O_f(x, j)$ returning noisy sign $\langle \nabla f(x) \rangle_j$

**BlackBox:** algorithm $LS(x, d, n)$: line search from $x$, direction $d$, for $n$ steps

Choose any $x_0 \in S$, $E = d(\log T)^2$

1. while $1 \leq e \leq E$
2. Choose a unit coordinate vector $d_e$ from $\{1...d\}$ uniformly at random
3. $x_e \leftarrow LS(x_{e-1}, d_e, T/E)$ using $O_f$
4. $e \leftarrow e + 1$
5. end while

**Output:** $x_E$

Let the number of epochs be $E = d(\log T)^2$, and the number of time steps per epoch is $T/E$. We can do a line search from $x_{e-1}$, to get $x_e$ that approximates $x^*$ well in function error in $T/E = \tilde{O}(T)$ steps using an active learning subroutine and let the resulting function-error be denoted by $\epsilon' = \tilde{O}\left(T^{-\frac{2}{k+2}}\right)$.

$$f(x_e) \leq f(x^*_e) + \epsilon'$$

Also, LkSS and UC allow us to infer (for $k^* = \frac{k}{k+1}$, i.e. $1/k + 1/k^* = 1$)

$$f(x_{e-1}) - f(x^*_e) \geq \frac{\lambda}{2}\|x_{e-1} - x^*_e\|^k \geq \frac{\lambda}{2k^*}\|\nabla^T e - 1 d_e\|^{k^*}$$

Eliminating $f(x^*_e)$ from the above equations, subtracting $f(x^*)$ from both sides, denoting $\Delta_e := f(x_e) - f(x^*)$ and taking expectations

$$\mathbb{E}[\Delta_e] \leq \mathbb{E}[\Delta_{e-1}] - \frac{\lambda}{2k^*}\mathbb{E}\left[\|\nabla^T e - 1 d_e\|^{k^*}\right] + \epsilon'$$

Since $\mathbb{E}\left[\|\nabla^T e - 1 d_e\|^k \cdot |d_1, ..., d_{e-1}\| \right] = \frac{1}{d}\|\nabla e_{e-1}\|^{k^*} \geq \frac{1}{d}\|\nabla e_{e-1}\|^{k^*}$ we get

$$\mathbb{E}[\Delta_e] \leq \mathbb{E}[\Delta_{e-1}] - \frac{\lambda}{2dk^*}\mathbb{E}[\|\nabla e_{e-1}\|^{k^*}] + \epsilon'$$

By convexity, Cauchy-Schwartz and UC, $\|\nabla e_{e-1}\|^{k^*} \geq \left(\frac{\lambda}{2}\right)^{1/k^*} \Delta_{e-1}$, we get

$$\mathbb{E}[\Delta_e] \leq \mathbb{E}[\Delta_{e-1}] \left(1 - \frac{1}{d}\left(\frac{\lambda}{2k^*}\right)^{k^*}\right) + \epsilon'$$

Defining $C := \frac{1}{d}\left(\frac{\lambda}{2k^*}\right)^{k^*} < 1$, we get the recurrence

$$\mathbb{E}[\Delta_e] - \frac{\epsilon'}{C} \leq (1 - C) \left(\mathbb{E}[\Delta_{e-1}] - \frac{\epsilon'}{C}\right)$$

$k^* \geq 2 \Rightarrow 1 \leq k^* \leq 2 \Rightarrow \|\cdot\|_{k^*} \geq \|\cdot\|_2$

$\Delta_{e-1} \leq [\nabla^T e_{e-1} (x_{e-1} - x^*)]^k \leq \|\nabla e_{e-1}\|^{k^*}\|x_{e-1} - x^*\|^k \leq \|\nabla e_{e-1}\|^{k^*} \Delta_{e-1}$

$C$ Since $1 < k^* \leq 2$ and $\lambda > \lambda/2$, we have $C < 1$
Since $E = d(\log T)^2$ and $\Delta_0 \leq L\|x_0 - x^*\| \leq LR$, after the last epoch, we have

$$\mathbb{E}[\Delta_E] - \frac{\epsilon'}{C} \leq (1 - C)^E \left( \Delta_0 - \frac{\epsilon'}{C} \right) \leq \exp \{- C d(\log T)^2\} \Delta_0$$

$$\leq L R T^{-C d \log T}$$

As long as $T > \exp \{ (2\Lambda/\lambda)^k \}$, a constant, we have $C d \log T \geq 1$ and

$$\mathbb{E}[\Delta_E] = O(\epsilon') + o(T^{-1}) = \tilde{O}\left(T^{-\frac{k}{2k-2}}\right)$$

which is the desired result. Notice that in this section we didn’t need to know $\lambda, \Lambda, k$, because we simply run randomized coordinate descent for $E = d(\log T)^2$ epochs with $T/E$ steps per subroutine, and the active learning subroutine was also adaptive to the appropriately calculated TNC parameters. In summary,

**Theorem 2.** Given access to only noisy gradient sign information from a stochastic sign oracle, Randomized Stochastic-Sign Coordinate Descent can minimize UC and LkSS functions at the minimax optimal convergence rate for expected function error of $\tilde{O}\left(T^{-\frac{k}{2k-2}}\right)$ adaptive to all unknown convexity and smoothness parameters. As a special case for $k = 2$, strongly convex and strongly smooth functions can be minimized in $\tilde{O}(1/T)$ steps.

3.4.2 Gradient Sign-Preserving Computations

A practical concern for implementing optimization algorithms is machine precision, the number of decimals to which real numbers are stored. Finite space may limit the accuracy with which every gradient can be stored, and one may ask how much these inaccuracies may affect the final convergence rate - how is the query complexity of optimization affected if the true gradients were rounded to one or two decimal points? If the gradients were randomly rounded (to remain unbiased), then one might guess that we could easily achieve stochastic first-order optimization rates.

However, our results give a surprising answer to that question, as a similar argument reveals that for UC and LkSS functions (with strongly convex and strongly smooth being a special case), our algorithm achieves exponential rates. Since rounding errors do not flip any sign in the gradient, even if the gradient was rounded or decimal points were dropped as much as possible and we were to return only a single bit per coordinate having the true signs, then one can still achieve the exponentially fast convergence rate observed in non-stochastic settings - our algorithm needs only a logarithmic number of epochs, and in each epoch active learning will approach the directional minimum exponentially fast with noiseless gradient signs using a perfect binary search. In fact, our algorithm is the natural generalization for a higher-dimensional binary search, both in the deterministic and stochastic settings.

We can summarize this in the following theorem:

**Theorem 3.** Given access to gradient signs in the presence of sign-preserving noise (such as deterministic or random rounding of gradients, dropping decimal places for lower precision, etc), Randomized Stochastic-Sign Coordinate Descent can minimize UC and LkSS functions exponentially fast, with a function error convergence rate of $\tilde{O}(\exp\{-T\})$.

3.5 Discussion

While the assumption of smoothness is natural for strongly convex functions, our assumption of LkSS might appear strong in general. It is possible to relax this assumption and require the LkSS exponent
to differ from the UC exponent, or to only assume strong smoothness - this still yields consistency for our algorithm, but the rate achieved is worse. [107] and [160] both have epoch based algorithms that achieve the minimax rates under just Lipschitz assumptions with access to a full-gradient stochastic first order oracle, but it is hard to prove the same rates for a coordinate descent procedure without smoothness assumptions.

Given a target function accuracy $\epsilon$ instead of query budget $T$, a similar randomized coordinate descent procedure to ours achieves the minimax rate with a similar proof, but it is non-adaptive since we presently don’t have an adaptive active learning procedure when given $\epsilon$. As of now, we know no adaptive UC optimization procedure when given $\epsilon$.

Recently, [11] analysed stochastic gradient descent with averaging, and show that for smooth functions, it is possible for an algorithm to automatically adapt between convexity and strong convexity, and in comparison we show how to adapt to unknown uniform convexity (strong convexity being a special case of $\kappa = 2$). It may be possible to combine the ideas from this chapter and [11] to get a universally adaptive algorithm from convex to all degrees of uniform convexity. It would also be interesting to see if these ideas extend to connections between convex optimization and learning linear threshold functions.

In this chapter, we exploit recently discovered theoretical connections by providing explicit algorithms that take advantage of them. We show how these could lead to cross-fertilization of fields in both directions and hope that this is just the beginning of a flourishing interaction where these insights may lead to many new algorithms if we leverage the theoretical relations in more innovative ways.
Chapter 4

Active Learning: The effect of uniform feature noise

In active learning, the user sequentially chooses values for feature $X$ and an oracle returns the corresponding label $Y$. In this chapter, we consider the effect of feature noise in active learning, which could arise either because $X$ itself is being measured, or it is corrupted in transmission to the oracle, or the oracle returns the label of a noisy version of the query point. In statistics, feature noise is known as “errors in variables” and has been studied extensively in non-active settings. However, the effect of feature noise in active learning has not been studied before. We consider the well-known Berkson errors-in-variables model with additive uniform noise of width $\sigma$.

Our simple but revealing setting is that of a one-dimensional binary classification setting where the goal is to learn a threshold (point where the probability of a $+$ label crosses half). We deal with regression functions that are antisymmetric in a region of size $\sigma$ around the threshold and also satisfy Tsybakov’s margin condition around the threshold. We prove minimax lower and upper bounds which demonstrate that when $\sigma$ is smaller than the minimax active/passive noiseless error derived in [34], then noise has no effect on the rates and one achieves the same noiseless rates. For larger $\sigma$, the unflattening of the regression function on convolution with uniform noise, along with its local antisymmetry around the threshold, together yield a behaviour where noise appears to be beneficial. Our key result is that active learning can buy significant improvement over a passive strategy even in the presence of feature noise.

4.1 Introduction

Active learning is a machine learning paradigm where the algorithm interacts with a label-providing oracle in a feedback driven loop where past training data (features queried and corresponding labels) are used to guide the design of subsequent queries. Typically, the oracle is queried with an exact feature value and the oracle returns the label corresponding precisely to that feature value. However, in many scenarios, the feature value being queried can be noisy and it helps to analyze what would happen in such a setting. Such situations include noisy sensor measurements of features, corrupted transmission of data from source to storage, or just access to a limited noisy oracle.

The errors-in-variables model has been well studied in the statistical literature and their effect can be profound. In density estimation, Gaussian error causes the minimax rate to become logarithmic in sample size instead of polynomial, see [67]. For results in passive regression, refer to [31, 68, 75], and for passive classification, see [132]. However, classification has not been studied in the Berkson model introduced below. Also, deconvolution estimators require the noise fourier transform to be bounded away from zero,
ruling out uniform noise. Finally, to the best of our knowledge, feature noise has not been studied for active learning in any setting.

The classical errors in variables model has the graphical form \( W \leftarrow X \rightarrow Y \), representing

\[
W = X + \delta, \\
Y = m(X) + \epsilon.
\]

Here, the label \( Y \) depends on the feature \( X \) but we do not observe \( X \); rather we observe the noisy feature \( W \). The Berkson errors in variables model is

\[
X = W + \delta, \\
Y = m(X) + \epsilon.
\]

The difference is that we start with an observed feature \( W \) and then noise is added to determine \( X \). Graphically, this model is \( W \rightarrow X \rightarrow Y \).

In this chapter, we focus on the Berkson error model since it intuitively makes more sense for active learning - it captures the idea that we request a label for feature \( W \), but the oracle returns the label for \( X \) which is a corrupted version generated from \( W \), i.e. the noise occurs between the label request and the oracle output. We use uniform noise since it yields insightful behavior and also has not been addressed in the literature. We conjecture that qualitatively similar results hold for other symmetric error models.

4.1.1 Setup

Threshold Classification. Let \( \mathcal{X} = [-1, 1], \mathcal{Y} = \{+, -\} \), and \( f : \mathcal{X} \rightarrow \mathcal{Y} \) denote a classification rule. Assuming 0/1 loss, the risk of the classification rule \( f \) is \( R(f) = \mathbb{E}[1_{f(X) \neq Y}] = \mathbb{P}(f(X) \neq Y) \). It is known that the Bayes optimal classifier, the best measurable classifier that minimizes the risk \( f^* = \arg\min_f R(f) \), has the following form

\[
f^*(x) = \begin{cases} 
+ & \text{if } m(x) \geq 1/2, \\
- & \text{if } m(x) < 1/2,
\end{cases}
\]

where \( m(x) = \mathbb{P}(Y = + | X = x) \) is the unknown regression function. In what follows, we will consider the case where the \( f^* \) is a threshold classifier, i.e. there exists a unique \( t \in [-1, 1] \) with \( m(t) = 1/2 \) such that \( m(x) < 1/2 \) if \( x < t \), and \( m(x) > 1/2 \) if \( x > t \).

Berkson Error Model. The model is:

1. User chooses \( W \) and requests label.
2. Oracle receives a noisy \( W \) namely \( X = W + U \).
3. Oracle returns \( Y \) where \( \mathbb{P}(Y = + | X = x) = m(x) \).

We take the noise to be uniform: \( U \sim \text{Unif}[-\sigma, \sigma] \), where the noise width \( \sigma \) is known for simplicity.

Sampling Strategies. In passive sampling, assume that we are given a batch of \( w_i \sim \text{Unif}[-1, 1] \) and corresponding labels \( y_i \) sampled independently of \( \{w_j\} \neq i \) and \( \{y_j\} \neq i \). In this case, a strategy \( S \) is just an estimator \( S_n : (W \times Y)^n \rightarrow [-1, 1] \) that returns a guess \( \hat{t} \) of the threshold \( t \) on seeing \( \{w_i, y_i\} \).

In active sampling we are allowed to sequentially choose \( w_i = S_i(w_1, \ldots, w_{i-1}, y_1, \ldots, y_{i-1}) \), where \( S_i \) is a possibly random function of past queries and labels, where the randomness is independent of queries.
and labels. In this case, a strategy $A$ is a sequence of functions $S_i : (W \times Y)^{i-1} \rightarrow [-1, 1]$ returning query points and an estimator $S_n : (W \times Y)^n \rightarrow [-1, 1]$ that returns a guess $\hat{t}$ at the end.

Let $\mathcal{S}_n^P, \mathcal{S}_n^A$ be the set of all passive or active strategies (and estimators) with a total budget of $n$ labels.

To avoid the issue of noise resulting in a point outside the domain, we make a (Q)uerying assumption: (Q). Querying within $\sigma$ of the boundary is disallowed.

**Loss Measure.** Let $\hat{t} = \hat{t}(W^n, Y^n)$ denote an estimator of $t$ using $n$ samples from a passive or active strategy. Our task will be to estimate the location of $t$, where we measure accuracy of an estimator $\hat{t}$ by a loss function which is the point error $|\hat{t} - t|$.

**Function Class.** In the analysis of rates for classification (among others), it is common to use the Tsybakov Noise/Margin Condition (see [217]), to characterize the behavior of $m(x)$ around the threshold $t$.

Given constants $c, C$ with $C \geq c$, $k \geq 1$, and noise level $\sigma$, let $\mathcal{P}(c, C, k, \sigma)$ be the set of regression functions $m(x)$ that satisfy the following conditions (T,M,B) for some threshold $t$:

1. $|x - t|^{k-1} \geq |m(x)| - 1/2 \geq c|x - t|^{k-1}$ whenever $|m(x)| - 1/2 \leq \epsilon_0$ for some constant $\epsilon_0$ (T).
2. $m(t + \delta) - 1/2 = 1/2 - m(t - \delta)$ for all $\delta \leq \sigma$ (M).
3. $t$ is at least $\sigma$ away from the boundary (B).

On adding noise $U$, the point where $m * U$ (+ means convolution) crosses half may differ from $t$, the point where $m$ crosses half. However, the antisymmetry assumption (M) and boundary assumption (B) together imply that the two thresholds are the same. Getting rid of (M,B) seems substantially difficult.

When $\sigma = 0$, (Q), (M) and (B) are vacuously satisfied, and this is exactly the class of functions and strategies considered in [34]. Smaller $k$ means that the regression function is steeper, which makes it easier to estimate the threshold and classify future labels (cf. [204]). $k = 1$ captures a discontinuous $m(x)$ jumping at $t$.

**Minimax Risk.** We are interested in the minimax risk under the point error loss:

$$\mathcal{R}_n(\mathcal{P}(c, C, k, \sigma)) = \inf_{S \in \mathcal{S}_n} \sup_{P \in \mathcal{P}(c, C, k, \sigma)} \mathbb{E}[|\hat{t} - t|]$$

(4.1)

where $\mathcal{S}_n$ is the set of strategies accessing $n$ samples. For brevity, $\mathcal{R}_n^P(k, \sigma)$ or $\mathcal{R}_n^A(k, \sigma)$ denotes risk for (P)assive/(A)ctive sampling strategies $\mathcal{S}_n^P, \mathcal{S}_n^A$.

**Notation $\prec, \succ, \preceq, \succeq, \geq, \leq$.** We analyse minimax point error rates in different regimes of $\sigma$ as a function of $n$ (or equivalently, for a given point error, we can analyse how the sample size $n$ depends on $\sigma$) and we write $\sigma_n$ for emphasis. In this chapter, $f_n \prec g_n$ means $f_n/g_n \rightarrow 0$, $f_n \succ g_n$ means $c_1 g_n \leq f_n \leq c_2 g_n$ where $c_1, c_2$ are constants, $f_n \preceq g_n$ means $f_n \preceq g_n$ or $f_n \succeq g_n$, $f_n \succeq g_n$ means $g_n \preceq f_n$ and $f_n \succeq g_n$ means $g_n \preceq f_n$.

### 4.2 Main Result and Comparisons

The main result of this chapter is as follows.

**Theorem 4.** Under the Berkson error model, when given $n$ labels sampled actively or passively with assumption (Q), and when the true underlying regression function lies in $\mathcal{P}(c, C, k, \sigma_n)$ for known $k, \sigma_n$, the minimax risk under the point error loss is: 47
1. \( R_n^P(\mathcal{P}(k, \sigma)) \propto \begin{cases} 
^{-\frac{1}{2k-1}} & \text{if } \sigma_n < n^{-\frac{1}{2k-1}} \\
^{-\frac{k-3}{2k}} \sqrt{\frac{1}{n}} & \text{otherwise} \end{cases} \)

2. \( R_n^A(\mathcal{P}(k, \sigma)) \propto \begin{cases} 
^{-\frac{1}{2k-2}} & \text{if } \sigma_n < n^{-\frac{1}{2k-2}} \\
^{-\frac{k-2}{2k}} \sqrt{\frac{1}{n}} & \text{otherwise} \end{cases} \)

When \( k = 1 \), \( m(x) \) jumps at the threshold, and we interpret the quantity \( n^{-\frac{1}{2k-2}} \) as being exponentially small, i.e. being smaller than \( n^{-p} \) for any \( p \). We also suppress logarithmic factors in \( n, \sigma_n \). If the domain was \([-R, R]\), the corresponding passive rates are obtained by substituting \( n \) by \( n/R \), but active rates remain the same up to logarithmic factors in \( R \).

**Remark.** In this chapter, we focus on learning the threshold \( t \). This is relevant because the threshold maybe of intrinsic interest, and also of interest for prediction if, for example, future queries could be made with a different noise model or can be obtained (with some cost) noise-free. Similar results can be derived for 0/1-risk.

**Zero Noise.** When \( \sigma = 0 \), the assumptions (Q,B,M) are vacuously true, and our class \( \mathcal{P}(c, C, k, 0) \) matches the class \( \mathcal{P}(c, C, k) \) considered in [34], and our rates for \( \sigma = 0 \) i.e. \( n^{-\frac{1}{2k-1}} \) and \( n^{-\frac{1}{2k-2}} \) are precisely the passive and active minimax point error rates in [34].

**Small Noise.** When the noise is small, we get what we expect - the risk does not change with noise as long as the noise itself is smaller than the noiseless error. In other words, as long as the noise is smaller than the noiseless error rate of \( n^{-\frac{1}{2k-1}} \) for passive learning, passive learners will not really be able to notice this tiny noise, and the minimax rate remains \( n^{-\frac{1}{2k-1}} \). Similarly, as long as the noise is smaller than the noiseless error rate of \( n^{-\frac{1}{2k-2}} \) for active learning, active learners will not really be able to notice this tiny noise, and the minimax rate remains \( n^{-\frac{1}{2k-1}} \). Also, the passive rates vary smoothly - at the point when \( \sigma_n \approx n^{-\frac{1}{2k-1}} \), the rates for small and large noise coincide. Similarly, at the point when \( \sigma_n \approx n^{-\frac{1}{2k-2}} \), the aforementioned active rates for small and large noise coincide.

**Large Noise and Assumption (M).** When the noise is large, we see a curious behaviour of the rates. When \( k > 2 \), the error rates seem to get smaller/better with larger noise for both active and passive learning, and furthermore the noisy rates can also be better than the noiseless rate! This might seem to violate both the information processing inequality, and our intuition that more noise shouldn’t help estimation. Moreover, a noiseless active learner may be able to simulate a noisy situation by adding noise and querying at the resulting point, and get better rates, violating lower bounds in [34].

However, we make the following crucial but subtle observation. Our claimed rates are not about a fixed function class - due to assumption (M), the function class changes with \( \sigma \), and in fact (M) requires the antisymmetry of the regression function to hold over a larger region for larger \( \sigma \). This set of functions is actually getting smaller with larger \( \sigma \). Even though the functions can behave quite arbitrarily outside \((t - \sigma, t + \sigma)\), this assumption (M) on a small region of size \( 2\sigma \) actually helps us significantly.

Given that there is no contradiction to the results of [34] or more fundamental information theoretic ideas, there is also an intuitive explanation of why assumption (M) helps when we have large noise. As we will see in a later figure, convolution with noise seems to “stretch/unflatten” the function around the threshold. Specifically, for larger \( k > 2 \), the regression function can be quite flat around the threshold - convolution with noise makes it less flat and more linear - in fact it behaves linearly over a large region.
of width nearly $2\sigma$. This is true regardless of whether assumption (M) holds - however if (M) does not hold, then the convolved threshold, which is the point where the convolved function crosses half, need not be the original threshold $t$. While dropping assumption (M) will not hurt if we only want to find the convolved threshold, but given that our aim is to estimate $t$, the problem of figuring out how much the threshold shifted can be quite non-trivial.

Hence, large noise ensures a behaviour that is less flat and more linear around the threshold, and assumption (M) ensures that the threshold doesn’t shift from $t$. Intuitively this is why (M) and large noise help, and technically there is no contradiction because the function class is getting progressively simpler because of more controlled growth around the threshold.

The main takeaway is that in all settings, active learning yields a gain over passive sampling. We now describe the upper and lower bounds that lead to Theorem 1. The case $k = 1$ is handled in detail for intuition but proofs for $k > 1$ are in the Appendix.

### 4.2.1 Simulation of Noise Convolution

![Figure 4.1: Regression function $\eta(x)$ (red) before and $F(w)$ (blue) after convolution with noise. In all 3 figures, Tsybakov’s margin condition holds for $x \in [0.4, 0.6]$. The top plot has a linear regression function ($k = 2$), and its two blue curves are for $\sigma_n = 0.05$ (narrow), 0.2 (wide), and they show that a linear growth around $t = 0.5$ remains linear. The middle and bottom figure are for a flatter regression function with $k = 4$, and $\sigma_n = 0.05, 0.2$ respectively, plotted separately for clarity. $k = 4$ is harder than for $k = 2$ because the red curve is flatter around $t$, making it harder to pinpoint the threshold. However, as one can see in both plots, noise actually helps by smoothing it out and making it more linear. However, note that the effect of assumption (M) cannot be understated, due to which in all plots the threshold before and after noise cross half at the same point. The effect of noise when $k = 1$ can be seen in the following section.](image-url)
4.2.2 Chapter Roadmap

We devote the next two sections to proving the lower and upper bounds, in that order, that lead to Theorem 4. While the proofs will be self-contained, we leave some detailed calculations to the appendix.

For easier readability, we present lower bounds for $k = 1$ first to absorb the technique and then the lower bounds for $k > 1$. In Section 4.3 we will prove

**Theorem 5 (Lower Bounds).** Under the Berkson error model and assumption (Q),

1. For $k = 1$, the passive/active lower bounds are

\[
\inf_{S \in S^{ho}} \sup_{P \in \mathcal{P}(1, \sigma_n)} \mathbb{E}[\hat{t} - t] \geq \begin{cases} 
\frac{1}{n} & \text{if } \sigma_n \prec \frac{1}{n} \\
\frac{\sigma_n}{\sqrt{n}} & \text{otherwise}
\end{cases}
\]

\[
\inf_{S \in S^A} \sup_{P \in \mathcal{P}(1, \sigma_n)} \mathbb{E}[\hat{t} - t] \geq \begin{cases} 
\frac{e^{-n}}{n} & \text{if } \sigma_n \prec e^{-n} \\
\frac{\sigma_n}{\sqrt{n}} & \text{otherwise}
\end{cases}
\]

2. For $k > 1$, the passive/active lower bounds are

\[
\inf_{S \in S^{ho}} \sup_{P \in \mathcal{P}(k, \sigma_n)} \mathbb{E}[\hat{t} - t] \geq \begin{cases} 
n^{-\frac{1}{2k-1}} & \text{if } \sigma_n \prec n^{-\frac{1}{2k-1}} \\
\frac{1}{\sigma_n (k-\frac{3}{2})} \sqrt{\frac{1}{n}} & \text{otherwise}
\end{cases}
\]

\[
\inf_{S \in S^A} \sup_{P \in \mathcal{P}(k, \sigma_n)} \mathbb{E}[\hat{t} - t] \geq \begin{cases} 
n^{-\frac{1}{2k-2}} & \text{if } \sigma_n \prec n^{-\frac{1}{2k-2}} \\
\frac{1}{\sigma_n (k-2)} \sqrt{\frac{1}{n}} & \text{otherwise}
\end{cases}
\]

Following that, we again present active and passive algorithms for $k = 1$ first to gather intuition and then generalize them for $k > 1$. In Section 4.4 we will prove

**Theorem 6 (Upper Bounds).** Under the Berkson error model and assumption (Q),

1. For $k = 1$, a passive algorithm (WIDEHIST) and an active algorithm (ACTPASS) return $\hat{t}$ s.t.

\[
\sup_{P \in \mathcal{P}(1, \sigma_n)} \mathbb{E}[\hat{t} - t] \leq \begin{cases} 
\frac{1}{n} & \text{if } \sigma_n \prec \frac{1}{n} \\
\frac{\sigma_n}{\sqrt{n}} & \text{otherwise}
\end{cases}
\]

\[
\sup_{P \in \mathcal{P}(1, \sigma_n)} \mathbb{E}[\hat{t} - t] \leq \begin{cases} 
e^{-n} & \text{if } \sigma_n \prec e^{-n} \\
\frac{\sigma_n}{\sqrt{n}} & \text{otherwise}
\end{cases}
\]

2. For $k > 1$, a passive algorithm (WIDEHIST) and an active algorithm (ACTPASS) return $\hat{t}$ s.t.

\[
\sup_{P \in \mathcal{P}(k, \sigma_n)} \mathbb{E}[\hat{t} - t] \leq \begin{cases} 
n^{-\frac{1}{2k-1}} & \text{if } \sigma_n \prec n^{-\frac{1}{2k-1}} \\
\frac{1}{\sigma_n (k-\frac{3}{2})} \sqrt{\frac{1}{n}} & \text{otherwise}
\end{cases}
\]

\[
\sup_{P \in \mathcal{P}(k, \sigma_n)} \mathbb{E}[\hat{t} - t] \leq \begin{cases} 
n^{-\frac{1}{2k-2}} & \text{if } \sigma_n \prec n^{-\frac{1}{2k-2}} \\
\frac{1}{\sigma_n (k-2)} \sqrt{\frac{1}{n}} & \text{otherwise}
\end{cases}
\]
4.3 Lower Bounds

To derive lower bounds, we will follow the approach of [105, 218] which were exemplified in lower bounds for active learning problems without feature noise in [32, 34]. The standard methodology is to reduce the problem of classification in the class $P(c, C, k, \sigma)$ to one of hypothesis testing. Similar to [32, 34], it will suffice to consider two hypotheses and use the following version of Fano’s lemma from [218] (Theorem 2.2).

**Theorem 7** ([218]). Let $\mathcal{F}$ be a class of models. Associated with each $f \in \mathcal{F}$ we have a probability measure $P_f$ defined on a common probability space. Let $d(\cdot, \cdot) : \mathcal{F}, \mathcal{F} \to \mathbb{R}$ be a semi-distance. Let $f_0, f_1 \in \mathcal{F}$ be such that $d(f_0, f_1) \geq 2a$, with $a > 0$. Also assume that $KL(P_{f_0}, P_{f_1}) \leq \gamma$, where $KL$ denotes the Kullback-Leibler divergence. Then, the following bound holds:

$$\inf_{\hat{f}} \sup_{f \in \mathcal{F}} P_f(d(\hat{f}, f) \geq a) \geq \inf_{\hat{f}} \max_{j \in \{0, 1\}} P_{f_j}(d(\hat{f}, f_j) \geq a) \geq \max \left( \frac{e^{-\gamma}}{4}, \frac{1 - \sqrt{\frac{\gamma}{2}}}{2} \right) =: \rho$$

where the inf is taken with respect to the collection of all possible estimators of $f$ based on a sample from $P_f$.

**Corollary 8.** If $\gamma$ is a constant, then $\rho$ is a constant, and by Markov’s inequality, we would get

$$\inf_{\hat{f}} \sup_{f \in \mathcal{F}} \mathbb{E}d(\hat{f}, f) \geq \rho a$$

and the minimax risk under loss $d$ would be $\geq a$.

**Proof of Theorem 5**, $k = 1$. Choose $\mathcal{F} = \mathcal{P}(1, \sigma_n)$. Let $P_t \in \mathcal{P}(1, \sigma_n)$ denote a regression function with threshold at $t$. We choose the semi-metric to be the distance between thresholds, i.e. $d(P_r, P_s) = |r - s|$. We now choose two such distributions with thresholds at least $2a_n$ apart (we use $a_n$ to explicitly remind the reader that $a$ will later be set to depend on $n$) - let them be denoted $P_{t_0}$ and $P_{t_1}$ with $t_0 = -a_n, t_1 = a_n$ and

$$P_t(Y = +|X = x) = \begin{cases} 0.5 - c & x < t, \\ 0.5 + c & x \geq t. \end{cases}$$

Due to addition of noise, we get convolved distributions $P^0 = P_{t_0}(Y|W)$ and $P^1 := P_{t_1}(Y|W)$.

As hinted by the above corollary, we will choose $a_n$ so that $KL(P^0, P^1)$ is bounded by a constant, to get a lower bound on risk $\geq a_n$. This follows by the following argument from [32].
The \( KL(P^0, P^1) \) can be bounded as

\[
\mathbb{E}_{W,Y}^1 \left[ \log \frac{P^1(W_i^n, Y_i^n)}{P^0(W_i^n, Y_i^n)} \right]
\]

\[
= \mathbb{E}_{W,Y}^1 \left[ \log \frac{\prod_i P^1(Y_i|W_i)P(W_i|W_{i-1}^i, Y_{i-1}^i)}{\prod_i P^0(Y_i|W_i)P(W_i|W_{i-1}^i, Y_{i-1}^i)} \right]
\]

\[
= \mathbb{E}_{W,Y}^1 \left[ \log \frac{\prod_i P^1(Y_i|W_i)}{\prod_i P^0(Y_i|W_i)} \right]
\]

\[
= \sum_i \mathbb{E}_W^1 \left[ \mathbb{E}_Y^1 \left[ \log \frac{P^1(Y_i|W_i)}{P^0(Y_i|W_i)} \mid W_1, \ldots, W_n \right] \right]
\]

\[
\leq n \max_{w \in [-1,1]} \mathbb{E}_Y^1 \left[ \log \frac{P^1(Y|W)}{P^0(Y|W)} \mid W = w \right]
\]

\[
\leq n \max_{w \in [-1,1]} \left( P^1(Y|w) - P^0(Y|w) \right)^2
\]

where (4.3) holds for active learning because the algorithm determines \( W_i \) when given \( \{W_{i-1}^i, Y_{i-1}^i\} \) and is independent of the model, and follows by the independence of future from past for passive learning. (4.4) holds by law of iterated expectation. (4.5) is used for active learning but is not needed for passive learning. (4.6) follows by an approximation

\[
KL(Ber(1/2 + p), Ber(1/2 + q)) \leq (p - q)^2
\]

for sufficiently small constants \( p, q \).

---

As depicted in Fig. 4.2, note the behavior before and after convolution with noise: (i) \( m(t) = F(t) = 1/2 \), hence \( F_1(a_n) = 1/2 = F_0(-a_n) \) (ii) Both convolved regression functions grow linearly for a region

![Figure 4.2: Regression functions before (top) and after (bottom) convolution with noise.](image)
of width $2\sigma_n$, and differ only on a width of $2(\sigma_n + a_n)$; (iii) For a large region $[a_n - \sigma_n, -a_n + \sigma_n]$ of size $2(\sigma_n - a_n)$, we have $|F_1(w) - F_0(w)| = 2a_n c / \sigma_n$, a constant. Their gap varies when $\sigma_n \geq a_n$ as $|F_0(w) - F_1(w)| = 2a_n c / \sigma_n$.

$$\max_{w \in [-1,1]} |P_1(Y|w) - P_0(Y|w)| = \frac{2a_n c}{\sigma_n}$$

and get $KL(P^0, P^1) \lesssim n \frac{a_n^2}{\sigma_n}$ by Eq.(4.6). We choose $a_n \approx \frac{\sigma_n}{\sqrt{n}}$, which becomes our active minimax error rate by Corollary 8 when $\sigma_n \geq a_n$ i.e. $\sigma_n \geq e^{-n}$.

Similarly, if $\sigma_n \prec \exp\{-n\}$, setting $a_n \approx \exp\{-n\}$ easily gives us an exponentially small lower bound.

In the passive setting, Eq.(4.5) does not apply. Since the two convolved distributions differ only on an interval of size $2(\sigma_n + a_n)$, the effective number of points falling in this interval would be $\asymp n(\sigma_n + a_n)$.

When $\sigma_n \geq a_n$, a simple calculation shows

$$KL(P^0, P^1) \lesssim n(\sigma_n + a_n) \frac{a_n^2}{\sigma_n} \times n \frac{a_n^2}{\sigma_n},$$

giving rise to a choice of $a_n \approx \sqrt{\frac{\sigma_n}{n}}$, which is the passive minimax rate when $\sigma_n \geq a_n$ i.e. $\sigma_n \geq \frac{1}{n}$.

When $\sigma_n \approx \frac{1}{n}$, a similar calculation shows

$$KL(P^0, P^1) \lesssim n(\sigma_n + a_n)4e^2 \approx n a_n$$

giving rise to a choice of $a_n \approx \frac{1}{n}$, which is the passive minimax rate when $\sigma_n \geq a_n$ i.e. $\sigma_n \approx \frac{1}{n}$.

**Proof of Theorem 5** $k > 1$ We follow a very similar setup to the case $k = 1$. The difference will lie in picking functions that are in $\mathcal{P}(c, C, k, \sigma_n)$ for general $k \neq 1$, and calculating the bounds on KL divergence appropriately. However, for notational convenience, we will assume that the domain is shifted to $[-\sigma_n, 2 - \sigma_n]$ instead of $[-1, 1]$ and that the distance between thresholds is $a_n$ instead of $2a_n$. Define

$$P_0(Y|x) = \begin{cases} 
1/2 - c|x|^{k-1} & \text{if } x \in [-\sigma_n, 0] \\
1/2 + c|x|^{k-1} & \text{if } x > 0 
\end{cases}$$
where $\beta = \frac{1}{1-(c/C)^{1/(k-1)}} \geq 1$ is a constant chosen such that $P_1 \in \mathcal{P}(c, C, k, \sigma_n)$ (this fact is verified explicitly in the Appendix). For ease of notation, $P_0, P_1$ are understood to actually saturate at 0,1 if need be (i.e. we are implicitly working with $\min\{F_0/1,1\}$, etc.). The two thresholds are clearly at 0, $a_n$ respectively, and after the point $\beta a_n + \sigma_n$, the two functions are the same. Continuing the same notation as for $k = 1$, we let $P^i = P_i(Y|W) = F_i(w)$ for $i = 0, 1$.

The following claims hold true (Appendix).
1. When $\sigma_n \leq a_n$, $\max_w |F_1(w) - F_2(w)| \asymp a_n^{k-1}$.
2. When $\sigma_n \geq a_n$, $\max_w |F_1(w) - F_2(w)| \asymp \sigma_n^{-2} a_n$.
3. As a subpart of the above cases, when $\sigma_n \asymp a_n$, $\max_w |F_1(w) - F_2(w)| \asymp \sigma_n^{-2} a_n \asymp a_n^{k-1}$

If the above propositions are true, we can verify:
1. In the first case, $KL(P^0, P^1) \leq n\sigma_n^{2k-2}$, hence $\sigma_n \asymp n^{-\frac{1}{2k-2}}$ is a lower bound when $\sigma_n \leq n^{-\frac{1}{2k-2}}$.
2. Otherwise, $KL(P^0, P^1) \asymp n\sigma_n^{2k-4} a_n^2$, hence $\sigma_n \asymp \frac{\sigma_n^{-(k-2)}}{\sqrt{n}}$ is a lower bound when $\sigma_n \asymp n^{-\frac{1}{2k-2}}$.

The passive bounds follow by not just considering the maximum difference between $|F_1(w) - F_2(w)|$ but also the length of that difference, since it is directly proportional to the number of points that may randomly fall in that region. Following the same calculations,
1. When $\sigma_n < a_n$, $|F_1(w) - F_2(w)| \asymp a_n^{k-1}$ for all $w \in [0, \beta a_n + 2\sigma_n]$. Hence $KL(P^0, P^1) \leq n(\beta a_n + 2\sigma_n) a_n^{2k-2} \asymp n a_n^{2k-1}$ and $\sigma_n \asymp n^{-\frac{1}{2k-1}}$ is the minimax passive rate when $\sigma_n < n^{-\frac{1}{2k-1}}$.
2. When $\sigma_n \geq a_n$, $|F_1(w) - F_2(w)| \asymp \sigma_n^{k-2} a_n$ for all $w \in [0, \beta a_n + 2\sigma_n]$. Hence $KL(P^0, P^1) \leq n(\beta a_n + 2\sigma_n) \sigma_n^{2k-4} a_n^2$ and $\sigma_n \asymp \sigma_n^{-(k-2)} \sqrt{n}^{-1}$ is the minimax passive rate when $\sigma_n \asymp n^{-\frac{1}{2k-1}}$.

as verified from the Appendix calculation.

### 4.4 Upper Bounds

For passive sampling, we present a modified histogram estimator, WIDEHIST, when the noise level $\sigma_n$ is larger than the noiseless minimax rate of $1/n$. Assume for simplicity that the $n$ sampled points on $[-1, 1]$ are equally spaced to mimic a uniform distribution, lying at $\frac{(2j-1)}{2n}$, $j = 1, ..., n$.

**Algorithm WIDEHIST.**
1. Divide $[-1, 1]$ into $m$ bins of width $h > \frac{2}{n}$ so $m = \frac{2}{h} < n$. The $i$th bin covers $[-1 + (i-1)h, -1 + ih],$ $i \in \{1, ..., m\}$ and hence each bin has $\frac{n}{h}$ points. Let $b_i$ be the average number of positive labels in bin $i$ of these $\frac{n}{h}$ points.
2. Let $\hat{p}_i$ be the average of the $b_i$’s over all bins within $\pm \sigma_n/2$ of bin $i$. We “classify” regions with $\hat{p}_i < 1/2$ as being $-$ and $\hat{p}_i > 1/2$ as being $+$, and return $\hat{t}$ as the center of the first bin from left to right where $\hat{p}_i$ crosses half.

Observe that we need not operate on $[-1, 1]$ with $n$ queries - WIDEHIST(D,B) could take as inputs any domain $D$ and any query budget $B$. The argument below hinges on the fact that the convolved regression function behaves linearly around $t$.

**Proof of Theorem 6** $k = 1$, (Passive). Let $i^* \in \{1, ..., m\}$ denote the true bin $[(i^*-1)h, i^*h]$ that contains $t$. Let $\hat{t}$ be from bin $\hat{i}$, i.e. $\hat{p}_{\hat{i}} < 1/2$ and $\hat{p}_{\hat{i}+1} > 1/2$. We will argue that $\hat{i}$ is very close
Using Hoeffding’s inequality, we get that for bin $i \in [n]$, setting $m = \min(\frac{i}{2}, n - \frac{i}{2})$ since $i \leq n$. So we get bins $\hat{\mathcal{I}} \subseteq \mathcal{I}$ to w.h.p. 

Indeed, we can show (Appendix)

$$\text{For } i > i^* + 2, \quad E[\hat{p}_i] \geq E[\hat{p}_{i+2}] \geq 1/2 + \frac{\epsilon}{\sigma_n} h$$

(4.8)

$$\text{For } i < i^* - 2, \quad E[\hat{p}_i] \leq E[\hat{p}_{i-2}] \leq 1/2 - \frac{\epsilon}{\sigma_n} h$$

(4.9)

Using Hoeffding’s inequality, we get that for bin $i$, $\Pr(|\hat{p}_i - p_i| > \epsilon) \leq 2 \exp\left\{-\frac{n \sigma_n}{2} \epsilon^2\right\}$ Taking union bound over all bins other than those in $i^* - 1, i^*, i^* + 1$ and setting $\epsilon = \frac{\sigma}{\sigma_n} h$, we get

$$\Pr(\forall i \in \mathcal{I}, |\hat{p}_i - p_i| > \frac{\sigma}{\sigma_n} h) \leq 2m \exp\left\{-\frac{n \sigma_n}{2} \left(\frac{\epsilon h}{\sigma_n}\right)^2\right\}$$

So we get bins $i \in \mathcal{I}$ correct and $\hat{i} \in \{i^* - 1, i^*, i^* + 1\}$ with probability $\geq 1 - 2n \exp\left\{-\frac{n \sigma_n}{2} \left(\frac{\epsilon h}{\sigma_n}\right)^2\right\}$ since $m < n$. Setting $h = \frac{1}{\epsilon} \sqrt{\frac{\sigma_n}{n} \log(\frac{2n}{\delta})}$ makes this hold with probability $\geq 1 - \delta$ so the point error $|\hat{i} - i^*| h < 2h$ behaves like $h \leq \sqrt{\frac{2\epsilon}{n}}$.

For active sampling when the noise level $\sigma_n$ is larger than the minimax noiseless rate $\epsilon^{-n}$, we present a algorithm ACTPASS which makes its $n$ queries on the domain $[-1, 1]$ in $E$ different epochs/rounds. As a subroutine, it uses any optimal passive learning algorithm, like WIDEHIST(D, B). In each round, ACTPASS runs WIDEHIST on progressively smaller domains $D$ with a restricted budget $B$. Hence it “activizes” the WIDEHIST and achieves the optimal active rate in the process. This algorithm was inspired by a similar idea from [161].

Algorithm ACTPASS.

Let $E = \lceil \log(1/\sigma_n) \rceil$ be the number of epochs and $D_1 = [-1, 1]$ denote the domain of “radius” $R_1 = 1$ around $t_0 = 0$. The budget of every epoch is a constant $B = n/E$. For epochs $1 \leq e \leq E$, do:

1. Query for $B$ labels uniformly on $D_e$.
2. Let $t_e = \text{WIDEHIST}(D_e, B)$ be the returned estimator using the most recent samples and labels.
3. Define $D_{e+1} = \left[t_e - 2^{-e}, t_e + 2^{-e}\right] \cap [-1, 1]$ with a radius of at most $R_{e+1} = 2^{-e}$ around $t_e$. Repeat.

Observe that ACTPASS runs while $R_e > \sigma_n$, since by design $E \geq \log(1/\sigma_n)$ so $\sigma_n \leq 2^{-E} = R_{E+1}$.

Proof of Theorem 5 $k = 2$, (Active). The analysis of ACTPASS proceeds in two stages depending on the value of $\sigma_n$. Initially, when $R_e$ is large, it is possible that $\sigma_n \leq R_e/n$ and in this phase, the passive algorithm WIDEHIST will behave as if it is in the noiseless setting since the noise is smaller than its noiseless rate. However, after some point, when $R_e$ becomes quite small, $\sigma_n > R_e/n$ is possible and then WIDEHIST will behave as if it is in the noisy setting since noise is larger than its noiseless rate. Observe that it cannot stay in the first phase till the end of the algorithm, since the first phase runs while $\sigma_n \leq R_e/n$ but we know that $\sigma_n > R_{E+1}$ by construction, so there must be an epoch where it switches phases, and ends the algorithm in its second phase.

We prove (by a separate induction in each epoch) that with high probability, the true threshold $t$ will always lie inside the domain at the start of every epoch (this is clearly true before the first epoch). We claim:

1. Before all $e$ in phase one, $t \in D_e$ w.h.p.
2. Before all $e$ in phase two, $t \in D_e$ w.h.p.
We prove these in the Appendix. If these are true, then in the second phase, WIDEHIST is in the large noise setting and it gets an error of $\sqrt{\frac{R_e}{B}}$. Hence the final error of the algorithm is $\sqrt{\frac{R_e}{n/E}} \approx \frac{\sigma_n}{\sqrt{n}}$. ■

**Proof of Theorem 6, $k > 1$.** The proofs for $k > 1$ are simply generalizations of those for $k = 1$. Again, we present concise arguments here for the settings where the algorithm can actually detect noise, i.e. when the noise level is larger than the noiseless minimax rate (otherwise, one can argue that algorithms which worked for the noiseless case will suffice). In both cases, the algorithm remains unchanged.

1. We outline the proof for WIDEHIST when $\sigma_n \geq n^{-\frac{1}{2(k-1)}}$. Using similar notation as before, we will again show that if $t$ is in bin $i^*$ of width $h < \sigma_n$, then except for bins $i^*-1, i^*, i^*+1$, we will "classify" all other bins correct with high probability, by averaging over the $n\sigma_n/2$ points to the left and right of that bin. Specifically, we claim

   For $i > i^* + 2$, $E[p_i] \geq E[p_{i^*+2}] \geq 1/2 + \lambda \sigma_n^{k-2}h$ (4.10)
   For $i < i^* - 2$, $E[p_i] \leq E[p_{i^*-2}] \leq 1/2 - \lambda \sigma_n^{k-2}h$ (4.11)

   A similar use of Hoeffding’s inequality gives

   $$\Pr(\forall i \in I^*, |\hat{p}_i - p_i| > \lambda \sigma_n^{k-2}h) \leq 2m \exp \left\{-2n^2 h^2 \lambda^2 \sigma_n^{2k-4}\right\}.$$  

   Arguing as before, w.h.p. we get a point error of $h \approx \sqrt{\frac{R_e}{\sigma_n^{2k-1}}} < \sigma_n$ when $\sigma_n \geq n^{-\frac{1}{2(k-1)}}$.

2. We outline the proof for ACTPASS when $\sigma_n \geq n^{-\frac{1}{2(k-1)}}$. As before, the algorithm runs in two phases, and we will prove required properties within each phase by induction.

   The first phase is when $R_e$ is large and so $\sigma_n$ may possibly be smaller than $(R_e/n)^{\frac{1}{2(k-1)}}$ and WIDEHIST will achieve noiseless rates within each epoch. In the second phase, after $R_e$ has shrunk enough, $\sigma_n$ will become larger than $(R_e/n)^{\frac{1}{2k-1}}$ and WIDEHIST will achieve noisy rates in these epochs.

   One can verify, as before, that the second phase must occur, by design. Intuitively, the second phase must occur because we make a fixed number of queries $n/E \approx n/\log n$ in a halving domain size (equivalently we make geometrically increasing queries on a rescaled domain), and so relatively in successive epochs this noiseless error shrinks, and at some point $\sigma_n$ becomes larger than this shrinking noiseless error rate.

   As before we make the following claims:

   1. Before all $e$ in phase one $t \in D_e$ w.h.p.
   2. Before all $e$ in phase two $t \in D_e$ w.h.p.

   These are proved in the Appendix by induction.

   The final point error is given by WIDEHIST in the last epoch as $\sqrt{\frac{R_e}{\sigma_n^{2k-1}}} \approx \frac{1}{\sigma_n^{k-2}} \sqrt{\frac{1}{n}}$ since $R_e \approx \sigma_n$ and $E \approx \log n$.

### 4.5 Conclusion

In this chapter, we propose a simple Berkson error model for one-dimensional threshold classification, inspired by the setup and model analysed in [32, 34], in which we can analyse active learning with additive uniform feature noise. To the best of our knowledge, this is the first attempt at jointly tackling feature noise and label noise in active learning.
This simple setting already yields interesting behaviour depending on the additive feature noise level and the label noise of the underlying regression function. For both passive and active learning, whenever the noise level is smaller than the minimax noiseless rate, the learner cannot notice that there is noise, and will continue to achieve the noiseless rate. As the noise gets larger, the rates do depend on the noise level. Importantly, one can achieve better rates than passive learning in most scenarios, and we propose unique algorithms/estimators to achieve tight rates. The idea of “activizing” passive algorithms, like algorithm ACTPASS did, seems especially powerful and could carry forward to other settings beyond our chapter and [161].

The immediate future work and most direct extension to this chapter concerns the main weakness of the chapter - the possibility of getting rid of Assumption (M), which is the only hurdle to a fair comparison with the noiseless setting. We would like to re-emphasize that at first glance, the rates may be misleading and counterintuitive because it “appears” as if larger noise could possibly help estimation due to the presence of $\sigma_n$ in the denominator for larger $k$.

However, we point out once more that the class of functions is not constant over all $\sigma_n$ - it depends on $\sigma_n$, and in fact it gets “smaller” in some sense with larger $\sigma_n$ because the assumption (M) becomes more stringent. This observation about the non-constant function class, along with the fact that convolution with uniform noise seems to unflatten the regression function as shown in the figures, together cause the rates to seemingly improve with larger noise levels.

Analysing the case without (M) seems to be quite a challenging task since the noiseless and convolved thresholds can be different - we did attempt to formulate a few kernel-based estimators with additional assumptions, but do not presently have tight bounds, and leave those for a future work.
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4.6 Appendix: Justifying Claims in the Lower Bounds

Approximations:
1. $(x + y)^k = x^k(1 + y/x)^k \approx x^k + kx^{k-1}y$ when $y < x$. Even when $y \leq x$, both terms are the same order.
2. $(x - y)^k = x^k(1 - y/x)^k \approx x^k - kx^{k-1}y$ when $y < x$. Even when $y \leq x$ both terms are the same order.
3. When $y < x$ but not $y < x$, by Taylor expansion of $(1 + z)^k$ around $z = 0$, we have $(x + y)^k = x^k(1 + y/x)^k = x^k[1 + (1 + c)^{k-1}y/x] = x^k + Cx^{k-1}y$ for some $0 < c < y/x < 1$ and some constant $C$. Similarly for $(x - y)^k$.

Let’s assume the boundary is at $-\sigma$ for easier calculations. (we denote $a_n, \sigma_n$ as $a, \sigma$ here). Remember

$$m_1(x) = \frac{1}{2} + cx|x|^{k-2} \text{ if } x \geq -\sigma$$

$$m_2(x) = \begin{cases} 
1/2 + c(x-a)|x-a|^{k-2} & \text{if } x < \beta a + \sigma \\
m_1(x) & \text{if } x \geq \beta a + \sigma 
\end{cases}$$

where $\beta = \frac{1}{1-(c/C)^{1/(k-2)}} \geq 1$ is such that $m_2 \in P(\kappa, c, C, \sigma)$. Clearly, when $x < \beta a + \sigma$, $m_2$ satisfies condition (T). So, we only need to verify that whenever $x \geq \beta a + \sigma$ we have

$$m_2(x) - 1/2 = cx^{k-1} \leq C(x-a)^{k-1} \quad (4.12)$$
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This statement holds iff \((c/C)^{1/(k-1)} \leq 1 - a/x \iff a/x \leq 1 - (c/C)^{1/(k-1)} \iff x \geq \beta a\), which holds for all \(\sigma \geq 0\), and hence \(m_2\) satisfies condition (T).

**Proposition 1.** When \(\sigma < a\), \(
\max_w |F_1(w) - F_2(w)| \asymp a^{k-1}
\)

**Proposition 2.** When \(\sigma > a\) \(\max_w |F_1(w) - F_2(w)| \asymp \sigma^{k-2}a\)

Let us now prove these two propositions, with detailed calculations in each case (note that when \(\sigma > a\), then \(\max_w |F_1(w) - F_2(w)| \asymp a^{k-1} \asymp \sigma^{k-2}a\), and can be checked using our approximations 1,2,3).

1. When \(\sigma < a\), we will prove proposition 1. Remember that we can’t query in \(-\sigma \leq w \leq 0\).

   (a) When \(0 \leq w \leq \sigma\), we have

   \[
   F_1(w) = (m_1 * U)(w) = \int_{w-\sigma}^{w+\sigma} (1/2 - cx|x|^{k-2})dx/2\sigma + \int_{0}^{w+\sigma} (1/2 + cx^{k-1})dx/2\sigma
   = 1/2 + \frac{c}{2\sigma k}[(w + \sigma)^k - (w - \sigma)^k]
   = 1/2 + \frac{c}{2\sigma k}\sigma^k[(1 + w/\sigma)^k - (1 - w/\sigma)^k]
   \approx 1/2 + cw^{k-1}
   \]

   \[
   F_2(w) = (m_2 * U)(w) = \int_{w-\sigma}^{w+\sigma} (1/2 - c(x - a)|x - a|^{k-2})dx/2\sigma
   = 1/2 - \frac{c}{2\sigma k}[(a - w - \sigma)^k - (a + \sigma - w)^k]
   \approx 1/2 - c(a - w)^{k-1}
   \]

   [Boundaries: \(F_1(0) - 1/2 = 0, F_1(\sigma) - 1/2 \asymp \sigma^{k-1}, F_2(0) - 1/2 \asymp -a^{k-1}, F_2(\sigma) - 1/2 \asymp -a^{k-1}\).]

   \[
   F_1(w) - F_2(w) \leq a^{k-1}
   \]

   (b) When \(\sigma \leq w \leq a - \sigma\)

   \[
   F_1(w) = (m_1 * U)(w) = \int_{w-\sigma}^{w+\sigma} (1/2 + cx^{k-1})dx/2\sigma
   = 1/2 + \frac{c}{2\sigma k}[(w + \sigma)^k - (w - \sigma)^k]
   \approx 1/2 + cw^{k-1}
   \]

   \[
   F_2(w) = (m_2 * U)(w) = \int_{w-\sigma}^{w+\sigma} (1/2 - c(x - a)|x - a|^{k-2})dx/2\sigma
   = 1/2 - \frac{c}{2\sigma k}[(a - w - \sigma)^k - (a + \sigma - w)^k]
   \approx 1/2 - c(a - w)^{k-1}
   \]

   [Boundaries: \(F_1(\sigma) - 1/2 \asymp \sigma^{k-1}, F_1(a - \sigma) - 1/2 \asymp a^{k-1}, F_2(\sigma) - 1/2 \asymp -a^{k-1}, F_2(a - \sigma) - 1/2 \asymp -\sigma^{k-1}\).]

   \[
   F_1(w) - F_2(w) = cw^{k-1} + c(a - w)^{k-1}
   \leq c(a - \sigma)^{k-1} + c(a - \sigma)^{k-1}
   \leq a^{k-1}
   \]
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(c) When \( a - \sigma \leq w \leq a \)

\[
F_1(w) \approx 1/2 + cw^{k-1}
\]

\[
F_2(w) = \int_{w-\sigma}^{a} (1/2 - c(x - a)|x - a|^{k-2})dx/2\sigma + \int_{a}^{w+\sigma} 1/2 + c(x - a)^{k-1}dx/2\sigma
\]

\[
= 1/2 - \frac{c}{2\sigma k}[(a - w + \sigma)^k - (w + \sigma - a)^k]
\]

\[
\approx 1/2 - c\sigma^{k-2}(a - w)
\]

[Boundaries: \( F_1(a - \sigma) - \frac{1}{2} \times a^{k-1}, F_1(a) - \frac{1}{2} \times a^{k-1}, F_2(a - \sigma) - \frac{1}{2} \times \sigma^{k-1}, F_2(a) - \frac{1}{2} = 0 \)]

\[
F_1(w) - F_2(w) \approx cw^{k-1} + c\sigma^{k-2}(a - w)
\]

\[
\leq ca^{k-1} + c\sigma^{k-2}\sigma
\]

\[
\leq a^{k-1}
\]

(d) When \( a \leq w \leq a + \sigma \)

\[
F_1(w) \approx 1/2 + cw^{k-1}
\]

\[
F_2(w) \approx 1/2 + c\sigma^{k-2}(a - w)
\]

[Boundaries: \( F_1(a) - \frac{1}{2} \times a^{k-1}, F_1(a + \sigma) - \frac{1}{2} \times a^{k-1}, F_2(a) - \frac{1}{2} = 0, F_2(a + \sigma) - \frac{1}{2} \times \sigma^{k-1} \)]

\[
F_1(w) - F_2(w) \preceq a^{k-1}
\]

(e) When \( a + \sigma \leq w \leq \beta a - \sigma \)

\[
F_1(w) \approx 1/2 + cw^{k-1}
\]

\[
F_2(w) = \int_{w-\sigma}^{w+\sigma} 1/2 + c(x - a)^{k-1}dx/2\sigma
\]

\[
= 1/2 + \frac{c}{2\sigma k}[(w + \sigma - a)^k - (w - \sigma - a)^k]
\]

\[
\approx 1/2 + c(w - a)^{k-1}
\]

[Boundaries: \( F_1(a + \sigma) - \frac{1}{2} \times a^{k-1}, F_1(\beta a - \sigma) - \frac{1}{2} \times a^{k-1}, F_2(a + \sigma) - \frac{1}{2} \times \sigma^{k-1}, F_2(\beta a - \sigma) - \frac{1}{2} \times \sigma^{k-1} \)]

\[
F_1(w) - F_2(w) \approx cw^{k-1} - c(w - a)^{k-1}
\]

\[
\leq c(\beta a - \sigma)^{k-1} + c\sigma^{k-1}
\]

\[
\leq c(\beta^{k-1} + 1)a^{k-1}
\]

\[
\leq a^{k-1}
\]
When $\beta a - \sigma \leq w \leq \beta a + \sigma$

$$F_1(w) \approx 1/2 + cw^{k-1}$$

$$F_2(w) = \int_{w-\sigma}^{\beta a} 1/2 + c(x-a)^{k-1}dx/2\sigma + \int_{\beta a}^{w+\sigma} 1/2 + x^{k-1}dx/2\sigma$$

$$= 1/2 + \frac{c}{2\sigma k}[(\beta a - a)^k - (w - \sigma - a)^k + (w + \sigma)^k - (\beta a)^k]$$

$$[F_1(\beta a - \sigma) - \frac{1}{2} \times a^{k-1}, F_1(\beta a + \sigma) - \frac{1}{2} \times a^{k-1}, F_2(\beta a - \sigma) - \frac{1}{2} \times a^{k-1}, F_2(\beta a + \sigma) - \frac{1}{2} \times a^{k-1}]$$

$$F_1(w) - F_2(w) = cw^{k-1} + \frac{c}{2\sigma k}[(\beta^k - (\beta - 1)^k)a^k + (w - \sigma - a)^k - (w - \sigma)^k]$$

$$\leq c(\beta + 1)^{k-1}a^{k-1} + \frac{c}{2\sigma k}[(\beta a)^k - (\beta a - 2\sigma)^k]$$

$$- \frac{c}{2\sigma k}[(\beta - 1)^k a^k - ((\beta - 1)a - \sigma)^k]$$

$$\approx c(\beta + 1)^{k-1}a^{k-1} + \frac{c}{2\sigma k}[k(\beta a)^{k-1}2\sigma] - \frac{c}{2\sigma k}[k(\beta - 1)^{k-1}a^{k-1}2\sigma]$$

$$= ca^{k-1}[(\beta + 1)^{k-1} + \beta^{k-1} - \frac{1}{2}(\beta - 1)^{k-1}]$$

$$= a^{k-1}$$

When $\beta a + \sigma \leq w \leq \beta a + 2\sigma$

$$F_1(w) = 1/2 + \frac{c}{2\sigma k}[(w + \sigma)^k - (w - \sigma)^k]$$

$$F_2(w) = \int_{w-\sigma}^{\beta a+\sigma} 1/2 + c(x-a)^{k-1}dx/2\sigma + \int_{\beta a+\sigma}^{w+\sigma} 1/2 + cx^{k-1}dx/2\sigma$$

$$= 1/2 + \frac{c}{2\sigma k}[(\beta a + \sigma - a)^k - (w - \sigma - a)^k + (w + \sigma)^k - (\beta a + \sigma)^k]$$

$$[F_1(\beta a + \sigma) - \frac{1}{2} \times a^{k-1}, F_1(\beta a + 2\sigma) - \frac{1}{2} \times a^{k-1}, F_2(\beta a + \sigma) - \frac{1}{2} \times a^{k-1}, F_2(\beta a + 2\sigma) - \frac{1}{2} \times a^{k-1}]$$

$$F_1(w) - F_2(w) = \frac{c}{2\sigma k}[(\beta a + \sigma)^k - (\beta a + \sigma - a)^k + (w - \sigma - a)^k - (w - \sigma)^k]$$

$$\approx \frac{c}{2\sigma k}[(\beta a + \sigma)^{k-1}ka - (w - \sigma)^{k-1}ka]$$

$$\leq \frac{ca}{2\sigma}[(\beta a + \sigma)^{k-1} - (\beta a)^{k-1}]$$

$$\approx \frac{ca}{2\sigma}[(\beta a)^{k-1}(1 + (k - 1)\frac{\sigma}{\beta a}) - (\beta a)^{k-1}]$$

$$= a^{k-1}[ck^{k-2}(k - 1)/2]$$

$$\approx a^{k-1}$$

When $w \geq \beta a + 2\sigma$

$$F_1(w) = F_2(w)$$
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That completes the proof of the first claim.

2. When \( \sigma > a \), we will prove the second proposition.
   (a) When \(-\sigma \leq w \leq 0\), we are not allowed to query here.
   (b) When \(0 < w \leq \beta a\)

   \[
   F_1(w) = (m_1 \ast U)(w) = \int_{w-\sigma}^{0} \frac{1}{2} - cx|x^{k-2}|dx/2\sigma + \int_{0}^{w+\sigma} \frac{1}{2} + cx^{k-1}dx/2\sigma \\
   = 1/2 + \frac{c}{2\sigma k}\left[(w + \sigma)^k - (\sigma - w)^k\right] \\
   = 1/2 + \frac{c}{2\sigma k}\sigma^k[(1 + w/\sigma)^k - (1 - w/\sigma)^k] \\
   \approx 1/2 + c\sigma^{k-2}w
   \]

   Similarly \( F_2(w) \approx 1/2 + c\sigma^{k-2}(w-a) \)

   [Boundaries: \( F_1(0) - \frac{1}{2} = 0, F_1(\beta a) - \frac{1}{2} \propto \sigma^{k-2}a, F_2(0) - \frac{1}{2} \propto -\sigma^{k-2}a, F_2(\beta a) \propto \sigma^{k-2}a \)]

   \[
   F_1(w) - F_2(w) \propto \sigma^{k-2}a.
   \]

   (c) When \(\beta a \leq w \leq \sigma\)

   \[
   F_1(w) = \int_{w-\sigma}^{0} \frac{1}{2} - cx|x^{k-2}|dx/2\sigma + \int_{0}^{w+\sigma} \frac{1}{2} + cx^{k-1}dx/2\sigma \\
   = 1/2 + \frac{c}{2\sigma k}\left[(w + \sigma)^k - (\sigma - w)^k\right] \\
   = 1/2 + \frac{c}{2\sigma k}\sigma^k[(1 + w/\sigma)^k - (1 - w/\sigma)^k] \\
   \approx 1/2 + c\sigma^{k-2}w
   \]

   \[
   F_2(w) = \int_{w-\sigma}^{a} \frac{1}{2} - c(x-a)|x-a|^{k-2}\frac{dx}{2\sigma} + \int_{a}^{\beta a + \sigma} \frac{1}{2} + c(x-a)^{k-1}\frac{dx}{2\sigma} \\
   + \int_{\beta a + \sigma}^{\infty} 1/2 + c\sigma^{k-1}\frac{dx}{2\sigma} \\
   = 1/2 + \frac{c}{2\sigma k}[-(\sigma + a - w)^k + (\beta a + \sigma - a)^k + (w + \sigma)^k - (\beta a + \sigma)^k] \\
   \approx 1/2 + \frac{c}{2\sigma k}[\sigma^k(1 - \frac{k(w-a)}{\sigma}) + \sigma^k(1 + \frac{k(\beta - 1)a}{\sigma}) + \sigma^k(1 + \frac{k\beta a}{\sigma}) - \sigma^k(1 + \frac{k\beta a}{\sigma})] \\
   = 1/2 + \frac{c}{2}\sigma^{k-2}[w - a + (\beta - 1)a + w - \beta a] \\
   = 1/2 + c\sigma^{k-2}(w-a)
   \]

   [Boundaries: \( F_1(\beta a) - \frac{1}{2} \propto \sigma^{k-2}a, F_1(\sigma) - \frac{1}{2} \propto \sigma^{k-1}, F_2(\beta a) \propto \sigma^{k-2}a, F_2(\sigma) - \frac{1}{2} \propto -\sigma^{k-2}a \)]

   \[
   F_1(w) - F_2(w) \propto \sigma^{k-2}a
   \]

   Specifically, verify the boundary at \(\sigma\)
\[ F_1(\sigma) - F_2(\sigma) = \frac{c}{2\sigma k}[a^k - (\beta a + \sigma - a)^k + (\beta a + \sigma)^k] \]
\[ = \frac{c}{2\sigma k}[a^k - a^k (1 + k\frac{\beta a - a}{\sigma}) + \sigma^k (1 + k\frac{\beta a}{\sigma})] \]
\[ = \frac{c}{2\sigma k}[a^k + k\sigma^k - 1 a] \leq c\sigma^{k-2}a \]

(d) When \( \sigma \leq w \leq a + \sigma \)

\[ F_1(w) = \int_{w-\sigma}^{w+\sigma} (1/2 + cx^{k-1})dx/2\sigma \]
\[ = 1/2 + \frac{c}{2\sigma k}[(w + \sigma)^k - (w - \sigma)^k] \]

\[ F_2(w) = \int_{w-\sigma}^{a} (1/2 - c(x - a)|x - a|^{k-2})dx/2\sigma + \int_{a}^{\beta a + \sigma} (1/2 + c(x - a)^{k-1})dx/2\sigma \]
\[ = 1/2 + \frac{c}{2\sigma k}[-(\sigma + a - w)^k + (\beta a + \sigma - a)^k + (w + \sigma)^k - (\beta a + \sigma)^k] \]

\[ F_1(w) - F_2(w) = \frac{c}{2\sigma k}[(\sigma + a - w)^k - (\beta a + \sigma - a)^k - (w - \sigma)^k + (\beta a + \sigma)^k] \]

Differentiating the above term with respect to \( w \), gives \( \frac{d}{dw}[-(\sigma + a - w)^{k-1} - (w - \sigma)^{k-1}] \leq 0 \) because \( \sigma \leq w \leq a + \sigma \) and hence \( F_1(w) - F_2(w) \) is decreasing with \( w \). We already saw \( F_1(\sigma) - F_2(\sigma) \leq c\sigma^{k-2}a \). We can also verify that at the other boundary,

\[ F_1(a + \sigma) - F_2(a + \sigma) = \frac{c}{2\sigma k}[-(\beta a + \sigma - a)^k - a^k + (\beta a + \sigma)^k] \]
\[ = \frac{c}{2\sigma k}[-a^k - \sigma^k (1 + k\frac{\beta a - a}{\sigma}) + \sigma^k (1 + k\frac{\beta a}{\sigma})] \]
\[ = \frac{c}{2\sigma k}[-a^k + k\sigma^k - 1 a] \leq \frac{c}{2\sigma}a \]

(e) When \( \sigma + a \leq w \leq \beta a + \sigma \)

\[ F_1(w) = \int_{w-\sigma}^{w+\sigma} (1/2 + cx^{k-1})dx/2\sigma \]
\[ = 1/2 + \frac{c}{2\sigma k}[(w + \sigma)^k - (w - \sigma)^k] \]
That completes the proof of the second proposition.

\[ F_2(w) = \int_{w-\sigma}^{\beta a+\sigma} \left( \frac{1}{2} + c(x-a)^{k-1} \right) \frac{dx}{2\sigma} + \int_{\beta a+\sigma}^{w+\sigma} 1/2 + cx^{k-1} \frac{dx}{2\sigma} \]

\[ = 1/2 + \frac{c}{2\sigma} \left[ (\beta a + \sigma - a)^k - (w - \sigma - a)^k \right] + (w + \sigma)^k - (\beta a + \sigma)^k \]

\[ F_1(w) - F_2(w) = \frac{c}{2\sigma} \left[ (w - \sigma - a)^k - (\beta a + \sigma - a)^k - (w - \sigma)^k + (\beta a + \sigma)^k \right] \]

Differentiating with respect to \( w \) gives \( \frac{c}{2\sigma} \left[ (w - \sigma - a)^{k-1} - (w - \sigma)^{k-1} \right] \leq 0 \) because \( w - \sigma - a \leq w - \sigma \) and so \( F_1 - F_2 \) is decreasing with \( w \). We know \( F_1(a + \sigma) - F_2(a + \sigma) \leq \frac{c}{2} \sigma^{k-2} a \), and we can verify at the other boundary that

\[ F_1(\beta a + \sigma) - F_2(\beta a + \sigma) = \frac{c}{2\sigma} \left[ (\beta a - a)^k - (\beta a + \sigma - a)^k - (\beta a)^k + (\beta a + \sigma)^k \right] \]

\[ \approx \frac{c}{2\sigma} \left[ (\beta a - a)^k - (\beta a)^k - \sigma^k \left( 1 + \frac{k}{\beta a} \right) \right] \]

\[ \approx \frac{c}{2\sigma} \left[ (\beta a - a)^k - (\beta a)^k + k \sigma^{k-1} a \right] \]

\[ \leq \frac{c}{2\sigma} \sigma^{k-2} a \]

(f) When \( \beta a + \sigma \leq w \leq \beta a + 2\sigma \)

\[ F_1(w) = 1/2 + \frac{c}{2\sigma} \left[ (w + \sigma)^k - (w - \sigma)^k \right] \]

\[ F_2(w) = \int_{w-\sigma}^{\beta a+\sigma} 1/2 + c(x-a)^{k-1} \frac{dx}{2\sigma} + \int_{\beta a+\sigma}^{w+\sigma} 1/2 + cx^{k-1} \frac{dx}{2\sigma} \]

\[ = 1/2 + \frac{c}{2\sigma} \left[ (\beta a + \sigma - a)^k - (w - \sigma - a)^k + (w + \sigma)^k - (\beta a + \sigma)^k \right] \]

Hence

\[ F_1(w) - F_2(w) = \frac{c}{2\sigma} \left[ (\beta a + \sigma)^k - (\beta a + \sigma - a)^k - (w - \sigma - a)^k - (w - \sigma)^k \right] \]

\[ \approx \frac{c}{2\sigma} \left[ (\beta a + \sigma)^k - (\beta a)^k + k \sigma^{k-1} a \right] \]

\[ \leq \frac{ca}{2\sigma} \left[ (\beta a + \sigma)^k - (\beta a)^k \right] \]

\[ \approx \frac{c}{2\sigma} \sigma^{k-2} a \]

\[ \approx \sigma^{k-2} a \]

Alternately, by the same argument as in the previous case, differentiating with respect to \( w \) gives \( \frac{c}{2\sigma} \left[ (w - \sigma - a)^{k-1} - (w - \sigma)^{k-1} \right] \leq 0 \) because \( w - \sigma - a \leq w - \sigma \) and so \( F_1 - F_2 \) is decreasing with \( w \). We know \( F_1(\beta a + \sigma) - F_2(\beta a + \sigma) \leq \frac{c}{2} \sigma^{k-2} a \), and we can verify at the other endpoint that

\[ F_1(\beta a + 2\sigma) - F_2(\beta a + 2\sigma) = 0 \]

(g) When \( w \geq \beta a + 2\sigma \), \( F_1(w) = F_2(w) \)

That completes the proof of the second proposition.
4.7 Appendix: Convolved Regression Function, Justifying Eqs. 4.8 - 4.11

For ease of presentation, let us assume the threshold is at 0, and define \( m \in \mathcal{P}(c, C, k, \sigma) \) as

\[
m(x) = \begin{cases} 
1/2 + f(x) + \Delta(x) & \text{if } x \geq 0 \\
1/2 - f(x) & \text{if } x < 0 
\end{cases}
\]

Due to assumption (M), \( \Delta(x) \) must be 0 when \( 0 \leq x \leq \sigma \). Hence, the Taylor expansion of \( \Delta(x) \) around \( x = \sigma \) looks like

\[
\Delta(x) = (x - \sigma)\Delta'(\sigma) + (x - \sigma)^2\Delta''(\sigma) + ...
\]

If one represents, as before, \( F(x) = m \ast U \), then directly from the definitions, it follows for \( \delta > 0 \) that

\[
F(\delta) - F(0) = \int_{\sigma}^{\sigma + \delta} (1/2 + f(z) + \Delta(z)) \frac{dz}{2\sigma} - \int_{-\sigma}^{-\sigma + \delta} (1/2 - f(z)) \frac{dz}{2\sigma}
\]

In particular, due to the form (T) of \( m \), let \( f = c_1|x|^{k-1} \) for some \( c \leq c_1 \leq C \) (we could also break \( f \) into parts where it has different \( c_1 \)'s but this is a technicality and does not change the behaviour). Then

\[
F(\delta) - F(0) = \frac{c_1}{2k\sigma}[(x^k)_{\sigma}^{\sigma + \delta} - (x^k)_{-\sigma}^{-\sigma + \delta}] + \int_{\sigma}^{\sigma + \delta} [(z - \sigma)\Delta'(\sigma) + (z - \sigma)^2\Delta''(\sigma) + ...] \frac{dz}{2\sigma}
\]

\[
= \frac{c_1}{2k\sigma}[(\sigma + \delta)^k - \sigma^k] - \frac{\delta^2}{4\sigma}\Delta'(\sigma) + ...
\]

Thus we get behaviour of the form

\[
F(t + h) \geq 1/2 + c_0k^{-2}h
\]

One can derive similar results when \( \delta < 0 \).

The claims about WIDEHIST immediately follow from the above, but we can make them a little more explicit. First note that \( F(w) = 1/2 + \frac{c}{\sigma_n}(w - t) \) for \( w \) close to \( t \) (in fact for \( w \in [t - \sigma, t + \sigma] \)), as seen in the Appendix. Consider a bin just outside the bins \( i^* - 1, i^*, i^* + 1 \), for instance bin \( i = i^* + 2 \) centered at \( b_i \) (note \( b_i \geq t + h \)), and let \( J \) be the set of points \( j \) that fall within \( b_i \pm \sigma/2 \). Define

\[
\hat{p}_i = \frac{1}{n\sigma/2R} \sum_{j \in J} \mathbb{I}(Y_j = +)
\]

where \( Y_j \in \{ \pm 1 \} \) are observations at points \( j \in J \). Now, we have, since \( P(Y_j = +) = F(j) \)

\[
\mathbb{E}[\hat{p}_i] = \frac{1}{n\sigma/2R} \sum_{j \in J} F(j)
\]

\[
= \frac{1}{n\sigma/2R} \left[ \sum_{j \in J} 1/2 + \frac{c}{\sigma_n}(X_j - t) \right]
\]

\[
\approx 1/2 + \frac{1}{\sigma} \int_{b_i - t - \sigma/2}^{b_i - t + \sigma/2} \frac{c}{\sigma_n} z dz
\]

\[
= 1/2 + \frac{c}{2\sigma^2} \left[ (b_i - t + \sigma/2)^2 - (b_i - t - \sigma/2)^2 \right]
\]

\[
= 1/2 + \frac{c}{2\sigma^2} (b_i - t)
\]

\[
\geq 1/2 + \frac{c}{2\sigma^2} h
\]
4.8 Appendix: Justifying Claims in the Active Upper Bounds

**Phase 1** ($k = 1$). In the first phase of the algorithm, it is possible that $\sigma \leq R_e/n$ but $\geq R_e e^{-n}$ - in other words the noise may be small enough that passive learning cannot make out that we are in the errors-in-variables setting, and then the passive estimator will get a point error of $C_\text{passive} R_e/\sqrt{n/E}$ in each of those epochs (as if there is no feature noise). This point error is to the best point in epoch $e$, which we can prove by induction is the true threshold $t$ with high probability. Since it trivially holds in the first epoch ($t \in D_1 = [-1, 1]$), we assume that it is true in epoch $e - 1$. Then, in epoch $e$, the true threshold $t$ is still the best point if the estimator $x_{e-1}$ of epoch $e - 1$ was within $R_e$ of $t$, or in other words if $|x_{e-1} - t| \leq R_e$. This would definitely hold if $C_{\text{passive}} \frac{R_e}{\sqrt{n/E}} \leq R_e$ i.e. $n \geq 2C_1 E = 2C_1 \log(1/\sigma)$, which is true since $\sigma > \exp\{-n/2C_1\}$. However, the algorithm cannot stay in this phase of $\sigma \leq R_e/n$ this until the last epoch since $\sigma > R_{e+1} = R_e/2$.

**Phase 2** ($k = 1$). When $\sigma \geq R_e/n$, WIDEHIST gets an estimation error of $C_2 \sqrt{\frac{R_e \sigma}{n/E}}$ in epoch $e$. This error is the distance to the best point in epoch $e$, which is $t$ by the following similar induction. In epoch $e$, $t$ is still the best point only if $|x_{e-1} - t| \leq R_e$, i.e. $C_2^2 \frac{R_e}{n/E} \leq R_e^2$ i.e. $nR_e \geq 2C_2^2 E\sigma$ which holds since $R_e > \sigma$ for all $e \leq E$ and since $n \geq 2C_2^2 E$ ($\sigma > \exp\{-n/2C_2^2\}$ implies $E \leq n/2C_2^2$).

The final error of the algorithm is $\sqrt{\frac{R_e \sigma}{n/E}} = O(\frac{\sigma}{\sqrt{n}})$ since $R_E < 2\sigma$.

**Explanation for $k > 1$** Assume $\sigma > n^{-\frac{2k-2}{2k-1}}$, otherwise active learning won’t notice the feature noise, and so $\log(1/\sigma) \leq \frac{\log n}{(2k-2)}$. Choose total epochs $E = \lceil \log(\frac{1}{\sigma}) \rceil \leq \frac{\log n}{(2k-2)} \leq C \log n$ for some $C$. In each epoch of length $n/E$ in a region of radius $R_e = 2^{-e+1}$, we get a passive bound of $C_1 \sqrt{\frac{R_e}{\alpha^{2k-3}n/E}}$ whenever $\sigma > (\frac{R_e}{n})^{\frac{1}{2k-1}}$. (This must happen at some $e \leq E = \lceil \log(\frac{1}{\sigma}) \rceil$ because $R_E = 2^{-E+1} < 2\sigma < \sigma^{2k-2}n$ since $\sigma > n^{-\frac{2k-2}{2k-1}}$ and hence in the last epoch $\sigma > (\frac{R_e}{n})^{\frac{1}{2k-1}}$.) By the same logic as for $k = 1$, we need to verify that $|x_{e-1} - t| \leq R_e$ so that if $t$ was in the search space in epoch $e - 1$ then it remains the in the search space in epoch $e$, i.e. we want to verify $C_1^2 \frac{R_e}{\alpha^{2k-3}n/E} \leq R_e^2 \Leftrightarrow \sigma^{2k-2}R_e \geq \frac{2C_1^2 E}{n}\sigma$ which is true since $R_e \geq \sigma$ and $\sigma^{2k-2} > 2C_1^2 E/n$ . (By choice of $E = \lceil \log(\frac{1}{\sigma}) \rceil$, $R_e \geq R_E \geq \sigma \geq R_{e+1}$. Since $\sigma > n^{-\frac{1}{2k-1}}$ we get $\sigma^{2k-2} > 2C_1^2 E/n$ since $E \leq C \log n$.)

The final point error is given by the passive algorithm in the last epoch as $\sqrt{\frac{R_e}{\sigma^{2k-3}n/E}}$; since $R_E < 2\sigma$ and $E \leq C \log n$, this becomes $\leq \frac{1}{\sigma^{k-1}} \sqrt{\frac{1}{n}}$. **
Part II

Convex Optimization
Chapter 5

Margin-based classification: geometry, analysis and greedy algorithms

In this chapter, we study computational aspects of linear classification, which can be reduced to linear feasibility problems, where (for a given a matrix $A$) one tries to find $w : A^T w > 0$ or a probability distribution $p : Ap = 0$. We aim to deepen our understanding of a condition measure of $A$ called margin that determines the difficulty of these problems. Geometrically, we establish new characterizations of the margin in terms of balls, cones and hulls, and tie them to old ones. Analytically, we present generalizations of Gordan’s theorem, and variants of Hoffman’s theorems, both using margins. Algorithmically, we prove new properties of classical iterative schemes, the Perceptron and Von-Neumann or Gilbert algorithms, whose rates depend on the margin and provide a unifying perspective with known results.

5.1 Introduction

Assume that we have a $d \times n$ matrix $A$ representing $n$ points $a_1, \ldots, a_n$ in $\mathbb{R}^d$. In this chapter, we will be concerned with linear feasibility problems that ask if there exists a vector $w \in \mathbb{R}^d$ that makes positive dot-product with every $a_i$, i.e.

$$\exists w : A^T w > 0,$$  \hspace{1cm} (P)

where boldfaced $0$ is a vector of zeros. The corresponding algorithmic question is “if (P) is feasible, how quickly can we find a $w$ that demonstrates (P)’s feasibility?”.

Such problems abound in optimization as well as machine learning. For example, consider binary linear classification - given $n$ points $x_i \in \mathbb{R}^d$ with labels $y_i \in \{+1, -1\}$, a classifier $w$ is said to separate the given points if $w^T x_i$ has the same sign as $y_i$ or succinctly $y_i (w^T x_i) > 0$ for all $i$. Representing $a_i = y_i x_i$ shows that this problem is a specific instance of (P).

We call (P) the primal problem, and (we will later see why) we define the dual problem (D) as:

$$\exists p \geq 0 : Ap = 0, p \neq 0,$$  \hspace{1cm} (D)

and the corresponding algorithmic question is “if (D) is feasible, how quickly can we find a certificate $p$ that demonstrates feasibility of (D)?”.

Our aim is to deepen the geometric, algebraic and algorithmic understanding of the problems (P) and (D), tied together by a concept called margin. Geometrically, we provide intuition about ways to interpret

$^1$See Ramdas and Peña [158].
margin in the primal and dual settings relating to various balls, cones and hulls. Analytically, we prove new margin-based versions of classical results in convex analysis like Gordan’s and Hoffman’s theorems. Algorithmically, we give new insights into the classical Perceptron algorithm. We begin with a gentle introduction to some of these concepts, before getting into the details.

**Notation** We assume that the $a_i$’s are unit length according to the $\ell_2$ (Euclidean) norm represented by $\|\|$. To distinguish surfaces and interiors of balls more obviously to the eye in mathematical equations, we choose to denote Euclidean balls in $\mathbb{R}^d$ by $\#_A := \{w \in \mathbb{R}^d : \|w\| = 1\}$, $\bullet_A := \{w \in \mathbb{R}^d : \|w\| \leq 1\}$ and the probability simplex $\mathbb{R}^n$ by $\triangle := \{p \in \mathbb{R}^n : p \geq 0, \|p\|_1 = 1\}$. We denote the linear subspace spanned by $A$ as $\text{lin}(A)$, and convex hull of $A$ by $\text{conv}(A)$. Lastly, define $A := \cap \text{lin}(A)$ and $r\bullet$ is the ball of radius $r$ ($\#_A$, $r\circ$ are similarly defined).

### 5.1.1 Margin $\rho$

The margin of the problem instance $A$ is classically defined as

$$\rho := \sup_{w \in \#} \inf_{p \in \triangle} w^T A p$$

$$= \sup_{w \in \#} \inf_{i} w^T a_i.$$  

If there is a $w$ such that $A^T w > 0$, then $\rho > 0$. If for all $w$, there is a point at an obtuse angle to it, then $\rho < 0$. At the boundary $\rho$ can be zero. The $w \in \#$ in the definition is important – if it were $w \in \bullet$, then $\rho$ would be non-negative, since $w = 0$ would be allowed.

This definition of margin was introduced by [78] who gave several geometric interpretations. It has since been extensively studied (for example, [170, 171]) as a notion of complexity and conditioning of the problem instance. Broadly, the larger its magnitude, the better conditioned the pair of feasibility problems (P) and (D) are, and the easier it is to find a witnesses of their feasibility. Ever since [220], the margin-based algorithms have been extremely popular with a growing literature in machine learning which it is not relevant to presently summarize.

In Sec.(5.2), we define an important and “corrected” variant of the margin, which we call affine-margin, that turns out to be the actual quantity determining convergence rates of iterative algorithms.

**Gordan’s Theorem** This is a classical *theorem of the alternative*, see [23, 39]. It implies that exactly one of (P) and (D) is feasible. Specifically, it states that exactly one of the following statements is true.

1. There exists a $w$ such that $A^T w > 0$.
2. There exists a $p \in \triangle$ such that $A p = 0$.

This, and other separation theorems like Farkas’ Lemma (see above references), are widely applied in algorithm design and analysis. We will later prove generalizations of Gordan’s theorem using affine-margins.

**Hoffman’s Theorem** The classical version of the theorem from [99] characterizes how close a point is to the solution set of the feasibility problem $Ax \leq b$ in terms of the amount of violation in the inequalities and a problem dependent constant. In a nutshell, if $\mathbb{S} := \{x | Ax \leq b\} \neq \emptyset$ then

$$\text{dist}(x, \mathbb{S}) \leq \tau \|[Ax - b]_+\|$$  

$$(5.2)$$
where \( \tau \) is the “Hoffman constant” and it depends on \( A \) but is independent of \( b \). This and similar theorems have found extensive use in convergence analysis of algorithms - examples include [100], [77], [196].

[87] generalize this bound to any norms on the left and right hand sides of the above inequality. We will later prove theorems of a similar flavor for (P) and (D), where \( \tau^{-1} \) will almost magically turn out to be the affine-margin. Such theorems are useful for proving rates of convergence of algorithms, and having the constant explicitly in terms of a familiar quantity is extremely useful.

5.1.2 Summary of Contributions

- **Geometric**: In Sec.5.2 we define the affine-margin, and argue why a subtle difference from Eq.(5.1) makes it the “right” quantity to consider, especially for problem (D). We then establish geometrical characterizations of the affine-margin when (P) is feasible as well as when (D) is feasible and connect it to well-known radius theorems. This is the chapter’s appetizer.

- **Analytic**: Using the preceding geometrical insights, in Sec.5.3 we prove two generalizations of Gordan’s Theorem to deal with alternatives involving the affine-margin when either (P) or (D) is strictly feasible. Building on this intuition further, in Sec.5.4 we prove several interesting variants of Hoffman’s Theorem, which explicitly involve the affine-margin when either (P) or (D) is strictly feasible. This is the chapter’s main course.

- **Algorithmic**: In Sec.5.5 we prove new properties of the Normalized Perceptron, like its margin-maximizing and margin-approximating property for (P) and dual convergence for (D). This is the chapter’s dessert.

We end with a historical discussion relating von Neumann’s and Gilbert’s algorithms, and their advantage over the Perceptron.

5.2 From Margins to Affine-Margins

An important but subtle point about margins that is that the quantity determining the difficulty of solving (P) and (D) is actually not the margin as defined classically in Eq.(5.1), but the affine-margin which is the margin when \( w \) is restricted to \( \text{lin}(A) \), i.e. \( w = A\alpha \) for some coefficient vector \( \alpha \in \mathbb{R}^n \). The affine-margin is defined as

\[
\rho_A := \sup_{w \in \text{lin}(A)} \inf_{p \in \Delta} w^T A p = \sup_{\|\alpha\|_G = 1} \inf_{p \in \Delta} \alpha^T G p
\]

(5.3)

where \( G = A^T A \) is a key quantity called the Gram matrix, and \( \|\alpha\|_G = \sqrt{\alpha^T G \alpha} \) is easily seen to be a self-dual semi-norm.

Intuitively, when the problem (P) is infeasible but \( A \) is not full rank, i.e. \( \text{lin}(A) \) is not \( \mathbb{R}^d \), then \( \rho \) will never be negative (it will always be zero), because one can always pick \( w \) as a unit vector perpendicular to \( \text{lin}(A) \), leading to a zero dot-product with every \( a_i \). Since no matter how easily inseparable \( A \) is, the margin is always zero if \( A \) is low rank, this definition does not capture the difficulty of verifying linear infeasibility.

Similarly, when the problem (P) is feasible, it is easy to see that searching for \( w \) in directions perpendicular to \( A \) is futile, and one can restrict attention to \( \text{lin}(A) \), again making this the right quantity in some sense. For clarity, we will refer to

\[
\rho_A^+ := \max\{0, \rho_A\} ; \quad \rho_A^- := \min\{0, \rho_A\}
\]

(5.4)
when the problem (P) is strictly feasible ($\rho_A > 0$) or strictly infeasible ($\rho_A < 0$) respectively.

We remark that when $\rho > 0$, we have $\rho_A^+ = \rho_A = \rho$, so the distinction really matters when $\rho_A < 0$, but it is still useful to make it explicit. One may think that if $A$ is not full rank, performing PCA would get rid of the unnecessary dimensions. However, we often wish to only perform elementary operations on (possibly large matrices) $A$ that are much simpler than eigenvector computations.

**Instability of $\rho_A^-$ compared to $\rho$**

Unfortunately, the behaviour of $\rho_A^-$ is quite finicky – unlike $\rho_A^+$ it is not stable to small perturbations when $\text{conv}(A)$ is not full-dimensional. To be more specific, if (P) is strictly feasible and we perturb all the vectors by a small amount or add a vector that maintains feasibility, $\rho_A^+$ can only change by a small amount. However, if (P) is strictly infeasible and we perturb all the vectors by a small amount or add a vector that maintains infeasibility, $\rho_A^-$ can change by a large amount.

For example, assume $\text{lin}(A)$ is not full-dimensional, and $|\rho_A^-|$ is large. If we add a new vector $v$ to $A$ to form $A' = \{A \cup v\}$ where $v$ has a even a tiny component $v^T$ orthogonal to $\text{lin}(A)$, then $\rho_A'^-$ suddenly becomes zero. This is because it is now possible to choose a vector $w = v^T / \|v^T\|$ which is in $\text{lin}(A')$, and makes zero dot-product with $A$, and positive dot-product with $v$. Similarly, instead of adding a vector, if we perturb a given set of vectors so that $\text{lin}(A)$ increases dimension, the negative margin can suddenly jump to zero.

Despite its instability and lack of “continuity”, it is indeed this negative affine margin that determines rate of convergence of algorithms for (D).

### 5.2.1 Geometric Interpretations of $\rho_A^+$

The positive margin has many known geometric interpretations – it is the width of the feasibility cone, and also the largest ball centered on the unit sphere that can fit inside the dual cone ($w : A^T w > 0$ is the dual cone of cone($A$)) – see, for example [73] and [38]. Here, we provide a few more interpretations. Remember that $\rho_A^+ = \rho$ when Eq.(P) is feasible.

**Proposition 9.** The distance of the origin to $\text{conv}(A)$ is $\rho_A^+$.

\[
\rho_A^+ = \inf_{p \in \Delta} \|p\|_G = \inf_{p \in \Delta} \|Ap\| \tag{5.5}
\]

**Proof:** When $\rho_A \leq 0$, $\rho_A^+ = 0$ and Eq.(5.5) holds because (D) is feasible making the right hand side also zero. When $\rho_A > 0$,

\[
\rho_A^+ = \sup_{w \in \mathbb{C}} \inf_{p \in \Delta} w^T Ap = \sup_{w \in \mathbb{C}} \inf_{p \in \Delta} w^T Ap = \inf_{p \in \Delta} \sup_{w \in \mathbb{C}} w^T Ap = \inf_{p \in \Delta} \|Ap\|. \tag{5.6}
\]

Note that the first two equalities holds when $\rho_A > 0$, the next by the minimax theorem, and the last by self-duality of $\|\cdot\|$.

The quantity $\rho_A^+$ is also closely related to a particular instance of the Minimum Enclosing Ball (MEB) problem. While it is common knowledge that MEB is connected to margins (and support vector machines), it is possible to explicitly characterize this relationship, as we have done below.

**Proposition 10.** The radius of the minimum enclosing ball of $\text{conv}(A)$ is $\sqrt{1 - \rho_A^{+2}}$.

**Proof:** It is a simple exercise to show that the following are the MEB problem, and its Lagrangian dual

\[
\begin{align*}
\min_{c, r^2} & \quad r^2 \quad \text{s.t.} \quad \|c - a_i\| \leq r^2 \\
\max_{p \in \Delta} & \quad 1 - \|Ap\|^2.
\end{align*}
\]
The result then follows from Proposition 9.

Though we will not return to this point, one may note that the (Normalized) Perceptron and related algorithms that we introduce later yields a sequence of iterates that converge to the center of the MEB, and if the distance of the origin to \( \text{conv}(A) \) is zero (because \( \rho_A < 0 \)), then the sequence of iterates converges to the origin, and the MEB just ends up being the unit ball. Independently, note that the MEB is related to the concept of coresets, recently quite popular in machine learning (especially support vector machines), see [42, 150]. The margin is also closely related to a central quantity in convex geometry called the support function of a closed, convex set. The connection of margins with coresets and support functions is out of the scope of this chapter.

5.2.2 Geometric Interpretations of \( |\rho_A^-| \)

**Proposition 11.** If \( \rho_A \leq 0 \) then \( |\rho_A^-| \) is the radius of the largest Euclidean ball centered at the origin that completely fits inside the relative interior of the convex hull of \( A \). Mathematically,

\[
|\rho_A^-| = \sup \left\{ R \mid \|\alpha\| \leq R \Rightarrow A\alpha \in \text{conv}(A) \right\}.
\] (5.7)

The proof is not particularly enlightening, and we leave it for Appendix 5.7. One might be tempted to deal with the usual margin and prove that

\[
|\rho| = \sup \left\{ R \mid \|w\| \leq R \Rightarrow w \in \text{conv}(A) \right\}
\] (5.8)

While the two definitions are equivalent for full-dimensional \( \text{lin}(A) \), they differ when \( \text{lin}(A) \) is not full-dimensional, which is especially relevant in the context of infinite dimensional reproducing kernel Hilbert spaces, but could even occur when \( A \) is low rank. In this case, Eq. (5.8) will always be zero since a full-dimensional ball cannot fit inside a finite-dimensional hull. The right thing to do is to only consider balls \( \|\alpha\| \leq R \) in the linear subspace spanned by columns of \( A \) (or the relative interior of the convex hull of \( A \)) and not full-dimensional balls \( \|w\| \leq R \). The reason it matters is that it is this altered \( |\rho_A^-| \) that determines rates for algorithms and the complexity of problem (D), and not the classical margin in Eq. (5.1) as one might have expected.

“Radius Theorems”

Recall that \( A\Delta = \{Ap : p \in \Delta\} = \text{conv}(A), \bullet_A = \bullet \cap \text{lin}(A), \text{ and } R\bullet_A \) is just \( \bullet_A \) of radius \( R \). Since \( \|\alpha\| \leq R \Leftrightarrow \|A\alpha\| \leq R \Leftrightarrow A\alpha \in R\bullet_A \), an enlightening restatement of Eq. (5.7) and Eq. (5.8) is

\[
|\rho_A^-| = \sup \left\{ R \mid R\bullet_A \subseteq A\Delta \right\}, \text{ and } |\rho| = \sup \left\{ R \mid R\bullet \subseteq A\Delta \right\}.
\]

It can be read as “largest radius (affine) ball that fits inside the convex hull”. There is a nice parallel to the smallest (overall) and smallest positive singular values of a matrix. Using \( A\bullet = \{Ax : x \in \bullet\} \) for brevity,

\[
\sigma^+_{\text{min}}(A) = \sup \left\{ R \mid R\bullet_A \subseteq A\bullet \right\}, \text{ and } \sigma_{\text{min}}(A) = \sup \left\{ R \mid R\bullet \subseteq A\bullet \right\}
\] (5.9)

This highlights the role of the margin is a measure of conditioning of the linear feasibility systems (P) and (D). Indeed, there are a number of far-reaching extensions of the classical “radius theorem” of [59]. The latter states that the Euclidean distance from a square non-singular matrix \( A \in \mathbb{R}^{n \times n} \) to the set of singular matrices in \( \mathbb{R}^{n \times n} \) is precisely \( \sigma_{\text{min}}(A) \). In an analogous fashion, for the feasibility problems (P) and (D),
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the set $\Sigma$ of ill-posed matrices $A$ are those with $\rho = 0$. [38] show that for a given a matrix $A \in \mathbb{R}^{m \times n}$ with normalized columns, the margin is the largest perturbation of a row to get an ill-posed instance or the “distance to ill-posedness”, i.e.

$$\min_{\tilde{A} \in \Sigma} \max_{i=1, \ldots, n} \|a_i - \tilde{a}_i\| = |\rho|.$$  \hfill (5.10)

See [38, 171] for related discussions.

5.3 Gordan’s Theorem with Margins

We would like to make quantitative statements about what happens when either of the alternatives is satisfied easily (with large positive or negative margin). There does not seem to be a similar result in the literature, though we did observe a technical report by [127] which derives an approximate Farkas’ Lemma, which is mathematically different but in the same spirit as the theorem below.

Note that without our preceding geometrical intuition, it is extremely difficult to conjecture what the statement of the following alternatives might possibly be. The previous propositions also vastly simplify this theorem’s proof, which if presented directly would seem unmotivated and unnatural. We hope that just as Gordan’s theorem has found innumerable uses, one may also find our generalizations, as well as their geometrical interpretations, useful.

**Theorem 12.** For any problem instance $A$ and any constant $\gamma \geq 0$,

1. Either $\exists w \in \mathcal{O}_A$ s.t. $A^T w > 0$, or $\exists p \in \Delta$ s.t. $Ap = 0$.
2. Either $\exists w \in \mathcal{O}_A$ s.t. $A^T w > \gamma$, or $\exists p \in \Delta$ s.t. $\|Ap\| \leq \gamma$.
3. Either $\exists w \in \mathcal{O}_A$ s.t. $A^T w > -\gamma$, or $\forall v \in \gamma \bullet A \exists p_v \in \Delta$ s.t. $v = Ap_v$.

**Proof:** The first statement is the usual form of Gordan’s Theorem. It is also a particular case of the other two when $\gamma = 0$. Thus, we will prove the other two:

2. If the first alternative does not hold, then from the definition of $\rho_A$ it follows that $\rho_A \leq \gamma$. In particular, $\rho_A^+ \leq \gamma$. To finish, observe that by Proposition 9 there exists $p \in \Delta$ such that

$$\|Ap\| = \rho_A^+ \leq \gamma.$$  \hfill (5.11)

3. Analogously to the previous case, if the first alternative does not hold, then $\rho_A \leq -\gamma$. In particular, it captures

$$|\rho_A^-| \geq \gamma.$$  \hfill (5.12)

Observe that by Proposition 11 every point $v \in \gamma \bullet A$ must be inside $\text{conv}(A)$, that is, $v = Ap_v$ for some distribution $p_v \in \Delta$.

One can similarly argue that in each case if the first alternative is true, then the second must be false.

In the spirit of radius theorems introduced in the previous section, the statements in Theorem 12 can be equivalently written in the following succinct forms:

1’. Either $\{w \in \mathcal{O}_A : A^T w > 0\} \neq \emptyset$, or $0 \in A \Delta$

2’. Either $\{w \in \mathcal{O}_A : A^T w > \gamma\} \neq \emptyset$, or $\gamma \bullet A \cap A \Delta \neq \emptyset$

3’. Either $\{w \in \mathcal{O}_A : A^T w > -\gamma\} \neq \emptyset$, or $\gamma \bullet A \subseteq A \Delta$

As noted in the proof of Theorem 12, the first statement is a special case of the other two when $\gamma = 0$. In case 2, we have at least one witness $p$ close to the origin, and in 3, we have an entire ball of witnesses close to the origin.
5.4 Hoffman’s Theorem with Margins

Hoffman-style theorems are often useful to prove the convergence rate of iterative algorithms by characterizing the distance of a current iterate from a target set. For example, a Hoffman-like theorem was also proved by [100] (Lemma 2.3), where they use it to prove the linear convergence rate of the alternating direction method of multipliers, and in [77] (Lemma 4), where they use it to prove the linear convergence of a first order algorithm for calculating $\epsilon$-approximate equilibria in zero sum games.

It is worth pointing out that Hoffman, in whose honor the theorem is named and also an author of [87] whose proof strategy we follow in the alternate proof of Theorem 15, himself has not noticed the intimate connection of the “Hoffman constant” ($\tau$ in Eq.(5.2)) to the positive and negative margin, as we elegantly and surprisingly present in our theorems below.

5.4.1 Hoffman’s theorem for (D) when $\rho_A^+ \neq 0$

**Theorem 13.** Assume $A \in \mathbb{R}^{m \times n}$ is such that $|\rho_A^+| > 0$. For $b \in \mathbb{R}^m$ define the “witness” set $W = \{x \geq 0 | Ax = b\}$. If $W \neq \emptyset$ then for all $x \geq 0$,

$$\text{dist}_1(x, W) \leq \frac{\|Ax - b\|}{|\rho_A^+|} \quad (5.13)$$

where $\text{dist}_1(x, W)$ is the distance from $x$ to $W$ measured by the $\ell_1$ norm $\|\cdot\|_1$.

**Proof:** Given $x \geq 0$ with $Ax \neq b$, consider a point

$$v = \frac{b - Ax}{\|Ax - b\|} \quad (5.14)$$

Note that $\|v\| = |\rho_A^+|$ and crucially $v \in \text{lin}(A)$ (since $b \in \text{lin}(A)$ since $W \neq \emptyset$). Hence, by Theorem 12 there exists a distribution $p$ such that $v = Ap$. Define

$$\bar{x} = x + p\frac{\|Ax - b\|}{|\rho_A^+|} \quad (5.15)$$

Then, by substitution for $p$ and $v$ one can see that

$$A\bar{x} = Ax + v\frac{\|Ax - b\|}{|\rho_A^+|} = Ax + (b - Ax) = b \quad (5.16)$$

Hence $\bar{x} \in W$, and $\text{dist}_1(x, W) \leq \|x - \bar{x}\|_1 = \frac{\|Ax - b\|}{\rho_A^+}$.

The following variation (using witnesses only in $\triangle$) on the above theorem also holds, but we omit its proof since it is similar to that of the above theorem.

**Proposition 14.** Assume $A \in \mathbb{R}^{m \times n}$ is such that $|\rho_A^+| > 0$. Define the set of witnesses $W = \{p \in \triangle | Ap = 0\}$. Then at any $p \in \triangle$,

$$\text{dist}_1(p, W) \leq \frac{2\|Ap\|}{|\rho_A^+|} = \frac{2\|p\|_G}{|\rho_A^+|} \quad (5.17)$$
Theorem 15. Define $S = \{y | A^T y \geq c\}$. Then, for all $w \in \mathbb{R}^d$,

$$\text{dist}(w, S) \leq \frac{\|A^T w - c\|_{\infty}}{\rho_A^+}$$

where dist$(w, S)$ is the $\| \cdot \|_2$-distance from $w$ to $S$ and $(x^-)_i = \min\{x_i, 0\}$.

Proof: Since $\rho_A^+ > 0$, there exists $\bar{w} \in \bigcirc_A$ with $A^T \bar{w} > \rho_A^+ 1$. Suppose, $A^T w \not\geq c 1$. Then we can add a multiple of $\bar{w}$ to $w$ as follows. Let $a = [A^T w - c^-]$ where $(x^-)_i = \min\{x_i, 0\} = \max\{-x_i, 0\}$. Then one can see that

$$A^T \left( w + \frac{a}{\rho_A^+} \bar{w} \right) > A^T w + \max\{c - A^T w, 0\} \geq c.$$

Hence, $w + \frac{a}{\rho_A^+} \bar{w} \in S$ whose distance from $w$ is precisely $\frac{\|a\|_{\infty}}{\rho_A^+}$.

The interpretation of the preceding theorem is that the distance to feasibility for the problem (P) is governed by the magnitude of the largest mistake and the positive affine-margin of the problem instance $A$.

We also provide an alternative proof of the theorem above, since proving the same fact from completely different angles can often yield insights. We follow the techniques of [57], though we significantly simplify it. This is perhaps a more classical proof style, and possibly more amenable to other bounds not involving the margin, and hence it is instructive for those unfamiliar with proving these sorts of bounds.

Proof: [Alternate Proof of Theorem 15] For any given $w$, define $a = -(A^T w - c) = (-A^T w + c)^+$ and hence note that $a \geq -(A^T w - c)$.

$$\min_{A^T w \geq c} \|w - u\| = \min_{A^T (w - u) \geq -A^T w + c} \|w - u\| = \min_{A^T z \geq -A^T w + c} \|z\|$$

$$= \sup_{\|\mu\| \leq 1} \left( \min_{A^T z \geq -A^T w + c} \mu^T z \right)$$

$$= \sup_{\|\mu\| \leq 1} \left( \sup_{p \geq 0, A p = \mu} p^T (-A^T w + c) \right)$$

$$= \sup_{\|p\| \leq 1} \sup_{p \geq 0} p^T (-A^T w + c)$$

$$\leq \sup_{\|p\| \leq 1} \sup_{p \geq 0} \|p\| \|a\|_{\infty}$$

$$= \|a\|_{\infty} \frac{\|a\|_{\infty}}{\rho_A^+}$$

We used the self-duality of $\| \cdot \|$ in Eq.(5.18), LP duality for Eq.(5.19), $\|A p\| = \|p\|_G$ by definition for Eq.(5.20), and Holder’s inequality in Eq.(5.21). The last equality follows because $\frac{1}{\rho_A^+} = \max_{\|p\|_G \leq 1} \sup_{p \geq 0} \|p\|_1$, since $\rho_A^+ = \inf_{p \geq 0} \|p\|_1 = \|p\|_G$. 
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5.5 The Perceptron Algorithm: New Insights

This was introduced and analysed by [176], [152], [21] to solve the primal (P), with many variants in the machine learning literature. The classical algorithm starts with \( w_0 := 0 \), and in iteration \( t \) performs

(choose any mistake) \[ a_i : w_{t-1}^T a_i < 0. \]
\[ w_t \leftarrow w_{t-1} + a_i. \]

A variant called Normalized Perceptron, which is a subgradient method, only updates on the worst mistake, and tracks a normalized \( w \) that which is a convex combination of \( a_i \)'s.

(choose the worst mistake) \[ a_i = \arg \min_{a_i} \{ w_{t-1}^T a_i \} \]
\[ w_t \leftarrow \left( 1 - \frac{1}{t} \right) w_{t-1} + \left( \frac{1}{t} \right) a_i. \]

The best known property of the unnormalized Perceptron or the Normalized Perceptron algorithm is that when (P) is strictly feasible with margin \( \rho_A^+ \), it finds such a solution \( w \) in \( 1/\rho_A^{+2} \) iterations, as proved by [21], [152]. What is less obvious is that the Perceptron is actually primal-dual in nature, and we have not found any published work with the following proposition.

**Proposition 16.** If (D) is feasible, the Perceptron algorithm (when normalized) yields an \( \epsilon \)-certificate \( \alpha_t \) for (D) in \( 1/e^2 \) steps.

**Proof:** When normalized, it yields a sequence of iterates \( w_t = A\alpha_t \), \( \alpha_t \in \Delta \) with \( \|w_t\| \to 0 \). To see this, observe that throughout the algorithm for \( t \geq 1 \) the iterate \( w_t \) satisfies \( w_t = A\alpha_t \) with \( \alpha_t \in \Delta \) because of way the sequence \( w_t \) is constructed. Furthermore, observe that if \( \min_i a_i^T w_{t-1} \leq 0 \) then \( \|tw_t\|^2 = \|(t - 1)w_{t-1}\|^2 + (t - 1)a_i^T w_{t-1} + 1 \leq \|(t - 1)w_{t-1}\|^2 + 1. \)

Thus \( \|tw_t\|^2 < t \) as long as the algorithm has not found a solution to (P). In particular, when (D) is feasible (and hence (P) is infeasible) the iterates \( w_t = A\alpha_t \), \( \alpha_t \in \Delta \) satisfy \( \|w_t\| = \|\alpha_t\|_G \leq \frac{1}{\sqrt{t}} \) and so we get an \( \epsilon \)-certificate \( \alpha_t \) for (D) in \( 1/e^2 \) steps.

We prove one more nontrivial fact about the Normalized Perceptron that we have not found in the published literature - not only does it produce a feasible \( w \) in \( O(1/\rho_A^{+2}) \) steps, but on continuing to run the algorithm, \( w_t \) will approach the optimal \( w \) that maximizes margin, i.e. achieves margin \( \rho_A^+ \). This is actually not true with the classical Perceptron. The normalization in the following theorem is needed because \( \|w_t\| = \|\alpha_t\|_G \neq 1 \).

**Theorem 17.** Assume (P) is feasible. If \( w_t = A\alpha_t \) is the sequence of NP iterates with margin \( \rho_t = \inf_{p \in \Delta} \frac{\alpha_t}{\|\alpha_t\|_G} T G p \), and the optimal point \( \alpha_* := \arg \sup_{\|\alpha\|_G = 1} \inf_{p \in \Delta} \alpha^T G p \) achieves the optimal margin \( \rho_A^+ = \inf_{p \in \Delta} \alpha_*^T G p \), then

\[ \rho_A^+ - \rho_t \leq \left\| \frac{\alpha_t}{\|\alpha_t\|_G} - \alpha_* \right\|_G \leq 8/\rho_A^{+2}. \]

**Proof:** For any \( \alpha \), let \( \tilde{\alpha} := \alpha/\|\alpha\|_G \). The first inequality follows because the function \( \rho(\tilde{\alpha}) = \inf_{p \in \Delta} \tilde{\alpha}^T G p \)
is 1-Lipschitz with respect to the $\|\cdot\|_G$. We can then argue that

$$\left\| \frac{\alpha_t}{\|\alpha_t\|_G} - \alpha^*_t \right\|_G = \frac{1}{\|\alpha_t\|_G} \left\| \alpha_t - \rho_A^+ \alpha^*_t + (\rho_A^+ - \|\alpha_t\|_G) \alpha^*_t \right\|_G$$

$$\leq \frac{1}{\|\alpha_t\|_G} \left( \|\alpha_t - \rho_A^+ \alpha^*_t\|_G + |\rho_A^+ - \|\alpha_t\|_G| \right)$$

$$\leq \frac{1}{\rho_A^+} \left( \|\alpha_t - \rho_A^+ \alpha^*_t\|_G + |\rho_A^+ - \|\alpha_t\|_G| \right)$$  \hspace{1cm} (5.22)

where the first inequality follows by triangle inequality, and because $\|\alpha^*_t\|_G = 1$, and the second inequality holds because $\rho_A^+ = \inf_{p \in \Delta} \|p\|_G$ and $\alpha_t \in \Delta$ implies that

$$\|\alpha_t\|_G \geq \rho_A^+.$$  \hspace{1cm} (5.23)

The rest of the proof hinges on the fact that NP can be interpreted as a subgradient algorithm for the following problem:

$$\min_{\alpha \in \mathbb{R}^n} L(\alpha) := \min_{\alpha \in \mathbb{R}^n} \max_p \{-\alpha^T G p\} + \frac{1}{2} \|\alpha\|_G^2$$

$$= \min_{w \in \mathbb{R}^d} \max_{a_i} \{-w^T a_i\} + \frac{1}{2} \|w\|^2 =: \min_{w \in \mathbb{R}^d} L(w).$$  \hspace{1cm} (5.24)

We reproduce a short argument from [158, 196] which shows that $L(\alpha)$ is minimized at $\rho_A^+ \alpha^*_t$. Let $\arg\min_{\alpha} L(\alpha) = t \alpha'$ for some $\|\alpha'\|_G = 1$ and some $t \in \mathbb{R}$. Substituting this into Eq. (5.24), we see that

$$\min_{\alpha \in \mathbb{R}^n} L(\alpha) = \min_{t \geq 0} \{-t \rho_A^+ + \frac{1}{2} t^2\} = - \frac{1}{2} \rho_A^+$$

achieved at $t = \rho_A^+$ and $\alpha' = \alpha^*_t$. Hence $\arg\min_{\alpha} L(\alpha) = \rho_A^+ \alpha^*_t$.

Note that NP is a (nonstochastic) subgradient method for $L(\alpha)$, which is 1-strongly convex with respect to $\|\cdot\|_G$, and all its subgradients are bounded by 2 (since every iterate satisfies $\|w_t\| \leq 1$ and all $\|a_i\| \leq 1$). Hence, substituting $e = \lambda = 1$ and $G = 2$ in Lemma 1 from [156], we can infer that the rate of convergence of iterates $\alpha_t$ towards the optimum $\rho_A^+ \alpha^*_t$ is

$$\|\alpha_t - \rho_A^+ \alpha^*_t\|_G \leq \frac{4}{\sqrt{t}}$$

$$\Rightarrow \|\alpha_t\|_G - \rho_A^+ \leq \frac{4}{\sqrt{t}}.$$  \hspace{1cm} (5.25)

This yields the required bound of $8/\rho_A^+ \sqrt{t}$ when plugged into Eq. (5.22).

**Proposition 18.** The Normalized Perceptron gives an $\epsilon$-approximation to the value of the positive margin in $16/\epsilon^2$ steps. Specifically,

$$\| w_{16/\epsilon^2} \| - \epsilon \leq \rho_A^+ \leq \| w_{16/\epsilon^2} \|$$

**Proof:** The proof follows from Eq. (5.25) and Eq. (5.23), which imply that $w_t$ satisfies

$$\rho_A^+ \leq \| w_t \| \leq \rho_A^+ + 4/\sqrt{t}$$

whose rearrangement with $t = 16/\epsilon^2$ completes the proof.

Interestingly, the question of finding elementary algorithms to estimate $|\rho_A|$ is open, which is surprising since estimating the smallest non-negative singular value is not hard (and we have earlier noted the similarity between the two).
5.6 Discussion

Von-Neumann or Gilbert Algorithm for (D)

Von-Neumann described an iterative algorithm for solving dual (D) in a private communication with Dantzig in 1948, which was subsequently analyzed by the latter, but only published in [45], and goes by the name of Von-Neumann’s algorithm in optimization circles. Independently, Gilbert described an essentially identical algorithm in [76], that goes by the name of Gilbert’s algorithm in the computational geometry literature. We respect the independent findings in different literatures, and refer to it as the Von-Neumann-Gilbert (VNG) algorithm. It starts from a point in conv(A), say \( w := a_1 \) and loops:

(choose furthest point) \[ a_i = \arg \max_{a_i} \{ \| w_{t-1} - a_i \| \} \]

(line search, \( \lambda \in [0, 1] \)) \[ w_t \leftarrow \arg \min_{w_\lambda} \| w_\lambda \|; \quad w_\lambda = \lambda w_{t-1} + (1 - \lambda)a_i \]

Dantzig’s paper showed that the Von-Neumann-Gilbert (VNG) algorithm can produce an \( \epsilon \)-approximate solution (\( p \) such that \( \| Ap \| \leq \epsilon \)) to (D) in \( \frac{1}{\epsilon^2} \) steps, establishing it as a dual algorithm as conjectured by Von-Neumann. Though designed for (D), [64] proved that when (P) is feasible, VNG also produces a feasible \( w \) in \( \frac{1}{\rho_A + 2} \) steps and hence VNG is also primal-dual like the Perceptron (as proved in Proposition 16). We can prove results analogous to Theorem 17 and Proposition 18 for VNG as well.

Nesterov was the first to point out in a private note to [65] that VNG is a Frank-Wolfe algorithm for

\[
\min_{p \in \Delta} \| Ap \| \tag{5.26}
\]

Note that Eq.(5.24) is a relaxed version of Eq.(5.3), and also that Eq.(5.26) and Eq.(5.3) are Lagrangian duals of each other as seen in Eq.(5.6). In this light, it is not surprising that NP and VNG algorithms have such similar properties. Moreover, [12] recently pointed out the strong connection via duality between subgradient and Frank-Wolfe methods.

However, VNG possesses one additional property. Restating a result of [64] - if \( |\rho_A^{-1}| > 0 \), then VNG has linear convergence, finding an \( \epsilon \)-approximate solution to (D) in \( O\left(\frac{1}{|\rho_A^{-1}|^2} \log \left( \frac{1}{\epsilon} \right) \right) \) steps, and this fact has a simple geometrical proof, summarised in Fig.5.4 in Appendix 5.7). Hence, VNG can converge linearly with strict infeasibility of (P), but NP cannot. Nevertheless, NP and VNG can both be seen geometrically as trying to represent the center of circumscribing or inscribing balls (in (P) or (D)) of conv(A) as a convex combination of input points.

Summary

In this chapter, we advance and unify our understanding of margins through a slew of new results and connections to old ones. First, we point out the correctness of using the affine margin, deriving its relation to the smallest ball enclosing conv(A), and the largest ball within conv(A). We proved generalizations of Gordan’s theorem, whose statements were conjectured using the preceding geometrical intuition. Using these tools, we then derived interesting variants of Hoffman’s theorems that explicitly use affine margins. We ended by proving that the Perceptron algorithm turns out to be primal-dual, its iterates are margin-maximizers, and the norm of its iterates are margin-approximators.

Right from his seminal introductory paper in the 1950s, Hoffman-like theorems have been used to prove convergence rates and stability of algorithms. Our theorems and also their proof strategies can be very useful in this regard, since such Hoffman-like theorems can be very challenging to conjecture and prove (see [100] for example). Similarly, Gordan’s theorem has been used in a wide array of settings in
optimization, giving a precedent for the possible usefulness of our generalization. Lastly, large margin classification is now such an integral machine learning topic, that it seems fundamental that we unify our understanding of the geometrical, analytical and algorithmic ideas behind margins.

5.7 Figures

Figure 5.1: Gordan’s Theorem: Either there is a $w$ making an acute angle with all points, or the origin is in their convex hull. (note $\|a_i\| = 1$)

Figure 5.2: When restricted to $\text{lin}(A)$, the margin is strictly negative. Otherwise, it would be possible to choose $w$ perpendicular to $\text{lin}(A)$, leading to a zero margin.

Figure 5.3: Left: $\rho_A^-$ is the radius of the largest ball centered at origin, inside the relative interior of $\text{conv}(A)$. Right: $\rho_A^+$ is the distance from origin to $\text{conv}(A)$. 
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Supporting Proofs

Proof of Proposition 11

Proof: We split the proof into two parts, one for each inequality.

(1) For inequality ≥. Choose any $R$ such that $A\alpha \in \text{conv}(A)$ for any $\|\alpha\|_G \leq R$. Given an arbitrary $\|\alpha\|_G = 1$, put $\tilde{\alpha} := -R\alpha'$. By our assumption on $R$, since $\|\tilde{\alpha}\|_G = R$, we can infer that $A\tilde{\alpha} \in \text{conv}(A)$ implying there exists a $\tilde{p} \in \Delta$ such that $A\tilde{\alpha} = A\tilde{p}$. Also

$$\alpha'^T G \tilde{p} = \alpha'^T G \tilde{\alpha}$$

$$= -R\|\alpha\|_G^2 = -R.$$

$$\Rightarrow \inf_{\tilde{p} \in \Delta} \alpha'^T G \tilde{p} \leq -R.$$

$$\Rightarrow \sup_{\|\alpha\|_G = 1} \inf_{\tilde{p} \in \Delta} \alpha'^T G \tilde{p} \leq -R,$$

(in other words) $|\rho_A - A\alpha| \geq R$.

(2) For inequality ≤. It suffices to show $\|\alpha\|_G \leq \rho_A \Rightarrow A\alpha \in \text{conv}(A)$. We will prove the contrapositive $A\alpha \notin \text{conv}(A) \Rightarrow \|\alpha\|_G > |\rho_A^-|$. Since conv(A) is closed and convex, if $A\alpha \notin \text{conv}(A)$, then there exists a hyperplane, say $(\beta, b)$, with normal $\|\beta\|_G = 1$ (i.e. $\|A\beta\| \in \partial$) in lin(A) and constant $b \in \mathbb{R}$ that separates $A\alpha$ and conv(A), i.e. for all $p \in \Delta$,

$$\beta^T G \alpha < b \text{ and } \beta^T G p \geq b,$$

i.e. $\beta^T G \alpha < \inf_{p \in \Delta} \beta^T G p$

$$\leq \sup_{\|\beta\|_G = 1} \inf_{p \in \Delta} \beta^T G p = \rho_A^-.$$

Since $\rho_A^- < 0$, $|\rho_A^-| < |\beta^T G \alpha|$

$$\leq \|\beta\|_G \|\alpha\|_G = \|\alpha\|_G.$$

Proof of linear convergence of VNG ($|\rho_A^-| > 0$)
There is always a point $a_i$ such that $\cos \alpha = \frac{w_t}{\|w_t\|} \cdot a_i \leq \rho_A^{-} \quad \text{or} \quad |\cos \alpha| \geq |\rho_A^{-}|$. VNG sets $w_{t+1}$ to be the nearest point to the origin on the (hyphenated) line joining $w_t$ with $a_i$. Consider $\tilde{w}$ as the nearest point to the origin on a (dotted) line parallel to $a_i$ through $w_t$. Note $(\pi/2 - \beta) + \alpha = \pi$ (internal angles of parallel lines). Then, $\|w_{t+1}\| \leq \|\tilde{w}\| = \|w_t\| \cos \beta = \|w_t\| \sin \alpha = \|w_t\| \sqrt{1 - \cos^2 \alpha} \leq \|w_t\| \sqrt{1 - |\rho_A^{-}|^2}$. Hence $\|w_t\| \leq \epsilon$ in $O\left(\frac{1}{|\rho_A^{-}|^2} \log \left(\frac{1}{\epsilon}\right)\right)$ iterations.
Chapter 6

Margin-based classification : kernelized smoothed primal-dual algorithms

We focus on the problem of finding a non-linear classification function that lies in a Reproducing Kernel Hilbert Space (RKHS) both from the primal point of view (finding a perfect separator when one exists) and the dual point of view (giving a certificate of non-existence), with special focus on generalizations of two classical schemes - the Perceptron (primal) and Von-Neumann (dual) algorithms.

We cast our problem as one of maximizing the regularized normalized hard-margin ($\rho$) in an RKHS and rephrase it in terms of a Mahalanobis dot-product/semi-norm associated with the kernel’s (normalized and signed) Gram matrix. We derive an accelerated smoothed algorithm with a convergence rate of $\sqrt{\frac{\log n}{\rho}}$ given $n$ separable points, which is strikingly similar to the classical kernelized Perceptron algorithm whose rate is $\frac{1}{\rho^2}$. When no such classifier exists, we prove a version of Gordan’s separation theorem for RKHSs, and give a reinterpretation of negative margins. This allows us to give guarantees for a primal-dual algorithm that halts in $\min\{\sqrt{\frac{n}{\rho}}, \sqrt{\frac{n}{\epsilon}}\}$ iterations with a perfect separator in the RKHS if the primal is feasible or a dual $\epsilon$-certificate of near-infeasibility.

6.1 Introduction

We are interested in the problem of finding a non-linear separator for a given set of $n$ points $x_1, ..., x_n \in \mathbb{R}^d$ with labels $y_1, ..., y_n \in \{\pm 1\}$. Finding a linear separator can be stated as the problem of finding a unit vector $w \in \mathbb{R}^d$ (if one exists) such that for all $i$

$$y_i(w^T x_i) \geq 0 \quad \text{i.e.} \quad \text{sign}(w^T x_i) = y_i. \quad (6.1)$$

This is called the primal problem. In the more interesting non-linear setting, we will be searching for functions $f$ in a Reproducing Kernel Hilbert Space (RKHS) $\mathcal{F}_K$ associated with kernel $K$ (to be defined later) such that for all $i$

$$y_i f(x_i) \geq 0. \quad (6.2)$$

We say that problems (6.1), (6.2) have an unnormalized margin $\rho > 0$, if there exists a unit vector $w$, such that for all $i$,

$$y_i(w^T x_i) \geq \rho \quad \text{or} \quad y_i f(x_i) \geq \rho.$$  

True to the chapter’s title, margins of non-linear separators in an RKHS will be a central concept, and we will derive interesting smoothed accelerated variants of the Perceptron algorithm that have convergence
rates (for the aforementioned primal and a dual problem introduced later) that are inversely proportional to the RKHS-margin as opposed to inverse squared margin for the Perceptron.

The linear setting is well known by the name of linear feasibility problems - we are asking if there exists any vector \( w \) which makes an acute angle with all the vectors \( y_i x_i \), i.e.

\[
(XY)^\top w > 0_n, \quad (6.3)
\]

where \( Y := \text{diag}(y) \) and \( X := [x_1, \ldots, x_n] \). This can be seen as finding a vector \( w \) inside the dual cone of \( \text{cone}\{y_i x_i\} \).

When normalized, as we will see in the next section, the margin is a well-studied notion of conditioning for these problems. It can be thought of as the width of the feasibility cone as in [73], a radius of well-posedness as in [38], and its inverse can be seen as a special case of a condition number defined by [171] for these systems.

Related Work

In this chapter we focus on the famous Perceptron algorithm [176] and the less-famous Von-Neumann algorithm [45] that we introduce in later sections. As mentioned in [64], in a technical report by the same name, Nesterov pointed out in a note to the authors that the latter is a special case of the now-popular Frank-Wolfe algorithm.

Our work builds on [195, 196] from the field of optimization - we generalize the setting to learning functions in RKHSs, extend the algorithms, simplify proofs, and simultaneously bring new perspectives to it. There is extensive literature around the Perceptron algorithm in the learning community; we restrict ourselves to discussing only a few directly related papers, in order to point out the several differences from existing work.

We provide a general unified proof in the Appendix which borrows ideas from accelerated smoothing methods developed by Nesterov [148] - while this algorithm and others by [145], [180] can achieve similar rates for the same problem, those algorithms do not possess the simplicity of the Perceptron or Von-Neumann algorithms and our variants, and also don’t look at the infeasible setting or primal-dual algorithms.

Accelerated smoothing techniques have also been seen in the learning literature like in [215] and many others. However, most of these deal with convex-concave problems where both sets involved are the probability simplex (as in game theory, boosting, etc), while we deal with hard margins where one of the sets is a unit \( \ell_2 \) ball. Hence, their algorithms/results are not extendable to ours trivially. This work is also connected to the idea of \( \epsilon \)-coresets [42], though we will not explore that angle.

A related algorithm is called the Winnow [128] - this works on the \( \ell_1 \) margin and is a saddle point problem over two simplices. One can ask whether such accelerated smoothed versions exist for the Winnow. The answer is in the affirmative - however such algorithms look completely different from the Winnow, while in our setting the new algorithms retain the simplicity of the Perceptron.

**Chapter Outline**

Section 6.2 will introduce the Perceptron and Normalized Perceptron algorithm and their convergence guarantees for linear separability, with specific emphasis on the unnormalized and normalized margins. Section 6.3 will then introduce RKHSs and the Normalized Kernel Perceptron algorithm, which we interpret as a subgradient algorithm for a regularized normalized hard-margin loss function. Section 6.4 describes the Smoothed Normalized Kernel Perceptron algorithm that works with a smooth approximation to the original loss function, and outlines the argument for its faster convergence rate. Section 6.5
discusses the non-separable case and the Von-Neumann algorithm, and we prove a version of Gordan’s theorem in RKHSs. We finally give an algorithm in Section 6.6 which terminates with a separator if one exists, and with a dual certificate of near-infeasibility otherwise, in time inversely proportional to the margin. We end with a discussion and some open problems.

6.2 Linear Feasibility Problems

6.2.1 Perceptron

The classical perceptron algorithm can be stated in many ways, one is in the following form

Algorithm 4 Perceptron

Initialize $w_0 = 0$

for $k = 0, 1, 2, 3, \ldots$ do
  if $\text{sign}(w_k^T x_i) \neq y_i$ for some $i$ then
    $w_{k+1} := w_k + y_i x_i$
  else
    Halt: Return $w_k$ as solution
  end if
end for

It comes with the following classic guarantee as proved by [21] and [152]: If there exists a unit vector $u \in \mathbb{R}^d$ such that $YX^T u \geq \rho > 0$, then a perfect separator will be found in $\frac{\max_i \|x_i\|_2^2}{\rho^2}$ iterations/mistakes.

The algorithm works when updated with any arbitrary point $(x_i, y_i)$ that is misclassified; it has the same guarantees when $w$ is updated with the point that is misclassified by the largest amount, $\arg\min_i y_i w^T x_i$. Alternately, one can define the probability distribution over examples

$$p(w) = \arg\min_{p \in \Delta_n} \langle YX^T w, p \rangle,$$  \hspace{1cm} (6.4)

where $\Delta_n$ is the $n$-dimensional probability simplex.

Intuitively, $p$ picks the examples that have the lowest margin when classified by $w$. One can also normalize the updates so that we can maintain a probability distribution over examples used for updates from the start, as seen below:

Algorithm 5 Normalized Perceptron

Initialize $w_0 = 0, p_0 = 0$

for $k = 0, 1, 2, 3, \ldots$ do
  if $YX^T w_k > 0$ then
    Exit, with $w_k$ as solution
  else
    $\theta_k := \frac{1}{k+1}$
    $w_{k+1} := (1 - \theta_k) w_k + \theta_k YX p(w_k)$
  end if
end for
Remark. Normalized Perceptron has the same guarantees as perceptron - the Perceptron can perform its update online on any misclassified point, while the Normalized Perceptron performs updates on the most misclassified point(s), and yet there does not seem to be any change in performance. However, we will soon see that the ability to see all the examples at once gives us much more power.

6.2.2 Normalized Margins

If we normalize the data points by the \( \ell_2 \) norm, the resulting mistake bound of the perceptron algorithm is slightly different. Let \( X_2 \) represent the matrix with columns \( x_i/\|x_i\|_2 \). Define the unnormalized and normalized margins as

\[
\rho := \sup_{\|w\|_2 = 1} \inf_{p \in \Delta_n} \langle Y X^\top w, p \rangle,
\]

\[
\rho_2 := \sup_{\|w\|_2 = 1} \inf_{p \in \Delta_n} \langle Y X_2^\top w, p \rangle.
\]

Remark. Note that we have \( \sup_{\|w\|_2 = 1} \) in the definition, this is equivalent to \( \sup_{\|w\|_2 \leq 1} \) iff \( \rho_2 > 0 \).

Normalized Perceptron has the following guarantee on \( X_2 \): If \( \rho_2 > 0 \), then it finds a perfect separator in \( \frac{1}{\rho_2^2} \) iterations.

Remark. Consider the max-margin separator \( u^* \) for \( X \) (which is also a valid perfect separator for \( X_2 \)). Then

\[
\frac{\rho}{\max_i \|x_i\|_2} = \min_i \left( \frac{y_i x_i^\top u^*}{\max_i \|x_i\|_2} \right) \leq \min_i \left( \frac{y_i x_i^\top u^*}{\|x_i\|_2} \right) \leq \sup_{\|w\|_2 = 1} \min_i \left( \frac{y_i x_i^\top u}{\|x_i\|_2} \right) = \rho_2.
\]

Hence, it is always better to normalize the data as pointed out in [80]. This idea extends to RKHSs, motivating the normalized Gram matrix considered later.

Example Consider a simple example in \( \mathbb{R}_+^2 \). Assume that + points are located along the line \( 6x_2 = 8x_1 \), and the – points along \( 8x_2 = 6x_1 \), for \( 1/r \leq \|x\|_2 \leq r \), where \( r > 1 \). The max-margin linear separator will be \( x_1 = x_2 \). If all the data were normalized to have unit Euclidean norm, then all the + points would all be at \((0.6, 0.8)\) and all the – points at \((0.8, 0.6)\), giving us a normalized margin of \( \rho_2 \approx 0.14 \). Unnormalized, the margin is \( \rho \approx 0.14/r \) and \( \max_i \|x_i\|_2 = r \). Hence, in terms of bounds, we get a discrepancy of \( r^4 \), which can be arbitrarily large.

Winnow The question arises as to which norm we should normalize by. There is a now classic algorithm in machine learning, called Winnow [128] or Multiply Weights. It works on a slight transformation of the problem where we only need to search for \( u \in \mathbb{R}_+^d \). It comes with some very well-known guarantees - If there exists a \( u \in \mathbb{R}_+^d \) such that \( Y X^\top u \geq \rho > 0 \), then feasibility is guaranteed in \( \|u\|_1^2 \max_i \|a_i\|_\infty^2 \log n/\rho^2 \) iterations. The appropriate notion of normalized margin here is

\[
\rho_1 := \max_{w \in \Delta_d} \min_{p \in \Delta_n} \langle Y X_\infty^\top w, p \rangle,
\]

where \( X_\infty \) is a matrix with columns \( x_i/\|x_i\|_\infty \). Then, the appropriate iteration bound is \( \log n/\rho_1^2 \). We will return to this \( \ell_1 \)-margin in the discussion section. In the next section, we will normalize by using the kernel appropriately.
6.3 Kernels and RKHSs

The theory of Reproducing Kernel Hilbert Spaces (RKHSs) has a rich history, and for a detailed introduction, refer to [184]. Let \( K : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R} \) be a symmetric positive definite kernel, giving rise to a Reproducing Kernel Hilbert Space \( \mathcal{F}_K \) with an associated feature mapping at each point \( x \in \mathbb{R}^d \) called \( \phi_x : \mathbb{R}^d \rightarrow \mathcal{F}_K \) where \( \phi_x(\cdot) = K(x, \cdot) \) i.e. \( \phi_x(y) = K(x, y) \). \( \mathcal{F}_K \) has an associated inner product \( \langle \phi_u, \phi_v \rangle_K = K(u, v) \). For any \( f \in \mathcal{F}_K \), we have \( f(x) = \langle f, \phi_x \rangle_K \).

Define the normalized feature map

\[
\tilde{\phi}_x = \frac{\phi_x}{\sqrt{K(x, x)}} \in \mathcal{F}_K \quad \text{and} \quad \tilde{\phi}_X := [\tilde{\phi}_{x_1}]^n.
\]

For any function \( f \in \mathcal{F}_K \), we use the following notation

\[
Y \tilde{f}(X) := \langle f, \tilde{\phi}_X \rangle_K = [y_i \langle f, \tilde{\phi}_{x_i} \rangle_K]^n = \left[ \frac{y_i f(x_i)}{\sqrt{K(x_i, x_i)}} \right]^n.
\]

We analogously define the normalized margin here to be

\[
\rho_K := \sup_{\|f\|_K = 1} \inf_{p \in \Delta_n} \left\langle Y \tilde{f}(X), p \right\rangle. \quad (6.5)
\]

Consider the following regularized empirical loss function

\[
L(f) = \left\{ \sup_{p \in \Delta_n} \left\langle -Y \tilde{f}(X), p \right\rangle \right\} + \frac{1}{2} \|f\|_K^2. \quad (6.6)
\]

Denoting \( t := \|f\|_K > 0 \) and writing \( f = t \left( \frac{f}{\|f\|_K} \right) = t \tilde{f} \), let us calculate the minimum value of this function

\[
\inf_{f \in \mathcal{F}_K} L(f) = \inf_{t > 0} \inf_{\|f\|_K = 1} \sup_{p \in \Delta_n} \left\langle -\left( t \tilde{f}, Y \tilde{\phi}_X \right)_K, p \right\rangle + \frac{t^2}{2} = \inf_{t > 0} \left\{ -t \rho_K + \frac{1}{2} t^2 \right\} = -\frac{1}{2} \rho_K^2 \quad \text{when} \ t = \rho_K > 0. \quad (6.7)
\]

Since \( \max_{p \in \Delta_n} \left\langle -Y \tilde{f}(X), p \right\rangle \) is some empirical loss function on the data and \( \frac{1}{2} \|f\|_K^2 \) is an increasing function of \( \|f\|_K \), the Representer Theorem [185] implies that the minimizer of the above function lies in the span of \( \tilde{\phi}_{x_i} \)s (also the span of the \( y_i \tilde{\phi}_{x_i} \)s). Explicitly,

\[
\arg \min_{f \in \mathcal{F}_K} L(f) = \sum_{i=1}^n \alpha_i y_i \tilde{\phi}_{x_i} = \left\langle Y \tilde{\phi}_X, \alpha \right\rangle. \quad (6.8)
\]

Substituting this back into Eq. (6.6), we can define

\[
L(\alpha) := \left\{ \sup_{p \in \Delta_n} \left\langle -\alpha, p \right\rangle_G \right\} + \frac{1}{2} \|\alpha\|_G^2, \quad (6.9)
\]

where \( G \) is a normalized signed Gram matrix with \( G_{ii} = 1 \),

\[
G_{ij} = G_{ji} := \frac{y_i y_j K(x_i, x_j)}{\sqrt{K(x_i, x_i) K(x_j, x_j)}} = \langle y_i \tilde{\phi}_{x_i}, y_j \tilde{\phi}_{x_j} \rangle_K,
\]

and \( \langle p, \alpha \rangle_G := G_{\alpha} \alpha, \|\alpha\|_G := \sqrt{\alpha^T G \alpha} \). One can verify that \( G \) is a PSD matrix and the G-norm \( \|\cdot\|_G \) is a semi-norm, whose properties are of great importance to us.
6.3.1 Some Interesting and Useful Lemmas

The first lemma justifies our algorithms’ exit condition.

**Lemma 17.** $L(\alpha) < 0$ implies $G\alpha > 0$ and there exists a perfect classifier iff $G\alpha > 0$.

**Proof:** $L(\alpha) < 0 \Rightarrow \sup_{p \in \Delta_n} \langle -G\alpha, p \rangle < 0 \iff G\alpha > 0$. $G\alpha > 0 \Rightarrow f_\alpha := \langle \alpha, Y\tilde{\phi}_X \rangle$ is perfect since

$$
\frac{y_j f_\alpha(x_j)}{K(x_j, x_j)} = \sum_{i=1}^n \alpha_i \frac{y_i y_j K(x_i, x_j)}{\sqrt{K(x_i, x_i) K(x_j, x_j)}} = G_j \alpha > 0.
$$

If a perfect classifier exists, then $\rho_K > 0$ by definition and

$$
L(f^*) = L(\alpha^*) = -\frac{1}{2} \rho_K^2 < 0 \Rightarrow G\alpha > 0,
$$

where $f^*, \alpha^*$ are the optimizers of $L(f), L(\alpha)$.

The second lemma bounds the $G$-norm of vectors.

**Lemma 18.** For any $\alpha \in \mathbb{R}^n$, $\|\alpha\|_G \leq \|\alpha\|_1 \leq \sqrt{n}\|\alpha\|_2$.

**Proof:** Using the triangle inequality of norms, we get

$$
\sqrt{\alpha^T G\alpha} = \sqrt{\langle \alpha, Y\tilde{\phi}_X \rangle} = \sum_{i=1}^n \alpha_i \|y_i \tilde{\phi}_{x_i}\|_K \leq \sum_{i=1}^n \|\alpha_i y_i \tilde{\phi}_{x_i}\|_K \leq \sum_{i=1}^n \|\alpha_i\| = \sum_{i=1}^n \|\alpha_i\|
$$

where we used $\langle \phi_{x_i}, \phi_{x_i} \rangle_K = K(x_i, x_i)$.

The third lemma gives a new perspective on the margin.

**Lemma 19.** When $\rho_K > 0$, $f$ maximizes the margin iff $\rho_K f$ optimizes $L(f)$. Hence, the margin is equivalently

$$
\rho_K = \sup_{\|\alpha\|_G = 1} \inf_{p \in \Delta_n} \langle \alpha, p \rangle_G \leq \|p\|_G \quad \text{for all } p \in \Delta_n.
$$

**Proof:** Let $f_\rho$ be any function with $\|f_\rho\|_K = 1$ that achieves the max-margin $\rho_K > 0$. Then, it is easy to plug $\rho_K f_\rho$ into Eq. (6.6) and verify that $L(\rho_K f_\rho) = -\frac{1}{2} \rho_K^2$ and hence $\rho_K f_\rho$ minimizes $L(f)$.

Similarly, let $f_L$ be any function that minimizes $L(f)$, i.e. achieves the value $L(f_L) = -\frac{1}{2} \rho_K^2$. Defining $t := \|f_L\|_K$, and examining Eq. (6.7), we see that $L(f_L)$ cannot achieve the value $-\frac{1}{2} \rho_K^2$ unless $t = \rho_K$ and $\sup_{p \in \Delta_n} \langle -Y f_L(X), p \rangle = -\rho_K^2$, which means that $f_L/\rho_K$ must achieve the max-margin.

Hence considering only $f = \sum_i \alpha_i y_i \tilde{\phi}_{x_i}$ is acceptable for both. Plugging this into Eq. (6.5) gives the equality and

$$
\rho_K = \inf_{p \in \Delta_n} \sup_{\|\alpha\|_G = 1} \langle \alpha, p \rangle_G \leq \sup_{\|\alpha\|_G = 1} \langle \alpha, p \rangle_G \leq \|p\|_G \quad \text{by applying Cauchy-Schwartz}
$$

(can also be seen by going back to function space).
6.4 Smoothed Normalized Kernel Perceptron

Define the distribution over the worst-classified points

\[ p(f) := \arg \min_{p \in \Delta_n} \langle Y \tilde{f}(X), p \rangle \]

or

\[ p(\alpha) := \arg \min_{p \in \Delta_n} \langle \alpha, p \rangle_G. \]  \hspace{1cm} (6.10)

Algorithm 6 Normalized Kernel Perceptron (NKP)

Set \( \alpha_0 := 0 \)

for \( k = 0, 1, 2, 3, \ldots \) do

if \( G\alpha_k > 0 \) then

Exit, with \( \alpha_k \) as solution

else

\( \theta_k := \frac{1}{k+1} \)

\( \alpha_{k+1} := (1 - \theta_k) \alpha_k + \theta_k p_k(\alpha_k) \)

end if

end for

Implicitly

\[ f_{k+1} = (1 - \theta_k)f_k + \theta_k \langle Y \tilde{\phi}_X, p(f_k) \rangle \]

\[ = f_k - \theta_k \left( f_k - \langle Y \tilde{\phi}_X, p(f_k) \rangle \right) \]

\[ = f_k - \theta_k \partial L(f_k) \]

and hence the Normalized Kernel Perceptron (NKP) is a subgradient algorithm to minimize \( L(f) \) from Eq. (6.6).

Remark. Lemma [19] yields deep insights. Since NKP can get arbitrarily close to the minimizer of strongly convex \( L(f) \), it also gets arbitrarily close to a margin maximizer. It is known that it finds a perfect classifier in \( 1/\rho^2 \) iterations - we now additionally infer that it will continue to improve to find an approximate max-margin classifier. While both classical and normalized Perceptrons find perfect classifiers in the same time, the latter is guaranteed to improve.

Remark. \( \alpha_{k+1} \) is always a probability distribution. Curiously, a guarantee that the solution will lie in \( \Delta_n \) is not made by the Representer Theorem in Eq. (6.8) - any \( \alpha \in \mathbb{R}^n \) could satisfy Lemma [17]. However, since NKP is a subgradient method for minimizing Eq. (6.6), we know that we will approach the optimum while only choosing \( \alpha \in \Delta_n \).

Define the smooth minimizer analogous to Eq. (6.10) as

\[ p_\mu(\alpha) := \arg \min_{p \in \Delta_n} \left\{ \langle \alpha, p \rangle_G + \mu d(p) \right\} \]  \hspace{1cm} (6.11)

\[ = e^{-G\alpha/\mu} \| e^{-G\alpha/\mu} \|_1 \]

where

\[ d(p) := \sum_i p_i \log p_i + \log n \]  \hspace{1cm} (6.12)

is 1-strongly convex with respect to the \( \ell_1 \)-norm [148]. Define a smoothed loss function as in Eq. (6.9)
Algorithm 7 Smoothed Normalized Kernel Perceptron

Set $\alpha_0 = 1/n$, $\mu_0 := 2$, $p_0 := p_{\mu_0}(\alpha_0)$

for $k = 0, 1, 2, 3, \ldots$ do
  if $G_{\alpha_k} > 0$ then
    Halt: $\alpha_k$ is solution to Eq. (6.8)
  else
    $\theta_k := \frac{2^{k+3}}{k+2}$
    $\alpha_{k+1} := (1 - \theta_k)(\alpha_k + \theta_k p_k) + \theta_k^2 p_{\mu_k}(\alpha_k)$
    $\mu_{k+1} := (1 - \theta_k)\mu_k$
    $p_{k+1} := (1 - \theta_k)p_k + \theta_k p_{\mu_{k+1}}(\alpha_{k+1})$
  end if
end for

$L_{\mu}(\alpha) = \sup_{p \in \Delta_n} \left\{ -\langle \alpha, p \rangle_G - \mu d(p) \right\} + \frac{1}{2} \|\alpha\|_G^2$.

Note that the maximizer above is precisely $p_{\mu}(\alpha)$.

Lemma 20 (Lower Bound). At any step $k$, we have

$L_{\mu_k}(\alpha_k) \geq L(\alpha_k) - \mu_k \log n$.

Proof: First note that $\sup_{p \in \Delta_n} d(p) = \log n$. Also,

$\sup_{p \in \Delta_n} \left\{ -\langle \alpha, p \rangle_G - \mu d(p) \right\} \geq \sup_{p \in \Delta_n} \left\{ -\langle \alpha, p \rangle_G \right\} - \sup_{p \in \Delta_n} \{ \mu d(p) \}$.

Combining these two facts gives us the result.

Lemma 21 (Upper Bound). In any round $k$, SNKP satisfies

$L_{\mu_k}(\alpha_k) \leq -\frac{1}{2}p_k^\top G p_k \leq -\frac{1}{2}\rho_k^2$.

Proof: We provide a concise, self-contained and unified proof by induction in the Appendix for Lemma 21 and Lemma 24, borrowing ideas from Nesterov’s excessive gap technique [148] for smooth minimization of structured non-smooth functions.

Finally, we combine the above lemmas to get the following theorem about the performance of SNKP.

Theorem 19. The SNK algorithm finds a perfect classifier $f \in \mathcal{F}_K$ when one exists in $O\left(\sqrt{\log n / \rho_K^2}\right)$ iterations.

Proof: Lemma 20 gives us for any round $k$,

$L_{\mu_k}(\alpha_k) \geq L(\alpha_k) - \mu_k \log n$.

From Lemmas 19 and 21 we get

$L_{\mu_k}(\alpha_k) \leq -\frac{1}{2}p_k^\top G p_k \leq -\frac{1}{2}\rho_k^2$.

Combining the two equations, we get that

$L(\alpha_k) \leq \mu_k \log n - \frac{1}{2}\rho_k^2$.

Noting that $\mu_k = \frac{4}{(k+1)(k+2)} < \frac{4}{(k+1)^2}$, we see that $L(\alpha_k) < 0$ (and hence we solve the problem by Lemma 17) after at most $k = 2\sqrt{2 \log n / \rho_K}$ steps.
6.5 Infeasible Problems

What happens when the points are not separable by any function \( f \in F_K \)? We would like an algorithm that terminates with a solution when there is one, and terminates with a certificate of non-separability if there isn’t one. The idea is based on theorems of the alternative like Farkas’ Lemma, specifically a version of Gordan’s theorem [39]:

**Lemma 22** (Gordan’s Thm). *Exactly one of the following two statements can be true*

1. *Either there exists a* \( w \in \mathbb{R}^d \) *such that for all* \( i \),
   \[
   y_i(w^\top x_i) > 0,
   \]
2. *Or, there exists a* \( p \in \Delta_n \) *such that*
   \[
   \|XYp\|_2 = 0,
   \]
   or equivalently \( \sum_i p_i y_i x_i = 0 \).

As mentioned in the introduction, the primal problem can be interpreted as finding a vector in the interior of the dual cone of \( cone\{y_ix_i\} \), which is infeasible the dual cone is flat i.e. if \( cone\{y_ix_i\} \) is not pointed, which happens when the origin is in the convex combination of \( y_ix_i \)'s.

We will generalize the following algorithm for linear feasibility problems, that can be dated back to Von-Neumann, who mentioned it in a private communication with Dantzig, who later studied it himself [45].

**Algorithm 8** Normalized Von-Neumann (NVN)

Initialize \( p_0 = 1/n, w_0 = XYp_0 \)

**for** \( k = 0, 1, 2, 3, \ldots \) **do**

**if** \( \|XYp_k\|_2 \leq \epsilon \) **then**

Exit and return \( p_k \) as an \( \epsilon \)-solution to (6.13)

**else**

\( j := \arg \min_i y_i x_i^\top w_k \)

\( \theta_k := \arg \min_{\lambda \in [0,1]} \| (1 - \lambda)w_k + \lambda y_j x_j \|_2 \)

\( p_{k+1} := (1 - \theta_k)p_k + \theta_k e_j \)

\( w_{k+1} := XYp_{k+1} = (1 - \theta_k)w_k + \theta_k y_j x_j \)

**end if**

**end for**

This algorithm comes with a guarantee: *If the problem (6.3) is infeasible, then the above algorithm will terminate with an \( \epsilon \)-approximate solution to (6.13) in \( 1/\epsilon^2 \) iterations.*

[64] proved an incomparable bound - Normalized Von-Neumann (NVN) can compute an \( \epsilon \)-solution to (6.13) in \( O\left(\frac{1}{\rho^2} \log \left( \frac{1}{\epsilon} \right)\right) \) and can also find a solution to the primal (using \( w_k \)) in \( O\left(\frac{1}{\rho^2} \right) \) when it is feasible.

We derive a smoothed variant of NVN in the next section, after we prove some crucial lemmas in RKHSs.

### 6.5.1 A Separation Theorem for RKHSs

While finite dimensional Euclidean spaces come with strong separation guarantees that come under various names like the separating hyperplane theorem, Gordan’s theorem, Farkas’ lemma, etc, the story isn’t
always the same for infinite dimensional function spaces which can often be tricky to deal with. We will prove an appropriate version of such a theorem that will be useful in our setting.

What follows is an interesting version of the Hahn-Banach separation theorem, which looks a lot like Gordan’s theorem in finite dimensional spaces. The conditions to note here are that either $G\alpha > 0$ or $\|p\|_G = 0$.

**Theorem 20.** Exactly one of the following has a solution:

1. Either $\exists f \in \mathcal{F}_K$ such that for all $i,$
   \[
   \frac{y_i f(x_i)}{\sqrt{K(x_i, x_i)}} = \langle f, y_i \tilde{\phi}_{x_i} \rangle_K > 0 \quad \text{i.e.} \quad G\alpha > 0,
   \]

2. Or $\exists p \in \Delta_n$ such that
   \[
   \sum_i p_i y_i \tilde{\phi}_{x_i} = 0 \in \mathcal{F}_K \quad \text{i.e.} \quad \|p\|_G = 0.
   \]  \hspace{1cm} (6.14)

**Proof:** Consider the following set

\[
Q = \left\{ (f, t) = \left( \sum_i p_i y_i \tilde{\phi}_{x_i}, \sum_i p_i \right) : p \in \Delta_n \right\}
\]

\[
= \text{conv} \left[ (y_1 \tilde{\phi}_{x_1}, 1), \ldots, (y_n \tilde{\phi}_{x_n}, 1) \right]
\subseteq \mathcal{F}_K \times \mathbb{R}.
\]

If (2) does not hold, then it implies that $(0, 1) \notin Q.$ Since $Q$ is closed and convex, we can find a separating hyperplane between $Q$ and $(0, 1),$ or in other words there exists $(f, t) \in \mathcal{F}_K \times \mathbb{R}$ such that

\[
\langle (f, t), (g, s) \rangle \geq 0 \quad \forall (g, s) \in Q
\]

and

\[
\langle (f, t), (0, 1) \rangle < 0.
\]

The second condition immediately yields $t < 0.$ The first condition, when applied to $(g, s) = (y_i \tilde{\phi}_{x_i}, 1) \in Q$ yields

\[
\langle f, y_i \tilde{\phi}_{x_i} \rangle_K + t \geq 0
\]

\[
\Leftrightarrow \frac{y_i f(x_i)}{\sqrt{K(x_i, x_i)}} > 0
\]

since $t < 0,$ which shows that (1) holds.

It is also immediate that if (2) holds, then (1) cannot.

Note that $G$ is positive semi-definite - infeasibility requires both that it is not positive definite, and also that the witness to $p^\top G p = 0$ must be a probability vector. Similarly, while it suffices that $G\alpha > 0$ for some $\alpha \in \mathbb{R}^n,$ but coincidentally in our case $\alpha$ will also lie in the probability simplex.

### 6.5.2 The infeasible margin $\rho_K$

Note that constraining $\|f\|_K = 1$ (or $\|\alpha\|_G = 1$) in Eq. (6.5) and Lemma 19 allows $\rho_K$ to be negative in the infeasible case. If it was $\leq,$ then $\rho_K$ would have been non-negative because $f = 0$ (ie $\alpha = 0$) is always allowed.
So what is $\rho_K$ when the problem is infeasible? Let

$$\text{conv}(Y\tilde{\phi}_X) := \left\{ \sum_i p_i y_i \tilde{\phi}_{x_i} | p \in \Delta_n \right\} \subset F_K$$

be the convex hull of the $y_i \tilde{\phi}_{x_i}$s.

**Theorem 21.** When the primal is infeasible, the margin\(^1\) is

$$|\rho_K| = \delta_{\text{max}} := \sup \left\{ \delta \mid \|f\|_K \leq \delta \Rightarrow f \in \text{conv}(Y\tilde{\phi}_X) \right\}$$

**Proof:** (1) For inequality $\geq$. Choose any $\delta$ such that $f \in \text{conv}(Y\tilde{\phi}_X)$ for any $\|f\|_K \leq \delta$. Given an arbitrary $f' \in F_K$ with $\|f'\|_K = 1$, put $\tilde{f} := -\delta f'$.

By our assumption on $\delta$, we have $\tilde{f} \in \text{conv}(Y\tilde{\phi}_X)$ implying there exists a $\tilde{p} \in \Delta_n$ such that $\tilde{f} = \langle Y\tilde{\phi}_X, \tilde{p} \rangle$. Also

$$\langle f', Y\tilde{\phi}_X, \tilde{p} \rangle_K = \langle f', \tilde{f} \rangle_K = -\delta \|f'\|_K^2 = -\delta.$$

Since this holds for a particular $\tilde{p}$, we can infer

$$\inf_{p \in \Delta_n} \langle f', Y\tilde{\phi}_X, \tilde{p} \rangle_K \leq -\delta.$$

Since this holds for any $f'$ with $\|f'\|_G = 1$, we have

$$\sup_{\|f\|_K = 1} \inf_{p \in \Delta_n} \langle f', Y\tilde{\phi}_X, \tilde{p} \rangle_K \leq -\delta \text{ i.e. } |\rho_K| \geq \delta.$$

(2) For inequality $\leq$. It suffices to show $\|f\|_K \leq |\rho_K| \Rightarrow f \in \text{conv}(Y\tilde{\phi}_X)$. We will prove the contrapositive $f \notin \text{conv}(Y\tilde{\phi}_X) \Rightarrow \|f\|_K > |\rho_K|$.

Since $\Delta_n$ is compact and convex, $\text{conv}(Y\tilde{\phi}_X) \subset F_K$ is closed and convex. Therefore if $f \notin \text{conv}(Y\tilde{\phi}_X)$, then there exists $g \in F_K$ with $\|g\|_K = 1$ that separates $f$ and $\text{conv}(Y\tilde{\phi}_X)$, i.e. for all $p \in \Delta_n$,

$$\langle g, f \rangle_K < 0 \text{ and } \langle g, Y\tilde{\phi}_X, p \rangle_K \geq 0$$

i.e.

$$\langle g, f \rangle_K < \inf_{p \in \Delta_n} \langle g, Y\tilde{\phi}_X, p \rangle_K \leq \sup_{\|f\|_K = 1} \inf_{p \in \Delta_n} \langle f, Y\tilde{\phi}_X, p \rangle_K = \rho_K.$$

Since $\rho_K < 0$,

$$|\rho_K| < |\langle f, g \rangle_K| \leq \|f\|_K \|g\|_K = \|f\|_K.$$

---

\(^1\)We thank a reviewer for pointing out that by this definition, $\rho_K$ might always be 0 for infinite dimensional RKHSs because there are always directions perpendicular to the finite-dimensional hull - we conjecture the definition can be altered to restrict attention to the relative interior of the hull, making it non-zero.
6.6 Kernelized Primal-Dual Algorithms

The preceding theorems allow us to write a variant of the Normalized VonNeumann algorithm from the previous section that is smoothed and works for RKHSs. Define

\[ W := \left\{ p \in \Delta_n \bigg| \sum_i p_i y_i \tilde{\phi}_{x_i} = 0 \right\} = \left\{ p \in \Delta_n \bigg| \|p\|_G = 0 \right\} \]

as the set of witnesses to the infeasibility of the primal. The following lemma bounds the distance of any point in the simplex from the witness set by its \( \|\cdot\|_G \) norm.

**Lemma 23.** For all \( q \in \Delta_n \), the distance to the witness set

\[ \text{dist}(q, W) := \min_{w \in W} \|q - w\|_2 \leq \min \left\{ \sqrt{2}, \frac{\sqrt{2}\|q\|_G}{|\rho_k|} \right\}. \]

As a consequence, \( \|p\|_G = 0 \iff p \in W \).

**Proof:** This is trivial for \( p \in W \). For arbitrary \( p \in \Delta_n \setminus W \), let \( \tilde{p} := -\frac{|\rho_k|p}{\|p\|_G} \) so that \( \|Y\tilde{\phi}_X, \tilde{p}\|_K = \|\tilde{p}\|_G \leq |\rho_k| \).

Hence by Theorem 21, there exists \( \alpha \in \Delta_n \) such that

\[ \langle Y\tilde{\phi}_X, \alpha \rangle = \langle Y\tilde{\phi}_X, \tilde{p} \rangle. \]

Let \( \beta = \lambda \alpha + (1 - \lambda)p \) where \( \lambda = \frac{\|p\|_G}{\|p\|_G + |\rho_k|} \). Then

\[ \langle Y\tilde{\phi}_X, \beta \rangle = \frac{1}{\|p\|_G + |\rho_k|} \langle Y\tilde{\phi}_X, \|p\|_G \alpha + |\rho_k|p \rangle = \frac{1}{\|p\|_G + |\rho_k|} \langle Y\tilde{\phi}_X, \|p\|_G \tilde{p} + |\rho_k|p \rangle = 0, \]

so \( \beta \in W \) (by definition of what it means to be in \( W \)) and

\[ \|p - \beta\|_2 = \lambda \|p - \alpha\|_2 \leq \lambda \sqrt{2} \leq \min \left\{ \sqrt{2}, \frac{\sqrt{2}\|q\|_G}{|\rho_k|} \right\}. \]

We take min with \( \sqrt{2} \) because \( |\rho_k| \) might be 0.

Hence for the primal or dual problem, points with small \( G \)-norm are revealing - either Lemma 19 shows that the margin \( \rho_k \leq \|p\|_G \) will be small, or if it is infeasible then the above lemma shows that it is close to the witness set.

We need a small alteration to the smoothing entropy prox-function that we used earlier. We will now use

\[ d_q(p) = \frac{1}{2} \|p - q\|_2^2 \]

for some given \( q \in \Delta_n \), which is strongly convex with respect to the \( \ell_2 \) norm. This allows us to define

\[ p^\mu_q(\alpha) = \arg \min_{p \in \Delta_n} \langle G\alpha, p \rangle + \frac{\mu}{2} \|p - q\|_2^2, \]

\[ L^\mu_q(\alpha) = \sup_{p \in \Delta_n} \left\{ -\langle \alpha, p \rangle_G - \mu d_q(p) \right\} + \frac{1}{2} \|\alpha\|_G^2, \]

which can easily be found by sorting the entries of \( q - \frac{G\alpha}{\mu} \).

When the primal is feasible, SNKPVN is similar to SNKP.
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Algorithm 9 Smoothed Normalized Kernel Perceptron-VonNeumann (SNKPVN(q, δ))

**INPUT:** q ∈ Δ_n, accuracy δ > 0

Set α_0 = q, µ_0 := 2n, p_0 := p_0^q(α_0)

for k = 0, 1, 2, 3, ... do

  if Gα_k > 0_n then
    Halt: α_k is solution to Eq. (6.8)
  else if ∥p_k∥_G < δ then
    Return p_k
  else
    θ_k := \frac{2}{k+3}
    α_{k+1} := (1 - θ_k)(α_k + θ kp_k) + θ_k^2 p_0^q(α_k)
    µ_{k+1} := (1 - θ_k)µ_k
    p_{k+1} := (1 - θ_k)p_k + θ_k p_{k+1}^q(α_{k+1})
  end if

end for

**Lemma 24** (When ρ_K > 0 and δ < ρ_K). For any q ∈ Δ_n,

\[-\frac{1}{2}∥p_k∥_G^2 ≥ L^q_{µ_k}(α_k) ≥ L(α_k) - µ_k.\]

Hence SNKPVN finds a separator f in O\left(\frac{\sqrt{n}}{ρ_K}\right) iterations.

**Proof:** We give a unified proof for the first inequality and Lemma 21 in the Appendix. The second inequality mimics Lemma 20. The final statement mimics Theorem 19.

The following lemma captures the near-infeasible case.

**Lemma 25** (When ρ_K < 0 or δ > ρ_K). For any q ∈ Δ_n,

\[-\frac{1}{2}∥p_k∥_G^2 ≥ L^q_{µ_k}(α_k) ≥ -\frac{1}{2}µ_k\text{dist}(q, W)^2.\]

Hence SNKPVN finds a δ-solution in at most O\left(\min\left\{\frac{\sqrt{n}}{δ}, \frac{∥q∥_G}{δ|ρ_K|}\right\}\right) iterations.

**Proof:** The first inequality is the same as in the above Lemma 24, and is proved in the Appendix.

\[L^q_{µ_k}(α_k) = \sup_{p ∈ Δ_n} \left\{-⟨α, p⟩_G - µ_kd_q(p)\right\} + \frac{1}{2}∥α∥_G^2 \geq \sup_{p ∈ W} \left\{-⟨α, p⟩_G - µ_kd_q(p)\right\} = \sup_{p ∈ W} \left\{-\frac{1}{2}µ_k∥p - q∥_G^2\right\} = -\frac{1}{2}µ_k\text{dist}(q, W)^2 ≥ -µ_k \min\left\{2, \frac{∥q∥_G^2}{|ρ_K|^4}\right\}\] using Lemma 23.

Since µ_k = \frac{4n}{(k+1)(k+2)} ≤ \frac{4n}{(k+1)^2} we get

\[∥p_k∥_G ≤ \frac{2\sqrt{n}}{(k+1)} \min\left\{\sqrt{2}, \frac{∥q∥_G}{ρ_K}\right\}.\]

Hence ∥p∥_G ≤ δ after \frac{2\sqrt{n}}{δ} \min\left\{\sqrt{2}, \frac{∥q∥_G}{ρ_K}\right\} steps.
Algorithm 10 Iterated Smoothed Normalized Kernel Perceptron-VonNeumann (ISNKPVN(γ, ϵ))

**INPUT:** Constant \( γ > 1 \), accuracy \( ϵ > 0 \)

- Set \( q_0 := 1_n/n \)
- for \( t = 0, 1, 2, 3, ... \) do
  - \( δ_t := ∥q_t∥_G/γ \)
  - \( q_{t+1} := SNKPVN(q_t, δ_t) \)
  - if \( δ_t < ϵ \) then
    - Halt; \( q_{t+1} \) is a solution to Eq. (6.14)
  - end if
- end for

Using SNKPVN as a subroutine gives our final algorithm.

**Theorem 22.** Algorithm ISNKPVN satisfies

1. If the primal (6.2) is feasible and \( ϵ < ρ_K \), then each call to SNKPVN halts in at most \( \frac{2\sqrt{n}}{ρ_K} \) iterations. Algorithm ISNKPVN finds a solution in at most \( \frac{\log(1/ρ_K)}{\log(γ)} \) outer loops, bounding the total iterations by \( O \left( \frac{\sqrt{n}}{ρ_K} \log \left( \frac{1}{ρ_K} \right) \right) \).

2. If the dual (6.14) is feasible or \( ϵ > ρ_K \), then each call to SNKPVN halts in at most \( O \left( \min \left\{ \frac{\sqrt{n}}{ϵ}, \frac{\sqrt{n}}{ρ_K} \right\} \right) \) steps. Algorithm ISNKPVN finds an \( ϵ \)-solution in at most \( \frac{\log(1/ϵ)}{\log(γ)} \) outer loops, bounding the total iterations by \( O \left( \min \left\{ \frac{\sqrt{n}}{ϵ}, \frac{\sqrt{n}}{ρ_K} \right\} \log \left( \frac{1}{ϵ} \right) \right) \).

**Proof:** First note that if ISNKPVN has not halted, then we know that after \( t \) outer iterations, \( q_{t+1} \) has small G-norm:

\[ ∥q_{t+1}∥_G ≤ δ_t ≤ ∥q_0∥_G γ^{t+1}. \quad (6.15) \]

The first inequality holds because of the inner loop return condition, the second because of the update for \( δ_t \).

1. Lemma [19] shows that for all \( p \) we have \( ρ_K ≤ ∥p∥_G \), so the inner loop will halt with a solution to the primal as soon as \( δ_t ≤ ρ_K \) (so that \( ∥p∥_G < δ_t ≤ ρ_K \) cannot be satisfied for the inner loop to return). From Eq. (6.1.15), this will definitely happen when \( ∥q_0∥_G γ^{t+1} ≤ ρ_K \), ie within \( T = \frac{\log(∥q_0∥_G/ρ_K)}{\log(γ)} \) iterations. By Lemma [24], each iteration runs for at most \( \frac{2\sqrt{n}}{ρ_K} \) steps.

2. We halt with an \( ϵ \)-solution when \( δ_t < ϵ \), which definitely happens when \( ∥q_0∥_G γ^{t+1} < ϵ \), ie within \( T = \frac{\log(∥q_0∥_G/ϵ)}{\log(γ)} \) iterations. Since \( ∥q_0∥_G/γ^{t+1} = ϵ \), by Lemma [25] each iteration runs for at most \( O \left( \min \left\{ \frac{\sqrt{n}}{ϵ}, \frac{\sqrt{n}}{ρ_K} \right\} \right) \) steps.

### 6.7 Discussion

The SNK-Perceptron algorithm presented in this chapter has a convergence rate of \( \frac{\sqrt{\log n}}{ρ_K} \) and the Iterated SNK-Perceptron-Von-Neumann algorithm has a min \( \left\{ \frac{\sqrt{n}}{ϵ}, \frac{\sqrt{n}}{ρ_K} \right\} \) dependence on the number of points.
Note that both of these are independent of the underlying dimensionality of the problem. We conjecture that it is possible to reduce this dependence to $\sqrt{\log n}$ for the primal-dual algorithm also, without paying a price in terms of the dependence on margin $1/\rho$ (or the dependence on $\epsilon$).

It is possible that tighter dependence on $n$ is possible if we try other smoothing functions instead of the $\ell_2$ norm used in the last section. Specifically, it might be tempting to smooth with the $\|\cdot\|_G$ semi-norm and define:

$$p_\mu^\rho(q) = \arg\min_{p \in \Delta_n} \langle \alpha, p \rangle_G + \frac{\mu}{2} \| p - q \|_G^2$$

One can actually see that the proofs in the Appendix go through with no dimension dependence on $n$ at all! However, it is not possible to solve this in closed form - taking $\alpha = q$ and $\mu = 1$ reduces the problem to asking

$$p_1(q) = \arg\min_{p \in \Delta_n} \frac{1}{2} \| p \|_G^2$$

which is an oracle for our problem as seen by equation (6.14) - the solution’s G-norm is 0 iff the problem is infeasible.

In the bigger picture, there are several interesting open questions. The ellipsoid algorithm for solving linear feasibility problems has a logarithmic dependence on $1/\epsilon$, and a polynomial dependence on dimension. Recent algorithms involving repeated rescaling of the space like [58] have logarithmic dependence on $1/\rho$ and polynomial in dimension. While both these algorithms are poly-time under the real number model of computation of [22], it is unknown whether there is any algorithm that can achieve a polylogarithmic dependence on the margin/accuracy, and a polylogarithmic dependence on dimension. This is strongly related to the open question of whether it is possible to learn a decision list polynomially in its binary description length.

One can nevertheless ask whether rescaled smoothed perceptron methods like [58] can be lifted to RKHSs, and whether using an iterated smoothed kernel perceptron would yield faster rates. The recent work [197] is a challenge to generalize - the proofs relying on geometry involve arguing about volumes of balls of functions in an RKHS - we conjecture that it is possible to do, but we leave it for a later work.
Chapter 7

Linear Regression : Randomized algorithms for ordinary least-squares

The Kaczmarz and Gauss-Seidel methods both solve a linear system \( X\beta = y \) by iteratively refining the solution estimate. Recent interest in these methods has been sparked by a proof of Strohmer and Vershynin which shows the randomized Kaczmarz method converges linearly in expectation to the solution. Lewis and Leventhal then proved a similar result for the randomized Gauss-Seidel algorithm. However, the behavior of both methods depends heavily on whether the system is under or overdetermined, and whether it is consistent or not. Here we provide a unified theory of both methods, their variants for these different settings, and draw connections between both approaches. In doing so, we also provide a proof that an extended version of randomized Gauss-Seidel converges linearly to the least norm solution in the underdetermined case (where the usual randomized Gauss Seidel fails to converge). We detail analytically and empirically the convergence properties of both methods and their extended variants in all possible system settings. With this result, a complete and rigorous theory of both methods is furnished.

7.1 Introduction

We consider solving a linear system of equations

\[
X\beta = y. \tag{7.1}
\]

for a (real or complex) \( m \times n \) matrix \( X \), in various problem settings. Recent interest in the topic was reignited when Strohmer and Vershynin \[206\] proved the linear convergence rate of the Randomized Kaczmarz (RK) algorithm that works on the rows of \( X \) (data points). Following that, Leventhal and Lewis \[126\] proved the linear convergence of a Randomized Gauss-Seidel (RGS), i.e. Randomized Coordinate Descent, algorithm that works on the columns of \( X \) (features).

When the system of equations is inconsistent, as is typically the case when \( m > n \) in real-world overconstrained systems, RK is known to not converge to the ordinary least squares solution

\[
\beta_{LS} := \arg \min_{\beta} \frac{1}{2} \| y - X\beta \|_2^2 \tag{7.2}
\]

as studied by Needell \[141\]. Zouzias and Freris \[235\] extended the RK method with the modified Randomized Extended Kaczmarz (REK) algorithm, which linearly converges to \( \beta_{LS} \). Interestingly, in this setting, we will argue in Section \[7.3.3\] that RGS does converge to \( \beta_{LS} \) without any special extensions.  

\[^{1}\text{Mathematicians often refer to linear convergence as exponential convergence.}\]
Motivation and contribution

The above introduction represents only half the story. When $m < n$, there are fewer constraints than variables, and the system has infinitely many solutions. In this case, especially if we have no prior reason to believe any additional sparsity in the signal structure, we are often interested in finding the least Euclidean norm solution:

$$\beta_{LN} := \arg\min_{\beta} \|\beta\|_2 \text{ s.t. } y = X\beta. \tag{7.3}$$

While RGS converges to $\beta_{LS}$ in the overcomplete setting, we shall argue in Section 7.3.3 that in the undercomplete setting it does not converge to $\beta_{LN}$. We will also argue that RK does converge to $\beta_{LN}$ without any extensions in this setting.

The main contribution of this chapter is to provide a unified theory of these related iterative methods. We will also construct an extension to RGS, paralleling REK, which does converge to $\beta_{LN}$ (like REK converges to $\beta_{LS}$). Some desired properties for this algorithm include that it should also converge linearly, not require much extra computation, and work well in simulations. We shall see that our Randomized Extended Gauss-Seidel (REGS) method does indeed possess these desired properties. A summary of this unified theory is provided in Table 7.1.

<table>
<thead>
<tr>
<th>Method</th>
<th>Overconstrained, consistent : convergence to $\beta^*$?</th>
<th>Overconstrained, inconsistent : convergence to $\beta_{LS}$?</th>
<th>Underconstrained : convergence to $\beta_{LN}$?</th>
</tr>
</thead>
<tbody>
<tr>
<td>RK</td>
<td>Yes [206]</td>
<td>No [141]</td>
<td>Yes (see Sec. 7.3.3)</td>
</tr>
<tr>
<td>REK</td>
<td>Yes [235]</td>
<td>Yes [235]</td>
<td>Yes (see Sec. 7.3.3)</td>
</tr>
<tr>
<td>RGS</td>
<td>Yes [126]</td>
<td>Yes [126]</td>
<td>No (see Sec. 7.3.3)</td>
</tr>
<tr>
<td>REGS</td>
<td>Yes (this chapter)</td>
<td>Yes (this chapter)</td>
<td>Yes (this chapter)</td>
</tr>
</tbody>
</table>

Table 7.1: Summary of convergence properties for the overdetermined and consistent setting, overdetermined and inconsistent setting, and underdetermined settings. We write $\beta^*$ to denote the solution to (7.1) in the overdetermined consistent setting, with $\beta_{LS}$ and $\beta_{LN}$ being defined in (7.2) and (7.3) for the other two settings.

Chapter Outline

In Section 7.2 we recap the three main existing algorithms mentioned in the introduction (RK, RGS, REK). We discuss the performance of these algorithms in the three natural settings described in Table 7.1 in Section 7.3. Section 7.4 introduces our proposed algorithm (REGS) and proves its linear convergence to the least norm solution, completing the theoretical framework. Lastly, we end with some simulation experiments in Section 7.5 to demonstrate the tightness and usefulness of our theory, and conclude in Section 7.5.

7.2 Existing Algorithms and Related Work

In this section, we will summarize the algorithms mentioned in the introduction, i.e. RK, RGS and REK. We will describe their iterative update rules and mention their convergence guarantees, leaving the details of convergence to the next section. Throughout the chapter we will use the notation $X^i$ to represent the $i$th row of $X$ (or $i$th entry in the case of a vector) and $X_{(j)}$ to denote the $j$th column of a matrix $X$. We
will write the estimation $\beta$ as a column vector. We write vectors and matrices in boldface, and constants in standard font.

### 7.2.1 Randomized Kaczmarz (RK)

The Kaczmarz method was first introduced in the notable work of Kaczmarz [111]. It has gained recent interest in tomography research where it is known as the Algebraic Reconstruction Technique (ART) [29, 79, 97, 140]. Although in its original form the method selects rows in a deterministic fashion (often simply cyclically), it has been well observed that a random selection scheme reduces the possibility of a poor choice of row ordering [90, 98]. Earlier convergence analysis of the randomized variant were obtained (e.g. [232]), but yielded bounds with expressions that were difficult to evaluate. Strohmer and Vershynin [206] showed that the RK method described above has an expected linear convergence rate to the solution $\beta^*$ of (7.1), and are the first to provide an explicit convergence rate in expectation which depends only on the geometric properties of the system. This work was extended by Needell [141] to the inconsistent case, analyzed almost surely by Chen and Powell [37], accelerated in several ways [62, 63, 142, 143, 154], and extended to more general settings [126, 144, 172].

We describe here the randomized variant of the Kaczmarz method put forth by Strohmer and Vershynin [206]. Taking $X, y$ as input and starting from an arbitrary initial estimate for $\beta$ (for example $\beta_0 = 0$), RK repeats the following in each iteration. First, a random row $i \in \{1, \ldots, m\}$ is selected with probability

$$
\Pr(\text{row } i) = \frac{\|X_i\|_2^2}{\|X\|_F^2},
$$

where $\|X\|_F$ denotes the Frobenius norm of $X$. Then, project the current iterate onto that row, i.e.

$$
\beta_{t+1} = \beta_t + \frac{(y_i - X_i\beta_t)(X_i)^*}{\|X_i\|_2^2},
$$

where here and throughout $X^*$ denotes the (conjugate) transpose of $X$.

Intuitively, this update can be seen as greedily satisfying the $i$th equation in the linear system. Indeed, it is easy to see that after the update,

$$
X_i\beta_{t+1} = y_i.
$$

Referring to (7.2) and defining

$$
L(\beta) = \frac{1}{2}\|y - X\beta\|^2 = \frac{1}{2} \sum_{i=1}^{m} (y_i - X_i\beta)^2,
$$

we can alternatively interpret this update as stochastic gradient descent (choosing a random data-point on which to update), where the stepsize is the inverse Lipschitz constant of the stochastic gradient

$$
\nabla^2 L(y_i - X_i\beta)^2 = \|X_i\|_2^2.
$$

### 7.2.2 Randomized Extended Kaczmarz (REK)

For inconsistent systems, the RK method does not converge to the least-squares solution as one might desire. This fact is clear since the method at each iteration projects completely onto a selected solution space, being unable to break the so-called convergence horizon. One approach to overcome this is to use
relaxation parameters, so that the estimates are not projected completely onto the subspace at each iteration. Recently, Zouzias and Freris [235] proposed a variant of the RK method motivated by the work of Popa [153] which instead includes a random projection to iteratively reduce the component of \( y \) which is orthogonal to the range of \( X \). This method, named Randomized Extended Kaczmarz (REK) can be described by the following iteration updates, which can be initialized with \( \beta_0 = 0 \) and \( z_0 = y \):

\[
\beta_{t+1} := \beta_t + \frac{(y^i - z_t^i - X^i(\beta_t))}{\|X^i\|^2_2} (X^i)^* \quad z_{t+1} = z_t - \frac{(X(j), z_t)}{\|X(j)\|^2_2} X(j),
\]

(7.6)

Here, a column \( j \in \{1, ..., n\} \) is also selected at random with probability proportional to its Euclidean norm:

\[
\Pr(\text{column} = j) = \frac{\|X(j)\|^2_2}{\|X\|^2_F},
\]

(7.7)

and again \( X(j) \) denotes the \( j \)th column of \( X \). Here, \( z_t \) approximates the component of \( y \) which is orthogonal to the range of \( X \), allowing for the iterates \( \beta_t \) to converge to the true least-squares solution \( \beta_{LS} \).

### 7.2.3 Randomized Gauss-Seidel (RGS)

Again taking \( X, y \) as input and starting from an arbitrary \( \beta_0 \), the Randomized Gauss-Seidel (RGS) method (or the Randomized Coordinate Descent method) repeats the following in each iteration. First, a random column \( j \in \{1, ..., n\} \) is selected as in (7.7). We then minimize the objective \( L(\beta) = \frac{1}{2}\|y - X\beta\|^2_2 \) with respect to this coordinate to get

\[
\beta_{t+1} := \beta_t + \frac{X^*_j(y - X\beta_t)}{\|X(j)\|^2_2} e(j)
\]

(7.8)

where \( e(j) \) is the \( j \)th coordinate basis column vector (all zeros with a 1 in the \( j \)th position). It can be seen as greedily minimizing the objective with respect to the \( j \)th coordinate. Indeed, letting \( X_{(-j)}, \beta_{-j} \) represent \( X \) without its \( j \)th column and \( \beta \) without its \( j \)th coordinate,

\[
\frac{\partial L}{\partial \beta^j} = -X^*_j(y - X\beta) = -X^*_j(y - X_{(-j)}\beta_{-j} - X(j)\beta^j).
\]

(7.9)

Setting this equal to zero for the coordinate-wise minimization, we get the aforementioned update (7.8) for \( \beta^j \). Alternatively, since \( [\nabla L(\beta)]^j = -X^*_j(y - X\beta) \), the above update can intuitively be seen as a univariate descent step where the stepsize is the inverse Lipschitz constant of the gradient along the \( j \)th coordinate, since the \((j, j)\) entry of the Hessian is

\[
[\nabla^2 L(\beta)]_{jj} = (X^*X)_{jj} = \|X(j)\|^2_2.
\]

Leventhal and Lewis [126] showed that this algorithm has an expected linear convergence rate. We will detail the convergence properties of this algorithm and the others in the next section.

### 7.3 Problem Variations

We first examine the differences in behavior of the two algorithms RGS and RK in three distinct but related settings. This will highlight the opposite behaviors of these two similar algorithms.
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When the system of equations (7.1) has a unique solution, we represent this by \( \beta^* \). This happens when \( m \geq n \), and the system is consistent. Assuming that \( X \) has full column rank,

\[
\beta^* = (X^*X)^{-1}X^*y, \quad (7.10)
\]

and then \( X\beta^* = y \).

When (7.1) does not have any consistent solution, we refer to the least-squares solution of (7.2) as \( \beta_{LS} \). This could happen in the overconstrained case, when \( m > n \). Again, assuming that \( X \) has full column rank, we have

\[
\beta_{LS} = (X^*X)^{-1}X^*y, \quad (7.11)
\]

and we can write \( r := y - X\beta_{LS} \) as the residual vector.

When (7.1) has infinitely many solutions, we call the minimum Euclidean norm solution given by (7.3), \( \beta_{LN} \). This could happen in the underconstrained case, when \( m < n \). Assuming that \( X \) has full row rank, we have

\[
\beta_{LN} = X^*(XX^*)^{-1}y, \quad (7.12)
\]

In the above notation,

the \( LS \) stands for Least Squares and \( LN \) for Least Norm. We shall return to each of these three situations in that order in future sections.

One of our main contributions is to achieve a unified understanding of the behavior of RK and RGS in these different situations. The literature for RK deals mainly with the first two settings only (see [206], [141], [235]). In the third setting, one readily obtains convergence to an arbitrary solution (see e.g. (3) of [129]), but the convergence to the least norm solution is not often studied (likely for practical reasons). The literature for RGS typically focuses on more general setups than our specific quadratic least squares loss function \( L(\beta) \) (see Nesterov [147] or Richtárik and Tkáč [172]). However, for both the purposes of completeness, and for a more thorough understanding of the relationship between RK and RGS, it turns out to be crucial to analyze all three settings (for equations (7.1)-(7.3)).

1. When \( \beta^* \) is a unique consistent solution, we present proofs of the linear convergence of both algorithms - the results are known from papers by [206] and [126] but are presented here in a novel manner so that their relationship becomes clearer and direct comparison is easily possible.

2. When \( \beta_{LS} \) is the (inconsistent) least squares solution, we show why RGS iterates converge linearly to \( \beta_{LS} \), but RK iterates do not - making RGS preferable. These facts are not hard to see, but we make it more intuitively and mathematically clear why this should be the case.

3. When \( \beta_{LN} \) is the minimum norm consistent solution, we explain why RK converges linearly to it, but RGS iterates do not (both so far seemingly undocumented observations) - making RK preferable.

Together, the above three points complete the picture (with solid accompanying intuition) of the opposing behavior of RK and RGS. Later, we will present our variant of the RGS method, the Randomized Extended Gauss-Seidel (REGS), and compare with the corresponding variant of RK (REK). This new analysis will complete the unified framework for these methods.

### 7.3.1 Overconstrained System, Consistent

Here we will assume that \( m > n \), \( X \) has full column rank, and the system is consistent, so \( y = X\beta^* \). First, let us write the updates used by both algorithms in a revealing fashion. If RK and RGS select row \( i \) and column \( j \) at step \( t + 1 \), and \( e^i \) (resp. \( e^{(j)} \)) is the \( i \)th coordinate basis row (resp. column) vector, then
the updates can be rewritten as:

\[
\begin{align*}
\text{(RK)} & \quad \beta_{t+1} := \beta_t + \frac{e^i r_t}{\|X^i\|_2^2} (X^i)^* \quad (7.13) \\
\text{(RGS)} & \quad \beta_{t+1} := \beta_t + \frac{X^*_j r_t}{\|X_j\|_2^2} e_j \quad (7.14)
\end{align*}
\]

where \( r_t = y - X \beta_t = X \beta^* - X \beta_t \) is the residual vector at iteration \( t \). Then multiplying both equations by \( X \) gives

\[
\begin{align*}
\text{(RK)} & \quad X \beta_{t+1} := X \beta_t + \frac{X^i(\beta^* - \beta_t)}{\|X^i\|_2^2} X (X^i)^* \quad (7.15) \\
\text{(RGS)} & \quad X \beta_{t+1} := X \beta_t + \frac{X^*_j X (\beta^* - \beta_t)}{\|X_j\|_2^2} X_j. \quad (7.16)
\end{align*}
\]

We now come to an important difference, which is the key update equation for RK and RGS.

First, from the update (7.13) for RK, we have that \( \beta_{t+1} - \beta_t \) is parallel to \( X^i \). Also, \( \beta_{t+1} - \beta^* \) is orthogonal to \( X^i \) (since \( X^i(\beta_{t+1} - \beta^*) = y^i - y^i = 0 \)). Then by the Pythagorean theorem,

\[
\|\beta_{t+1} - \beta^*\|^2 = \|\beta_t - \beta^*\|^2 - \|\beta_{t+1} - \beta_t\|^2. \quad (7.17)
\]

Note that from the update (7.16), we have that \( X \beta_{t+1} - X \beta_t \) is parallel to \( X_j \). Also, \( X \beta_{t+1} - X \beta^* \) is orthogonal to \( X_j \) (since \( X_j (X \beta_{t+1} - X \beta^*) = X_j (\beta_{t+1} - y) = 0 \) by the optimality condition \( \partial L / \partial \beta^j = 0 \)). Then again by the Pythagorean theorem,

\[
\|X \beta_{t+1} - X \beta^*\|^2 = \|X \beta_t - X \beta^*\|^2 - \|X \beta_{t+1} - X \beta_t\|^2. \quad (7.18)
\]

The rest of the proof follows by simply substituting for the last term in the above two equations, and is presented in the following table for easy comparison. Note \( \Sigma = X^* X \) is the full-rank covariance matrix and we first take expectations with respect to the randomness at the \((t + 1)\)st step, conditioning on all randomness up to the \( t \)th step. We later iterate this expectation.

<table>
<thead>
<tr>
<th>Randomized Kaczmarz:</th>
<th>Randomized Gauss-Seidel:</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathbb{E}<em>t |\beta</em>{t+1} - \beta^*|^2 )</td>
<td>( \mathbb{E}<em>t |X \beta</em>{t+1} - X \beta^*|^2 )</td>
</tr>
<tr>
<td>= ( |\beta_t - \beta^*|^2 - \mathbb{E}|\beta_{t+1} - \beta_t|^2 )</td>
<td>= ( |X \beta_t - X \beta^*|^2 - \mathbb{E}|X \beta_{t+1} - X \beta_t|^2 )</td>
</tr>
<tr>
<td>= ( |\beta_t - \beta^*|^2 )</td>
<td>= ( |X \beta_t - X \beta^*|^2 )</td>
</tr>
<tr>
<td>( \sum_i \frac{|X|^2}{|X_i|^2} (X^i(\beta_t - \beta^*))^2 |X^i|^2 )</td>
<td>( \sum_j \frac{|X_j|^2}{|X^j|^2} (X_j^* \beta_t - \beta^*)^2 |X_j|^2 )</td>
</tr>
<tr>
<td>= ( |\beta_t - \beta^<em>|^2 \left( 1 - \frac{|X(\beta_t - \beta^</em>)|^2}{|X|^2} \right) )</td>
<td>= ( |X \beta_t - X \beta^<em>|^2 \left( 1 - \frac{|X^</em> \beta_t - \beta^<em>|^2}{|X|^2 |X^</em> \beta_t - \beta^*|^2} \right) )</td>
</tr>
<tr>
<td>( \leq |\beta_t - \beta^*|^2 \left( 1 - \frac{\lambda_{\min}(\Sigma)}{\text{Tr}(\Sigma)} \right) )</td>
<td>( \leq |X \beta_t - X \beta^*|^2 \left( 1 - \frac{\lambda_{\min}(\Sigma)}{\text{Tr}(\Sigma)} \right) )</td>
</tr>
</tbody>
</table>

Here, \( \lambda_{\min}(\Sigma) \|\beta_t - \beta^*\|^2 \leq \|X(\beta_t - \beta^*)\|^2 \) i.e. \( \lambda_{\min}(\Sigma) \) is the smallest eigenvalue of \( \Sigma \) (singular
value of \( \mathbf{X} \). It follows that

\[
\begin{align*}
\text{(RK)} & \quad \mathbb{E} \| \beta_t - \beta^* \|_2^2 \leq \left( 1 - \frac{\lambda_{\min}(\mathbf{S})}{\text{Tr}(\mathbf{S})} \right)^t \| \beta_0 - \beta^* \|_2^2 \\
\text{(RGS)} & \quad \mathbb{E} \| \beta_t - \beta^* \|_\Sigma^2 \leq \left( 1 - \frac{\lambda_{\min}(\mathbf{S})}{\text{Tr}(\mathbf{S})} \right)^t \| \beta_0 - \beta^* \|_\Sigma^2,
\end{align*}
\]

(7.19)

(7.20)

where \( \| \mathbf{w} \|_\Sigma^2 = \mathbf{w}^* \mathbf{S} \mathbf{w} = \| \mathbf{X} \mathbf{w} \|_2^2 \) is the norm induced by \( \mathbf{S} \). Since \( \mathbf{S} \) is invertible when \( m > n \) and \( \mathbf{X} \) has full column rank, the last equation also implies linear convergence of \( \mathbb{E} \| \beta_t - \beta^* \|_2^2 \). The final results exist in Leventhal and Lewis [126], Strohmer and Vershynin [206] but there is utility in seeing the two proofs in a form that differs from their original presentation, side by side. In this setting, both RK and RGS are essentially equivalent (without computational considerations).

### 7.3.2 Overconstrained System, Inconsistent

Here, we will assume that \( m > n \), \( \mathbf{X} \) is full column rank, and the system is inconsistent, so \( \mathbf{y} = \mathbf{X} \beta_{LS} + \mathbf{r} \), where \( \mathbf{r} \) is such that \( \mathbf{X}^* \mathbf{r} = 0 \). It is easy to see this condition, because as mentioned earlier,

\[
\beta_{LS} = (\mathbf{X}^* \mathbf{X})^{-1} \mathbf{X}^* \mathbf{y},
\]

implying that \( \mathbf{X}^* \mathbf{X} \beta_{LS} = \mathbf{X}^* \mathbf{y} \). Substituting \( \mathbf{y} = \mathbf{X} \beta_{LS} + \mathbf{r} \) gives that \( \mathbf{X}^* \mathbf{r} = 0 \).

In this setting, RK is known to not converge to the least squares solution, as is easily verified experimentally and geometrically. The tightest convergence upper bounds known are by [141] and [235] who show that

\[
\mathbb{E} \| \beta_t - \beta_{LS} \|_2^2 \leq \left( 1 - \frac{\lambda_{\min}(\mathbf{X})}{\text{Tr}(\mathbf{X})} \right)^t \| \beta_0 - \beta_{LS} \|_2^2 + \frac{\| \mathbf{r} \|_2^2}{\lambda_{\min}(\mathbf{X})} \\
= \left( 1 - \frac{\sigma_{\min}(\mathbf{X})}{\| \mathbf{X} \|_{F}^2} \right)^t \| \beta_0 - \beta_{LS} \|_2^2 + \frac{\| \mathbf{r} \|_2^2}{\sigma_{\min}(\mathbf{X})^2},
\]

where we write \( \sigma_{\min}(\mathbf{X}) \) to denote the smallest (non-zero) singular value of \( \mathbf{X} \) and again \( \| \mathbf{X} \|_{F} \) its Frobenius norm. Attempting the previous proof, (7.17) no longer holds – the Pythagorean theorem fails because \( \beta_{t+1} - \beta_{LS} \) is no longer orthogonal to \( \mathbf{X}^\dagger \) since \( \mathbf{X}^\dagger (\beta_{t+1} - \beta_{LS}) = \mathbf{y}^i - \mathbf{X}^\dagger \mathbf{b}_{LS} \neq 0 \). Intuitively, the reason RK does not converge is that every update of RK (say of row \( i \)) is a projection onto the “wrong” hyperplane that has constant \( y^i \) (where the “right” hyperplane would involve projecting onto a parallel hyperplane with constant \( y^i - r^i \) where \( \mathbf{r} \) was defined above). An alternative intuition is that all RK updates are in the span of the rows, but \( \beta_{LS} \) is not in the row span. These intuitive explanations are easily confirmed by experiments seen in [141, 235]. Zouzias and Freris [235] alleviate this issue with the REK algorithm, whose convergence obeys

\[
\mathbb{E} \| \beta_t - \beta_{LS} \|_2^2 \leq \left( 1 - \frac{\sigma_{\min}^2(\mathbf{X})}{\| \mathbf{X} \|_{F}^2} \right)^{[t/2]} \left( 1 + 2 \frac{\sigma_{\min}^2(\mathbf{X})}{\sigma_{\max}^2(\mathbf{X})} \| \beta_{LS} \|_2^2 \right).
\]

(7.21)

However, the fate of RK doesn’t hold for RGS. Almost magically, in the previous proof, the Pythagorean theorem still holds in Eq.(7.18) because

\[
\mathbf{X}^*_{(j)} (\mathbf{X} \beta_{t+1} - \mathbf{X} \beta_{LS}) = \mathbf{X}^*_{(j)} (\mathbf{X} \beta_{t+1} - \mathbf{y}) + \mathbf{X}^*_{(j)} (\mathbf{y} - \mathbf{X} \beta_{LS}) = 0.
\]
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The first term is 0 by the optimality condition for $\beta_{t+1}$ i.e. $X^*_{(j)}(X\beta_{t+1} - y) = \partial L/\partial \beta^j = 0$. The second term is zero by the global optimality of $\beta_{LS}$, i.e. $X^*(y - X\beta_{LS}) = \nabla L = 0$. Also, $\Sigma$ is full rank as before. Indeed, RGS works in the space of fitted values $X\beta$ and not the iterates $\beta$.

In summary, RK does not converge to the LS solution, but RGS does at the same linear rate. This is what motivated the development of Randomized Extended Kaczmarz (REK) by Zouzias and Freris [235] which, as discussed earlier, is a modification of RK designed to converge to $\beta_{LS}$ by randomly projecting out $r$. An independent paper by Dumitrescu [57] argues however that in this setting RGS is preferable to REK in terms of computational convergence.

7.3.3 Underconstrained System, Infinite Solutions

Here, we will assume that $m < n$, $X$ is full row rank and the system is consistent with infinitely many solutions. As mentioned earlier, it is easy to show that

$$\beta_{LN} = X^*(XX^*)^{-1}y$$

(which clearly satisfies $X\beta_{LN} = y$). Every other consistent solution can be expressed as

$$\beta = \beta_{LN} + z \text{ where } Xz = 0.$$  

Clearly any such $\beta$ would also satisfy $X\beta = X\beta_{LN} = 0$. Since $Xz = 0$, $z \perp \beta_{LN}$ implying $||\beta||^2 = ||\beta_{LN}||^2 + ||z||^2$, showing that $\beta_{LN}$ is indeed the minimum norm solution as claimed.

In this case, RK has good behavior, and starting from $\beta_0 = 0$, it does converge linearly to $\beta_{LN}$. Intuitively, $\beta_{LN} = X^*\alpha$ (for $\alpha = (XX^*)^{-1}y$) and hence is in the row span of $X$. Starting from $\beta_0 = 0$, RK only adds multiples of rows to its iterates, and hence will never have any component orthogonal to the row span of $X$. There is exactly one solution with no component orthogonal to the row span of $X$, and that is $\beta_{LN}$, and hence RK converges linearly to the required point, where the rate can be bounded in exactly the same way as (7.20). It is important not to start from an arbitrary $\beta_0$ since the RK updates can never eliminate any component of $\beta_0$ that is perpendicular to the row span of $X$. Of course, the same properties are shared by REK for this case as well.

Mathematically, the previous earlier proof works because the Pythagorean theorem holds since it is a consistent system. Now, $\Sigma$ is not full rank but note that since both $\beta_{LN}$ and $\beta_t$ are in the row span, $\beta_t - \beta_{LN}$ has no component orthogonal to $X$ (unless it equals zero in which case the algorithm has already converged). Hence $\lambda_{\min}(\Sigma)||\beta_t - \beta_{LN}||^2 \leq ||X(\beta_t - \beta_{LN})||^2$ holds, where $\lambda_{\min}(\Sigma)$ is now understood to be the smallest positive eigenvalue of $\Sigma$.

RGS unfortunately suffers the opposite fate. The iterates do not converge to $\beta_{LN}$, even though $X\beta_t$ does converge to $X\beta_{LN}$. Mathematically, the convergence proof still carries forward as before until (7.20), but in the last step when $X^*X$ cannot be inverted because it is not full rank. Hence we get convergence of the residual to zero, without getting convergence of the iterates to the least norm solution.

Unfortunately, when each update is cheaper for RK than RGS (due to matrix size), RGS is preferred for reasons of convergence and when it is cheaper for RGS than RK, RK is preferred.

7.4 REGS

We next introduce an extension of RGS, analogous to the extension REK of RK. The purpose of extending RK was to allow for convergence to the least squares solution. Now, the purpose of extending RGS is to allow for convergence to the least norm solution. We view this method as a completion to the unified analysis of these approaches, and it may also possess advantages in its own right.
The algorithm

Consider the linear system (7.1) with $m < n$. Let $\beta_{LN}$ denote the least norm solution of the underdetermined system as described in (7.3). The REGS algorithm is described by the following pseudo-code. Analogous to the role $z$ plays in REK, $z$ iteratively approximates the component in $\beta$ orthogonal to the row-span of $X$. By iteratively removing this component, we converge to the least norm solution.

Algorithm 11 Randomized Extended Gauss-Seidel (REGS)

1: procedure $(X, y, \text{maxIter})$ \texttt{▷} $m \times n$ matrix $X$, $y \in \mathbb{C}^m$, maximum iterations $T$
2: Initialize $\beta_0 = 0$, $z_0 = 0$
3: for $t = 1, 2, \ldots, T$ do
4: \hspace{1em} Choose column $X(j)$ with probability $\frac{\|X(j)\|_2^2}{\|X\|_F^2}$
5: \hspace{1em} Choose row $X^i$ with probability $\frac{\|X^i\|_2^2}{\|X\|_F^2}$
6: \hspace{1em} Set $\gamma_t = \frac{X^i(X\beta_{t-1} - y)e(j)}{\|X(j)\|_2^2}$
7: \hspace{1em} Set $\beta_t = \beta_{t-1} + \gamma_t$
8: \hspace{1em} Set $P_t = I_{dn} - \frac{(X^i)^*X^i}{\|X^i\|_2^2}$ \texttt{▷} $I_{dn}$ denotes the $n \times n$ identity matrix
9: \\
10: \hspace{1em} Update $z_t = P_t(z_{t-1} + \gamma_t)$
11: \hspace{1em} Update $\beta_t^{LN} = \beta_t - z_t$
12: Output $\beta_t^{LN}$
13: end procedure

Main result

Our main result for the REGS method shows linear convergence to the least norm solution.

Theorem 23. The REGS algorithm outputs an estimate $\beta_t^{LN}$ such that

$$
\mathbb{E}\|\beta_t^{LN} - \beta_{LN}\|_2^2 \leq \alpha^T\|\beta_{LN}\|_2^2 + 2\alpha^{T/2} \frac{B}{1 - \alpha}
$$

(7.22)

where $B = \frac{\|X\beta_{LN}\|_2^2}{\|X\|_F^2}$ and $\alpha = \left(1 - \frac{\sigma_{\min}^2(X)}{\|X\|_F^2}\right)$.

Proof: We devote the remainder of this section to the proof of Theorem 23

Let $\mathbb{E}_{t-1}$ denote the expected value conditional on the first $t - 1$ iterations, and instantiate the notation of the theorem. That is, $\mathbb{E}_{t-1}[\cdot] = \mathbb{E}[\cdot | i_1, j_1, i_2, j_2, \ldots, i_{t-1}, j_{t-1}]$ where $i_t$ is the $t^{th}$ row chosen and $j_t$ is the $t^{th}$ column chosen. We denote conditional expectation with respect to the choice of column as $\mathbb{E}_{t-1}^j[\cdot] = \mathbb{E}[\cdot | i_1, j_1, \ldots, i_{t-1}, j_{t-1}, i_t]$. Similarly, we denote conditional expectation with respect to the choice of row as $\mathbb{E}_{t-1}^i[\cdot] = \mathbb{E}[\cdot | i_1, j_1, \ldots, i_{t-1}, j_{t-1}, j_t]$. Then note by the law of total expectation we have that $\mathbb{E}_{t-1}[\cdot] = \mathbb{E}_{t-1}^{i_j} [\mathbb{E}_{t-1}^i[\cdot]]$. We will use the following elementary facts and lemmas.

Fact 1. ([235] Fact 3) For any $P_t$ as in the algorithm, $\mathbb{E}\|P_tw\|_2^2 \leq \alpha\|w\|_2^2$ for any $w$.

Lemma 26. ([126] Thm. 3.6) We have that

$$
\mathbb{E}_{t-1}\|X\beta_t - X\beta_{LN}\|_2^2 \leq \alpha\|X\beta_t - X\beta_{LN}\|_2^2
$$

and that

$$
\mathbb{E}\|X\beta_t - X\beta_{LN}\|_2^2 \leq \alpha^t\|X\beta_0 - X\beta_{LN}\|_2^2.
$$
Now we first consider $\|\beta_t^{LN} - \beta_{LN}\|_2^2$:

$$
\|\beta_t^{LN} - \beta_{LN}\|_2^2 = \|\beta_t - z_t - \beta_{LN}\|_2^2 \\
= \|\beta_t - P_i(z_{t-1} + \gamma_t) - P_i\beta_{LN} - (Id_n - P_i)\beta_{LN}\|_2^2 \\
= \|\beta_t - P_i(z_{t-1} + \beta_t - \beta_{t-1}) - P_i\beta_{LN} - (Id_n - P_i)\beta_{LN}\|_2^2 \\
= \|(Id_n - P_i)\beta_t + P_i(\beta_{t-1} - z_{t-1}) - P_i\beta_{LN} - (Id_n - P_i)\beta_{LN}\|_2^2 \\
= \|(Id_n - P_i)\beta_t + P_i(\beta_{t-1}^{LN} - P_i\beta_{LN} - (Id_n - P_i)\beta_{LN}\|_2^2 \\
= \|P_i(\beta_{t-1}^{LN} - \beta_{LN}) + (Id_n - P_i)(\beta_t - \beta_{LN})\|_2^2 \\
= \|P_i(\beta_{t-1}^{LN} - \beta_{LN})\|_2^2 + \|(Id_n - P_i)(\beta_t - \beta_{LN})\|_2^2. 
$$

(7.23)

So far, we have only used substitution of variables as defined for the algorithm and that $\beta_{LN} = P_i\beta_{LN} + (Id_n - P_i)\beta_{LN}$ is an orthogonal decomposition. We first focus on the expected value of the second term.

Lemma 27. We also have that

$$
E_{t-1}\|\beta_t - \beta_{LN}\|_2^2 \leq \frac{\alpha\|X(\beta_{t-1} - \beta_{LN})\|_2^2}{\|X\|_F^2}.
$$

Proof:

$$
E_{t-1}\|\beta_t - \beta_{LN}\|_2^2 \\
= E_{t-1}[\beta_t - \beta_{LN}]*((Id_n - P_i)^*(Id_n - P_i)(\beta_t - \beta_{LN})] \\
= E_{t-1}[\beta_t - \beta_{LN}]*((Id_n - P_i)(\beta_t - \beta_{LN})] \\
= E_{t-1}[(\beta_t - \beta_{LN})*\left(\frac{(X^i)^*X^i}{\|X^i\|_2^2}\right)(\beta_t - \beta_{LN})] \\
= E_{t-1}\left[\frac{\|X^i(\beta_t - \beta_{LN})\|_2^2}{\|X^i\|_2^2}\right] \\
= E_{t-1}^j\left[\frac{E_{t-1}^i[\|X^i(\beta_t - \beta_{LN})\|_2^2]}{\|X^i\|_2^2}\right] \\
= E_{t-1}^j\left[\sum_{i=1}^m\frac{\|X^i(\beta_t - \beta_{LN})\|_2^2}{\|X^i\|_2^2}, \frac{\|X^i\|_2^2}{\|X\|_F^2}\right] \\
= E_{t-1}^j\left[\frac{\|X(\beta_t - \beta_{LN})\|_2^2}{\|X\|_F^2}\right] \\
\leq \frac{\alpha\|X(\beta_{t-1} - \beta_{LN})\|_2^2}{\|X\|_F^2}.
$$

The first line follows by expanding the norm, the second line since $(Id_n - P_i)$ is a projection matrix, the third line from the definition of $P_i$, the fourth line is computation, the fifth line follows from the law of total expectation, the next two lines are computation, and finally the last line follows by Lemma 26. Notice that in the seventh line, $E_{t-1}^j = E_{t-1}$ because the random variable $\beta_t$ only depends on the choice of columns.
We want to control the term \( r_t = \mathbb{E}[\| (I \mathbf{d}_n - \mathbf{P}_t)(\beta_t - \beta_{LN}) \|^2] \) by bounding it by some \( \alpha \) and \( B \) such that \( r_t \leq \alpha^t B \). We calculate this here:

\[
\mathbb{E}[\| (I \mathbf{d}_n - \mathbf{P}_t)(\beta_t - \beta_{LN}) \|^2] = \mathbb{E}[\mathbb{E}_{t-1}[\| (I \mathbf{d}_n - \mathbf{P}_t)(\beta_t - \beta_{LN}) \|^2]] \\
\leq \frac{\alpha \mathbb{E}[\mathcal{X}(\beta_{t-1} - \beta_{LN})]^2}{\| \mathcal{X} \|^2_F} \\
\leq \alpha \frac{\| \mathcal{X}\beta_0 - \mathcal{X}\beta_{LN} \|^2}{\| \mathcal{X} \|^2_F}.
\]

The first line follows by definition, the second is by Lemma 27, and the third by Lemma 26.

Finally, we take the expected value of \( \| \beta_{t,N}^L - \beta_{LN} \|^2 \). From equation (7.23) and using Fact 1 we obtain:

\[
\mathbb{E}[\| \beta_{t,N}^L - \beta_{LN} \|^2] = \mathbb{E}[\| \mathbf{P}_t(\beta_{t-1,N}^L - \beta_{LN}) \|^2] + \mathbb{E}[\| (I \mathbf{d}_n - \mathbf{P}_t)(\beta_t - \beta_{LN}) \|^2] \\
\leq \frac{\mathbb{E}[\| (\beta_{t-1,N}^L - \beta_{LN}) \|^2] + \mathbb{E}[\| (I \mathbf{d}_n - \mathbf{P}_t)(\beta_t - \beta_{LN}) \|^2]}{\| \mathcal{X} \|^2_F}.
\]

We complete the proof using the following lemma from [235]:

**Lemma 28.** ([235] Thm. 8) Suppose that for some \( \alpha, \bar{\alpha} < 1 \), the following bounds hold for all \( t^* \geq 0 \):

\[
\mathbb{E}[\| \beta_{t,N}^L - \beta_{LN} \|^2] \leq \alpha \mathbb{E}[\| \beta_{t-1,N}^L - \beta_{LN} \|^2] + r_{t^*} \text{ and } r_{t^*} \leq \alpha^t B.
\]

Then for any \( T > 0 \),

\[
\mathbb{E}[\| \beta_{t,N}^L - \beta_{LN} \|^2] \leq \alpha^T \| \beta_{0,N}^L - \beta_{LN} \|^2 + (\bar{\alpha}^{\lfloor T/2 \rfloor} + \bar{\alpha}^{\lfloor T/2 \rfloor}) \frac{B}{1 - \alpha}.
\]

Letting \( \alpha = \bar{\alpha} = \alpha, r_{t^*} = \mathbb{E}[\| (I \mathbf{d}_n - \mathbf{P}_t)(\beta_t - \beta_{LN}) \|^2], B = \frac{\| \mathcal{X}\beta_0 - \mathcal{X}\beta_{LN} \|^2}{\| \mathcal{X} \|^2_F} \), and noting that \( \beta_{0,N}^L = \beta_0 = 0 \), we complete the proof of Theorem 23.

**Comparison**

Theorem 23 shows that, like the RK and REK methods, REGS converges linearly to the least-norm solution in the underdetermined case. We believe it serves to complement existing analysis and completes the theory of these iterative methods in all three cases of interest. For that reason, we compare the three approaches for that setting here. For ease of comparison, set \( \alpha \) as in Theorem 23, and write \( \kappa = \sigma_{\max}(X)/\sigma_{\min}(X) \) for the condition number of \( X \). From the convergence rate bounds for RK [206] and REK [235] given in Section 7.3 and after applying elementary bounds to (7.22) of Theorem 23 we have:

\[
\text{RK} \quad \mathbb{E}[\| \beta_t - \beta_{LN} \|^2] \leq \alpha^t \| \beta_{LN} \|^2 \quad (7.24)
\]
\[
\text{REK} \quad \mathbb{E}[\| \beta_{2t} - \beta_{LN} \|^2] \leq \alpha^t (1 + 2\kappa^2) \| \beta_{LN} \|^2 \quad (7.25)
\]
\[
\text{REGS} \quad \mathbb{E}[\| \beta_{2t} - \beta_{LN} \|^2] \leq \alpha^t (1 + 2\kappa^2) \| \beta_{LN} \|^2. \quad (7.26)
\]

Thus, up to constant terms (which are likely artifacts of the proofs), the bounds provide the same convergence rate \( \alpha \), which is not surprising in light of the connections between the methods. We compare these approaches experimentally in the next section.
7.5 Empirical Results

In this section we present our experimental results. The code used to run these experiments can be found at [7]. For each experiment, we initialize a matrix $X$ and vector $\beta$ with independent standard normal entries and run 50 trials. The right hand side $y$ is taken to be $X\beta$. At each iteration $t$, we keep track of the $\ell_2$-error $\|\beta_{LN}^t - \beta_{LN}\|_2^2$ and fix the stopping criterion to be $\|\beta_{LN}^t - \beta_{LN}\|_2^2 < 10^{-6}$ (of course in practice one chooses a more practical criterion). In each plot, the solid blue line represents the median $\ell_2$-error at iteration $k$, the light blue shaded region captures the range of error across trials, and the red line represents the theoretical upper bound at each iteration. In Figure 7.1, we show the convergence of $\beta_{LN}^t$ for varying sized underdetermined linear systems. In Figure 7.2, we show the convergence of a matrix $X$ of size 700x1000 and its theoretical upper bound. As it turns out, the REGS algorithm often converges much faster than the theoretical worst-case bound.

Figure 7.1: Left: $\ell_2$-error of REGS on a $150 \times 500$ matrix and its the theoretical bound. Right: Comparison of $\ell_2$-error of REGS for $m \times 500$ sized matricies with $m = 50, 100, 150$.

We also tested REGS on tomography problems using the Regularization toolbox by Hansen [93] (http://www.imm.dtu.dk/~pcha/Regutools/). For the 2D tomography problem $X\beta = y$ with $X$ an $m \times n$ matrix where $n = dN^2$ and $m = N^2$, we use $N = 20$ and $d = 3$ for our experiments. Here, $X$ consists of samples of absorption along a random line on an $N \times N$ grid and $d$ is the oversampling factor. The results from this experiment are shown in Figure 7.2.

We also compare the performance of all four algorithms (RK, REK, RGS, REGS) under the different settings discussed in this chapter. Each line in each plot represents the median $\ell_2$-error at that iteration or CPU time over 50 trials using a stopping criterion of $10^{-6}$. For the underdetermined case, $X$ is a $50 \times 500$ Gaussian matrix and a $500 \times 50$ Gaussian matrix for the overdetermined cases. In the overdetermined, inconsistent case, we set $y = X\beta + r$ where $r \in \text{null}(X^*)$ (computed in Matlab using the null() function). Figure 7.3, Figure 7.4, and Figure 7.5 show the empirical results for the underdetermined, overdetermined inconsistent, and overdetermined consistent cases respectively. Note we only plot the methods which actually converge to the desired solution in each case. Looking at iterations to convergence, it seems that RK and RGS converge faster than their extended counterparts while REGS and REK converge to the desired solution at about the same rate.
Conclusion

The Kaczmarz and Gauss-Seidel methods operate in two different spaces (ie. row versus column space), but share many parallels. In this chapter we drew connections between these two methods, highlighting the similarities and differences in convergence analysis. The approaches possess conflicting convergence properties; RK converges to the desired solution in the underdetermined case but not the inconsistent overdetermined setting, while RGS does the exact opposite. The extended method REK in the Kaczmarz framework fixes this issue, converging to the solution in both scenarios. Here, we present the REGS method, a natural extension of RGS, which completes the overall picture. With these results, we present a unified analysis of all four methods which we hope will assist researchers working with these approaches.
Figure 7.4: Comparison of median $\ell_2$-error of RGS, REK, and REGS for an overdetermined, inconsistent system.

Figure 7.5: Comparison of median $\ell_2$-error of RK, RGS, REK, and REGS for an overdetermined, consistent system.
Chapter 8

Ridge Regression: Randomized algorithms for Tikhonov regularization

The Kaczmarz and Gauss-Seidel methods aim to solve a linear $m \times n$ system $X\beta = y$ by iteratively refining the solution estimate; the former uses random rows of $X$ and the latter uses random columns of $X$. Interest in these methods was recently revitalized by a proof of Strohmer and Vershynin showing linear convergence in expectation for a randomized Kaczmarz method variant (RK), and a similar result for the randomized Gauss-Seidel algorithm (RGS) was later proved by Lewis and Leventhal. Recent work unified the analysis of these algorithms for the overcomplete and undercomplete systems, converging to the ordinary least squares (OLS) solution and the minimum Euclidean norm solution respectively. This paper considers the natural follow-up to the OLS problem, ridge regression, which solves $(X^* X + \lambda I)\beta = X^* y$.

We present particular variants of RK and RGS for solving this system and derive their convergence rates. We argue that a recent proposal by Ivanov and Zhdanov to solve this system, that can be interpreted as randomly sampling both rows and columns, is suboptimal. Instead, we claim that one should always use RGS (columns) when $m > n$ and RK (rows) when $m < n$. This difference in behavior is simply related to the minimum eigenvalue of two related positive semidefinite matrices, $X^* X + \lambda I_n$ and $XX^* + \lambda I_m$ when $m > n$ or $m < n$.

8.1 Introduction

We consider solving the linear system of equations given by Tikhonov-regularized regression or ridge regression,

$$(X^* X + \lambda I)\beta = X^* y,$$  \hfill (8.1)

for a (real or complex) $m \times n$ matrix $X$, in two settings – when $m < n$ and when $m > n$, using randomized iterative algorithms. Recently, the work of Strohmer and Vershynin \[206\] sparked a revival of interest in using the Kaczmarz method for solving linear systems of the form $X\beta = y$. They proved a linear convergence rate of the Randomized Kaczmarz (RK) algorithm that works on the rows of $X$ (data points). Leventhal and Lewis \[126\] after proved linear convergence of Randomized Gauss-Seidel (RGS), (also known as Randomized Coordinate Descent, which we will use interchangeably), which instead operates on the columns of $X$ (features). Recently, Ma* et al. \[134\] provided a unifying analysis of RK and RGS in a variety of settings.

\[1\] Mathematicians often refer to linear convergence as exponential convergence.
Solving linear systems of equations $X\beta = y$, also sometimes called ordinary least squares (OLS) regression, dates back to the times of Gauss, who introduced what we now know as Gaussian elimination. A dominant iterative approach to solving linear systems is the conjugate gradient method; it can also be seen as solving a convex optimization problem $\min_\beta \| y - X\beta \|_2^2$.

For statistical as well as computational reasons, one often prefers not just to solve for the OLS solution, but instead what is called ridge regression or Tikhonov-regularized least squares regression. This corresponds to solving the convex optimization problem $\min_\beta \| y - X\beta \|_2^2 + \lambda \| \beta \|_2^2$ for a given regularization level $\lambda$.

There exist a large number of algorithms, iterative and not, randomized and not, for this problem. In this work, we will only be concerned with a particular subclass of algorithms. Specifically, we present an approach for this problem which is motivated by recent work on the randomized Kaczmarz and Gauss-Seidel methods. We analyze the convergence rates of our two proposed methods (variants of RK and RGS), showing again linear convergence in expectation, but the emphasis will be on the effective condition number that comes to play for our algorithms when $m > n$ and $m < n$. We contrast this with a previous approach, showing both analytically and empirically the drawbacks of the prior method. Our contribution thus extends the unifying framework of these iterative approaches (as done by Ma et al. [134] for OLS) to the setting of ridge regression, while also providing methods with improved performance.

### 8.1.1 Paper Outline

We first introduce the two most relevant algorithms for our paper, Randomized Kaczmarz (RK) and Randomized Gauss-Seidel (RGS), for solving the ordinary least squares problem in Section 8.2. In Section 8.3, we describe what happens when RK or RGS is naively applied to the ridge regression problem, and discuss a recent proposal to tackle this issue (which can coincidentally be viewed as a combination of an RK-like and RGS-like update), and present its drawbacks. Then, in Section 8.4 we describe our proposed algorithms, that overcomes these drawbacks, and provide a simple unified analysis in various settings. We conclude with detailed experiments that agree with the theory in Section 8.5.

### 8.2 Randomized Algorithms for OLS

We begin by briefly describing the randomized Kaczmarz and Gauss-Seidel methods, which serve as the foundation to our approach for ridge regression. Throughout the paper we will consider an $m \times n$ (real or complex) matrix $X$ and write $X_i$ to represent the $i$th row of $X$ (or $i$th entry of a vector) and $X_{(j)}$ to denote the $j$th column. We will write solution estimations $\beta$ as column vectors. We write vectors and matrices in boldface, and constants in standard font. The singular values of a matrix $X$ are written as $\sigma(X)$ or just $\sigma$, with subscripts min, max or integer values corresponding to the smallest, largest, and numerically ordered values. We denote the identity matrix by $I$, with a subscript denoting the dimension when needed. We use the norm notation $\| z \|_{A^*A}$ to mean $\langle z, A^*Az \rangle = \| Az \|_2^2$. Unless otherwise specified, the norm $\| \cdot \|$ denotes the standard Euclidean (or spectral) norm.

### 8.2.1 Randomized Kaczmarz (RK) for $X\beta = y$

The Kaczmarz method [111] is also known in the tomography setting as the Algebraic Reconstruction Technique (ART) [29, 79, 97, 140]. It has long been observed that selecting the rows $i$ in a random fashion improves the algorithm’s performance, reducing the possibility of slow convergence due to adversarial or unfortunate row ordering [90, 98]. Recently, Strohmer and Vershynin [206] showed that the RK method...
converges linearly to the solution $\beta^*$ of $X\beta = y$ in expectation, with a rate that depends on natural geometric properties of the system, improving upon previous convergence analysis (e.g. [232]). In particular, they propose the variant of the Kaczmarz update with the following selection strategy:

$$
\beta_{t+1} := \beta_t + \frac{(y^i - X^i \beta_t)}{\|X^i\|_2^2} (X^i)^*, \quad \text{where} \quad \Pr(\text{row } i) = \frac{\|X^i\|_2^2}{\|X\|_F^2},
$$

(8.2)

where the first estimation $\beta_0$ is chosen arbitrarily and $\|X\|_F$ denotes the Frobenius norm of $X$.

Strohmer and Vershynin [206] then prove that the iterates $\beta_t$ of this method satisfy the following,

$$
\|\beta_t - \beta^*\|_2^2 \leq \left(1 - \frac{\sigma_{\min}^2(X)}{\|X\|_F^2}\right)^t \|\beta_0 - \beta^*\|_2^2.
$$

(8.3)

This result was extended to the inconsistent case [141], derived probabilistically [37], accelerated in multiple ways [62, 63, 142, 143, 154], and generalized to other settings [126, 144, 172].

### 8.2.2 Randomized Gauss-Seidel (RGS) for $X\beta = y$

The Randomized Gauss-Seidel (RGS) method (or the Randomized Coordinate Descent (RCD) method) selects columns rather than rows in each iteration. For a selected coordinate $j$, RGS attempts to minimize the objective function $L(\beta) = \frac{1}{2}\|y - X\beta\|_2^2$ with respect to coordinate $j$ in that iteration. It can thus similarly be defined by the following update rule:

$$
\beta_{t+1} := \beta_t + \frac{X_j^* (y - X\beta_t)}{\|X_j\|_2^2} e(j)
$$

(8.4)

where $e(j)$ is the $j$th coordinate basis column vector (all zeros with a 1 in the $j$th position).

Leventhal and Lewis [126] showed that the residuals of RGS converge again at a linear rate,

$$
\|X\beta_t - X\beta^*\|_2^2 \leq \left(1 - \frac{\sigma_{\min}^2(X)}{\|X\|_F^2}\right)^t \|X\beta_0 - X\beta^*\|_2^2.
$$

(8.5)

Of course when $m > n$ and the system is full-rank, this convergence also implies convergence of the iterates $\beta_t$ to the solution $\beta^*$. Connections between the analysis and performance of RK and RGS were recently studied in [134], which also analyzed extended variants to the Kacmarz [235] and Gauss-Seidel method [134] which always converge to the least-squares solution in both the under and overdetermined cases. Analysis of RGS usually applies more generally than our OLS problem, see e.g. Nesterov [147] or Richtárik and Takáč [172] for further details. Also, see [134] for a unified viewpoint and analysis of RK and RGS.

### 8.3 Suboptimal RK/RGS Algorithms for Ridge Regression

It is well known that the solution to

$$
\min_{\beta \in \mathbb{R}^n} \|y - X\beta\|^2 + \lambda \|\beta\|^2
$$

(8.6)

can be given in two equivalent forms (using the covariance and gram matrices) as

$$
\beta_{RR} = (X^*X + \lambda I_n)^{-1} X^* y
$$

(8.7)

(and also)

$$
\alpha_{RR} = (XX^* + \lambda I_m)^{-1} y.
$$

(8.8)

where

$$
\beta_{RR} = (XX^* + \lambda I_m)^{-1} y.
$$

(8.9)
The presented algorithms are of computational interest because they completely avoid inverting, storing or even forming $XX^*$ and $X^*X$. One can view $\beta_{RR}$ and $\alpha_{RR}$ simply as solutions to two the two linear systems

$$(X^*X + \lambda I_n)\beta = X^*y$$

and

$$(XX^* + \lambda I_m)\alpha = y.$$ 

If we naively use RK or RGS on either of these systems (treating them as solving $Ax = b$ for some given $A$ and $b$), then we may apply the bounds (8.3) and (8.5) to the matrix $X^*X + \lambda I_n$ or $XX^* + \lambda I_m$. This, however, yields a bound on the convergence rate which depends on the squared scaled condition number of $X^*X + \lambda I$, which is approximately the fourth power of the scaled condition number of $X$. This dependence is suboptimal, so much so that it becomes highly impractical to solve large scale problems using these methods. This is of course not surprising since this naive solution does not utilize any structure of the ridge regression problem. One thus searches for more tailored approaches. Later, we will propose updates whose computation is still only $O(n)$ or $O(m)$ and yield linear convergence with desired properties; specifically they depend only on the scaled condition number of $X^*X + \lambda I_n$ or $XX^* + \lambda I_m$, and not their square.

The aforementioned updates and their convergence rates are motivated by a clear understanding of how RK and RGS methods relate to each other as in [134] and jointly to positive semi-definite systems of equations.

8.3.1 Ivanov and Zhdanov’s Approach

We first consider the regularized normal equations of the system (8.1), as demonstrated in [108, 234]. Here, the authors recognize that the solution to the system (8.1) can be given by

$$
\begin{pmatrix}
\sqrt{\lambda} I_m & X \\
X^* & -\sqrt{\lambda} I_n
\end{pmatrix}
\begin{pmatrix}
\alpha' \\
\beta
\end{pmatrix} =
\begin{pmatrix}
y \\
0_n
\end{pmatrix},
$$

Here we use $\alpha'$ to differentiate this variable from $\alpha$, which is traditionally defined as the variable involved in the “dual” system $(K + \lambda I_m)\alpha = y$ (though $\alpha'$ and $\alpha$ are related by a constant factor $\sqrt{\lambda}$). The authors propose to solve the system (8.1) by applying the Kaczmarz algorithm (and in the experiments, RK) to the aforementioned system. As they mention, the advantage of rewriting it in this fashion is that the condition number of the $(m+n) \times (m+n)$ matrix

$$A := \begin{pmatrix}
\sqrt{\lambda} I_m & X \\
X^* & -\sqrt{\lambda} I_n
\end{pmatrix}$$

is the square-root of the condition number of the $n \times n$ matrix $X^*X + \lambda I_n$. Hence, the RK algorithm on the aforementioned system converges an order of magnitude faster than running RK on (8.1) using the matrix $X^*X + \lambda I_n$.

Let us look at what the algorithm does in more detail. The two sets of equations are:

$$\sqrt{\lambda}\alpha' + X\beta = y \quad \text{and} \quad X^*\alpha' = \sqrt{\lambda}\beta. \quad (8.10)$$

First note that the first $m$ rows of $A$ correspond to rows of $X$ and have a norm $\|X_i\|^2 + \lambda$ and the next $n$ rows of $A$ correspond to columns of $X$ and have a norm $\|X_{(j)}\|^2 + \lambda$. Hence, $\|A\|_F^2 = 2\|X\|_F^2 + (m+n)\lambda$. Hence, one can think of picking a random row of the $(m+n) \times (m+n)$ matrix $A$ (with probability
proportional to its row norm, as done by RK) as a two step process. We first choose between doing “row
updates” or “column updates” using X (choosing to do a row update with probability \(\frac{\|X\|_F^2 + \lambda}{\|X\|_F^2 + (m+n)\lambda}\) and a column update otherwise). If we had chosen to do row updates, we then choose a random row of X (with probability proportional to \(\|X\|_F^2 + \lambda\)) as done by RK). If we had chosen to do column updates, we then choose a random column of X (with probability proportional to \(\|X\|_F^2 + n\lambda\)) as done by RGS).

If one selects a random row \(i \leq m\) with probability proportional to \(\|X_i\|_2 + \lambda\), the equation we greedily satisfy is
\[
\sqrt{\lambda}e_{(i)}^* \alpha' + X^i \beta = y^i
\]
using the update
\[
(\alpha'_{t+1}, \beta_{t+1}) = (\alpha'_t, \beta_t) + \frac{y^i - \sqrt{\lambda}e_{(i)}^* \alpha' - X^i \beta_t}{\|X^i\|^2 + \lambda} (\sqrt{\lambda}e_{(i)}, X^i), \tag{8.11}
\]
which can be computed in \(O(m+n)\) time. Similarly, if a random column \(j \leq n\) is selected with probability proportional to \(\|X_{(j)}\|_2 + \lambda\), the equation we greedily satisfy is
\[
X_{(j)}^* \alpha' = \sqrt{\lambda}e_{(j)}^* \beta
\]
with the update in \(O(m+n)\) time of
\[
(\alpha'_{t+1}, \beta_{t+1}) = (\alpha'_t, \beta_t) + \frac{\sqrt{\lambda}e_{(j)}^* \beta - X_{(j)}^* \alpha'_t}{\|X_{(j)}\|^2 + \lambda} (X_{(j)}^*, -\sqrt{\lambda}e_{(j)}).
\tag{8.12}
\]

Next, we further study the behavior of this method, which the authors called the **augmented projection method**.

### 8.3.2 The behavior of the augmented projection Approach

Ivanov and Zhandov’s approach attempts to find \(\alpha'\) and \(\beta\) that satisfy conditions (8.10). It is insightful to examine the behavior of that approach when one of these conditions is already satisfied.

**Claim 1.** Assume \(\alpha'_0\) and \(\beta_0\) are initialized such that
\[
\beta_0 = \frac{X^* \alpha'_0}{\sqrt{\lambda}}.
\]
(for example, all zeros). Then:
1. The update equation (8.11) is an RK-style update on \(\alpha\).
2. The condition \(\beta_t = \frac{X^* \alpha'_t}{\sqrt{\lambda}}\) is automatically maintained for all \(t\).
3. Update equation (8.12) has absolutely no effect.

**Proof:** Suppose at some iteration \(\beta_t = \frac{X^* \alpha'_t}{\sqrt{\lambda}}\) holds. Then assuming we do a row update, substituting this into (8.11) gives, for the \(i\)th variable being updated,
\[
\alpha'_{t+1}^{(i)} = \alpha_t^{(i)} + \frac{y^i \sqrt{\lambda} - \lambda \alpha_t^{(i)} - X^i X^* \alpha'}{\|X^i\|^2 + \lambda} \alpha'_t + \frac{y^i \sqrt{\lambda} - X^i X^* \alpha'}{\|X^i\|^2 + \lambda}.
\]
which (as we will later see in more detail) can be viewed as an RK-style update on $\alpha$. The parallel update to $\beta$ can then be rewritten as

$$
\beta_{t+1} = \beta_t + \frac{\beta^i_{t+1} - \beta^i_t}{\sqrt{\lambda}} X^i,
$$

which automatically keeps condition $\beta = X^* \alpha' / \sqrt{\lambda}$ satisfied! Since this condition is already satisfied, if we then run any column update from (8.12) we get

$$(\alpha'_{t+1}, \beta_{t+1}) = (\alpha'_t, \beta_t).$$

\[\square\]

**Claim 2.** Assume $\alpha'_0$ and $\beta_0$ are initialized such that

$$\alpha'_0 = \frac{y - X\beta_0}{\sqrt{\lambda}}.$$ 

(for example, $\beta_0$ is zero, $\alpha'_0 = y / \sqrt{\lambda}$). Then:

1. The update equation (8.12) is an RGS-style update on $\beta$.
2. The condition $\alpha'_t = \frac{y - X\beta_t}{\sqrt{\lambda}}$ is automatically maintained for all $t$.
3. Update equation (8.11) has absolutely no effect.

**Proof:** Suppose at some iteration $\alpha'_t = \frac{y - X\beta_t}{\sqrt{\lambda}}$ holds. Then assuming we do a column update, substituting this in (8.12) gives, for the $j$th variable being updated

$$
\beta^j_{t+1} = \beta^j_t + \frac{X^*_j(y - X\beta_t) - \lambda \beta^j_t}{\|X^*_j\|^2 + \lambda},
$$

which (as we will later see in more detail) is an RGS-style update. The parallel update on $\alpha'$ can then be rewritten as

$$
\alpha'_{t+1} = \alpha'_t - \frac{\beta^j_{t+1} - \beta^j_t}{\sqrt{\lambda}} X^*_j,
$$

which automatically keeps the condition $\alpha' = \frac{y - X\beta_t}{\sqrt{\lambda}}$ satisfied! Since this condition is already satisfied, if we then run any row update from (8.11) we get

$$(\alpha'_{t+1}, \beta_{t+1}) = (\alpha'_t, \beta_t).$$

\[\square\]

In summary, Ivanov and Zhandov’s approach effectively executes RK-style updates as well as RGS updates. We can think of update (8.11) (resp. (8.12)) as attempting to satisfy the first (resp. second) condition of (8.10) while maintaining the status of the other condition. If one of the two conditions is already satisfied at the start of the algorithm, then the corresponding update will have no effect. This implies that under typical initial conditions (e.g. $\alpha' = 0, \beta = 0$), this approach is prone to executing many iterations that make absolutely no progress towards convergence! We will see later in Section 8.5 how this behavior affects empirical convergence as well.
8.4 Our Proposed Approach

Both RK and RGS can be viewed in the following fashion. Suppose we have a positive definite matrix \( A \), and we want to solve \( Ax = b \). Instead of casting it as \( \min_x \|Ax - b\|^2 \) which involves \( A^T A \) and squares its condition number, we can alternatively pose the different problem \( \min_x \frac{1}{2}x^*Ax - b^*x \). Then one could use the update
\[
x_{t+1} = x_t + \frac{b_t - A^T x_t}{A_{ii}} e(i),
\]
where \( b_t - A^T x_t \) is basically the \( i \)-th coordinate of the gradient, and \( A_{ii} \) is the Lipschitz constant of the \( i \)-th coordinate of the gradient (see related works e.g. Leventhal and Lewis [126], Nesterov [149], Richtárik and Takáč [172], Lee and Sidford [123]).

In this light, the original RK update in \((8.2)\) can be seen as the randomized coordinate descent rule for the positive semidefinite system \( XX^* \alpha = y \) (substituting \( \beta = X^* \alpha \) and treating \( A = XX^* \) and \( b = y \). Similarly, the RGS update in \((8.4)\) can be seen as the randomized coordinate descent rule for the positive semidefinite system \( X^*X \beta = X^*y \) and treating \( A = X^*X \) and \( b = X^*y \).

Using this connection, we propose the following update rule:
\[
\begin{align*}
\delta_t &= \frac{y^i - \beta^i X^i - \lambda \alpha^i_t}{\|X^i\|^2 + \lambda} \\
\alpha^i_{t+1} &= \alpha^i_t + \delta_t \\
\beta_t &= \beta_t + \delta_t \, X^i,
\end{align*}
\]
where the \( i \)-th row is selected with probability proportional to \( \|X^i\|^2 + \lambda \). If all rows are normalized, this is a uniform distribution. However, it is more typical to normalize the columns in statistics, and hence one pass over the data must be made to calculate row norms (see e.g. [144] for other alternatives in the general setting). The update for \( \alpha \) can be rewritten in the form
\[
\begin{align*}
\alpha^i_{t+1} &= \frac{K_{ii}}{K_{ii} + \lambda} \alpha^i_t + \frac{y_i - \sum_j K_{ij} \alpha^j_t}{K_{ii} + \lambda} \\
&= S \frac{\lambda}{K_{ii}} \left( \alpha^i_t + \frac{r_i}{K_{ii}} \right),
\end{align*}
\]
where \( K = XX^* \), \( S_a(z) = \frac{z}{1+a} \) and \( r_i = y_i - \sum_j K_{ij} \alpha^j_t \) is the \( i \)-th residual and row \( i \) is picked proportional to \( K_{ii} + \lambda \).

Let us contrast this with the randomized coordinate descent update rule for the loss function \( \min_x \frac{1}{2} \beta^*(XX^* + \lambda I_n) \beta - y^*X \beta \), i.e. the system \( (XX^* + \lambda I_n) \beta = X^*y \). In this case we instead have, calling \( r_t = y - X \beta_t \)
\[
\begin{align*}
\beta^j_{t+1} &= \beta^j_t + \frac{X^*_j y - X^*_j X \beta_t}{\|X^*_j\|^2 + \lambda} \frac{X^*_j \beta^j_t - \lambda \beta^j_t}{\|X^*_j\|^2 + \lambda} \\
&= \frac{\|X^*_j\|^2}{\|X^*_j\|^2 + \lambda} \beta^j_t + \frac{X^*_j r_t}{\|X^*_j\|^2 + \lambda} \\
&= S \frac{\lambda}{\|X^*_j\|^2} \left( \beta^j_t + \frac{X^*_j r_t}{\|X^*_j\|^2} \right).
\end{align*}
\]

Next, we analyze the behavior of these approaches, the first one being referred to as RK updates and the second being referred to as RGS updates.
8.4.1 Computation and Convergence

The RGS updates in (8.18)-(8.20) take \( O(m) \) time, since each column (feature) is of size \( m \). In contrast, the proposed RK updates in (8.13)-(8.15) take \( O(n) \) time since that is the length of a data point.

While the RK and RGS algorithms are similar and related, one should not be tempted into thinking their convergence rates are the same. Indeed, with no normalization assumption, using a similar style proof as presented in [134], one can analyze the convergence rates in parallel as follows. Let us denote

\[
\Sigma' := X^* X + \lambda I_n
\]

and

\[
K' := XX^* + \lambda I_m
\]

for brevity, and let \( \sigma_1, \sigma_2, \ldots \) be the singular values of \( X \) in increasing order.

<table>
<thead>
<tr>
<th>RK:</th>
<th>( \mathbb{E}|\alpha_{t+1} - \alpha^*|_{K'}^2 )</th>
<th>RGS:</th>
<th>( \mathbb{E}|\beta_{t+1} - \beta^*|_{\Sigma'}^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( = \mathbb{E}\left( |\alpha_t - \alpha^*|<em>{K'}^2 - |\alpha</em>{t+1} - \alpha_t|_{K'}^2 \right) )</td>
<td></td>
<td>( = \mathbb{E}\left( |\beta_t - \beta^*|<em>{\Sigma'}^2 - |\beta</em>{t+1} - \beta_t|_{\Sigma'}^2 \right) )</td>
</tr>
<tr>
<td></td>
<td>( = |\alpha_t - \alpha^<em>|<em>{K'}^2 - \sum_i \frac{K_i + \lambda}{Tr(K) + m\lambda} y_i - \sum_j \frac{K</em>{ij} + \lambda}{K_{ii} + \lambda} \alpha^</em>_{ij} )</td>
<td></td>
<td>( = |\beta_t - \beta^*|_{\Sigma'}^2 - \sum_i \frac{</td>
</tr>
<tr>
<td></td>
<td>( = |\alpha_t - \alpha^*|<em>{K'}^2 - \frac{|K|</em>{\Sigma} t}{Tr(K) + m\lambda} )</td>
<td></td>
<td>( = |\beta_t - \beta^<em>|<em>{\Sigma'}^2 - \frac{|\Sigma|</em>{\Sigma} |\beta^</em> - \beta_t|^2}{|\Sigma|_{\Sigma}^2} )</td>
</tr>
<tr>
<td></td>
<td>( \leq |\alpha_t - \alpha^<em>|<em>{K'}^2 - \frac{\sigma</em>{\min}(K)}{Tr(K)} |\alpha^</em> - \alpha_t|_{K'}^2 )</td>
<td></td>
<td>( \leq |\beta_t - \beta^<em>|<em>{\Sigma'}^2 - \frac{\sigma</em>{\min}(\Sigma)}{Tr(\Sigma)} |\beta^</em> - \beta_t|_{\Sigma'}^2 )</td>
</tr>
</tbody>
</table>

Applying these bounds recursively, we obtain the following convergence guarantee for RK,

\[
\mathbb{E}\|\alpha_t - \alpha^*\|_{K + \lambda I_n}^2 \leq \begin{cases} 
\left( 1 - \frac{\lambda}{\sum_i \sigma_i^2 + n\lambda} \right)^t \|\alpha_t - \alpha^*\|_{K + \lambda I_n}^2 & \text{if } m > n \\
\left( 1 - \frac{\sigma_i^2 + \lambda}{\sum_i \sigma_i^2 + n\lambda} \right)^t \|\alpha_t - \alpha^*\|_{K + \lambda I_n}^2 & \text{if } n > m \end{cases} \quad (8.21)
\]

The rate of convergence for RGS for Ridge Regression is subtly different,

\[
\mathbb{E}\|\beta_t - \beta^*\|_{XX^* + \lambda I_n}^2 \leq \begin{cases} 
\left( 1 - \frac{\sigma_i^2 + \lambda}{\sum_i \sigma_i^2 + n\lambda} \right)^t \|\beta_t - \beta^*\|_{XX^* + \lambda I_n}^2 & \text{if } m > n \\
\left( 1 - \frac{\lambda}{\sum_i \sigma_i^2 + n\lambda} \right)^t \|\beta_t - \beta^*\|_{XX^* + \lambda I_n}^2 & \text{if } n > m \end{cases} \quad (8.22)
\]

We see immediately by these bounds that the RGS method is preferable in the overdetermined case while RK is preferable in the underdetermined case. Substituting appropriately into (8.3), we get very similar convergence rates to the above for the Ivanov-Zhdanov algorithm, except that it bounds the quantity \( \|\alpha^T - \alpha^*\|^2 + \|\beta^T - \beta^*\|^2 \). However, we have already argued that these updates are suboptimal, since a large proportion of updates to not perform any action, as we shall once more verify in the experimental section.

To summarize, our final proposal for solving such systems as as follows : when \( m > n \) use RGS, and when \( m < n \) use RK, and never use IZ.
8.5 Empirical Results

We next present simulation experiments to test the performance of RK, RGS and IZ (Ivanov and Zhdanov’s) algorithms in different settings of ridge regression. For given dimensions $m$ and $n$, we generate a design matrix $X = USV^\top$, where $U \in \mathbb{R}^{m \times k}$, $V \in \mathbb{R}^{n \times k}$, and $k = \min(m, n)$. Elements of $U$ and $V$ are generated from a standard Gaussian distribution and then columns are orthonormalized. The matrix $S$ is a diagonal $k \times k$ matrix of singular values of $X$. The maximum singular value is 1.0 and the values decay exponentially to $\sigma_{\text{min}}$. The true parameter vector $\beta$ is generated from a multivariate Gaussian distribution with zero mean and identity covariance. The vector $y$ is generated by adding independent standard Gaussian noise to the coordinates of $X\beta$. We used different values of $m$, $n$, $\lambda$ and $\sigma_{\text{min}}$ as listed in Table 8.1. For each configuration of the simulated parameters, we run RGS and RK and IZ for $10^4$ iterations on a random instance of that configuration and report the Euclidean difference between estimated and optimal parameters after each 100 iterations. We used several different initializations for the IZ algorithm as shown in Table 8.2.

The results are reported in Figures 8.1, 8.2 and 8.3. Figure 8.1 shows that RGS and RK exhibit similar behavior when $m = n$. Poor conditioning of the design matrix results in slower convergence. However, the effect of conditioning is most apparent when the regularization parameter is small. Figures 8.2 and 8.3 show that RGS consistently outperforms other methods when $m > n$ while RK consistently outperforms other methods when $m < n$. The difference is again most apparent when the regularization parameter is small. We also notice that IZ0 (resp. IZ1) exhibit similar convergence behavior as that of RK (resp. RGS) although typically slower. This agrees with our analysis which reveals that, depending on the initialization, IZ can perform RGS or RK-style updates except that some iterations can be ineffective, which causes slower convergence. Interestingly, IZMIX, where $\alpha$ is initialized midway between IZ0 and IZ1 exhibits convergence behavior that is in between IZ0 and IZ1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(m, n)$</td>
<td>Dimensions of the design matrix $X$</td>
<td>$(1000, 1000), (10^4, 100), (100, 10^4)$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Regularization parameter</td>
<td>$10^{-3}, 1.0, 10.0$</td>
</tr>
<tr>
<td>$\sigma_{\text{min}}$</td>
<td>Minimum singular value of the design matrix</td>
<td>$1.0, 0.1, 10^{-3}, 10^{-8}$</td>
</tr>
</tbody>
</table>

Table 8.1: Different parameters used in simulation experiments

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGS</td>
<td>Randomized coordinate descent updates using (8.18) with initialization $\beta_0 = 0$</td>
</tr>
<tr>
<td>RK</td>
<td>Randomized Kaczmarz updates using (8.17) with initialization $\alpha_0 = 0$</td>
</tr>
<tr>
<td>IZ0</td>
<td>Ivanov and Zhdanov’s algorithm with $\alpha_0 = 0, \beta_0 = 0$</td>
</tr>
<tr>
<td>IZ1</td>
<td>Ivanov and Zhdanov’s algorithm with $\alpha_0 = \frac{y}{\sqrt{\lambda}}, \beta_0 = 0$</td>
</tr>
<tr>
<td>IZMIX</td>
<td>Ivanov and Zhdanov’s algorithm with $\alpha_0 = \frac{y}{2\sqrt{\lambda}}, \beta_0 = 0$</td>
</tr>
<tr>
<td>IZRND</td>
<td>Ivanov and Zhdanov’s algorithm with elements of $\beta_0$ and $\alpha_0$ randomly drawn from a standard normal distribution</td>
</tr>
</tbody>
</table>

Table 8.2: List of algorithms compared in simulation experiment.
$\sigma_{\min}$ \hspace{1cm} $\lambda = 10^{-3}$ \hspace{1cm} $\lambda = 1.0$ \hspace{1cm} $\lambda = 10.0$

Figure 8.1: Simulation results for $m = n = 1000$: Euclidean error $\|\beta_t - \beta^*\|$ versus iteration count.
Figure 8.2: Simulation results for $m = 10^4, n = 100$: Euclidean error $\|\beta_t - \beta^*\|$ versus iteration count.
Figure 8.3: Simulation results for $m = 100$, $n = 10^4$: Euclidean error $\|\beta_t - \beta^*\|$ versus iteration count.
Other Applications

Here we present a few simple settings where the above algorithms can be useful.

Kernel Ridge Regression

If $H_k$ is a Reproducing Kernel Hilbert Space (RKHS, see e.g. Schölkopf and Smola [184] for an introduction) associated to positive definite kernel $k$ and feature map $\phi_x$, it is well known that the solution to the corresponding Kernel Ridge Regression (KRR) [182] problem is

$$ f_{KRR} = \arg\min_{f \in H_k} \sum_{i=1}^{m} (y^i - f(x_i))^2 + \lambda \| f \|^2_{H_k} $$

where

$$ (K + \lambda I)^{-1} \Phi^* y, $$

and $K$ is the gram matrix with $K_{ij} = k(x_i, x_j)$.

One of the main problems with kernel methods is as data size grows, the gram matrix becomes too large to store. This has motivated the study of approximation techniques for such kernel matrices, but we have an alternate suggestion. The aim of a Kaczmarz style algorithm would be to solve the problem by never forming $K$. Indeed, we will provide an update for KRR with cost $O(m)$ per iteration that exhibits linear convergence. Note that here RK for Kernel Ridge Regression costs $O(m)$ per iteration and RK for Ridge Regression cost $O(n)$ per iteration due to different parameterizations. In the latter, we can keep track of $\beta_t$ as well as $\alpha_t$ easily, but for KRR, calculations can only be performed via evaluations of the kernel only ($\beta_t$ corresponds to a function and cannot be stored), and hence have a different cost.

Since one hopes to calculate $f_{KRR} = \Phi^* (K + \lambda I_m)^{-1} y$, the RK-style update is suitable to calculate the solution to the positive semidefinite system

$$ (K + \lambda I) \alpha = y $$

followed by setting $f_{KRR} = \Phi^* \alpha$.

The RK updates in (8.16) take $O(m)$ time (to update $r$) not counting time for kernel evaluations. The difference between the two RK updates for Ridge Regression and Kernel Ridge Regression is that for KRR, we cannot maintain $\alpha_t$ and $\beta_t$ since $\beta_t$ is a function in the RKHS. This different parameterization makes the updates to $\alpha_t$ cost $O(m)$ instead of $O(n)$.

Conclusion

This work extends the unifying analysis of the randomized Kaczmarz (RK) and randomized Gauss-Seidel (RGS) methods to the setting of ridge regression. By presenting a parallel study of the behavior of these two methods in this setting, comparisons and connections can be made between the approaches as well as other existing approaches. In particular, we demonstrate that the augmented projection approach of Ivanov and Zhdanov exhibits a mix of RK and RGS style updates in such a way that many iterations yield no progress. Motivated by this unifying framework, we present a new approach which eliminates this drawback, and provide an analysis demonstrating that the RGS variant is preferred in the overdetermined case while RK is preferred in the underdetermined case. This extends previous analysis of these types of iterative methods in the classical ordinary least squares setting, which are highly suboptimal if directly applied to the setting of ridge regression.
Chapter 9

Univariate Regression: Fast & Flexible algorithms for trend filtering

This chapter presents a fast and robust algorithm for trend filtering, a recently developed nonparametric regression tool. It has been shown that, for estimating functions whose derivatives are of bounded variation, trend filtering achieves the minimax optimal error rate, while other popular methods like smoothing splines and kernels do not. Standing in the way of a more widespread practical adoption, however, is a lack of scalable and numerically stable algorithms for fitting trend filtering estimates. This chapter presents a highly efficient, specialized ADMM routine for trend filtering. Our algorithm is competitive with the specialized interior point methods that are currently in use, and yet is far more numerically robust. Furthermore, the proposed ADMM implementation is very simple, and importantly, it is flexible enough to extend to many interesting related problems, such as sparse trend filtering and isotonic trend filtering. Software for our method is freely available, in both the C and R languages.

9.1 Introduction

Trend filtering is a relatively new method for nonparametric regression, proposed independently by Kim et al. [115], Steidl et al. [202]. Suppose that we are given output points \( y = (y_1, \ldots, y_n) \in \mathbb{R}^n \), observed across evenly spaced input points \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \), say, \( x_1 = 1, \ldots, x_n = n \) for simplicity. The trend filtering estimate \( \hat{\beta} = (\hat{\beta}_1, \ldots, \hat{\beta}_n) \in \mathbb{R}^n \) of a specified order \( k \geq 0 \) is defined as

\[
\hat{\beta} = \arg \min_{\beta \in \mathbb{R}^n} \frac{1}{2} \| y - \beta \|_2^2 + \lambda \| D^{(k+1)} \beta \|_1. \tag{9.1}
\]

Here \( \lambda \geq 0 \) is a tuning parameter, and \( D^{(k+1)} \in \mathbb{R}^{(n-k) \times n} \) is the discrete difference (or derivative) operator of order \( k + 1 \). We can define these operators recursively as

\[
D^{(1)} = \begin{bmatrix}
-1 & 1 & 0 & \ldots & 0 & 0 \\
0 & -1 & 1 & \ldots & 0 & 0 \\
\vdots & & & & \ddots & \\
0 & 0 & 0 & \ldots & -1 & 1
\end{bmatrix}, \quad \tag{9.2}
\]

and

\[
D^{(k+1)} = D^{(1)} D^{(k)} \quad \text{for} \; k = 1, 2, 3, \ldots. \tag{9.3}
\]

\(^1\)See [162].
(Note that, above, we write $D^{(1)}$ to mean the $(n - k - 1) \times (n - k)$ version of the 1st order difference matrix in (9.2).) When $k = 0$, we can see from the definition of $D^{(1)}$ in (9.2) that the trend filtering problem (9.1) is the same as the 1-dimensional fused lasso problem [211], also called 1-dimensional total variation denoising [177], and hence the 0th order trend filtering estimate $\hat{\beta}$ is piecewise constant across the input points $x_1, \ldots, x_n$.

For a general $k$, the $k$th order trend filtering estimate has the structure of a $k$th order piecewise polynomial function, evaluated across the inputs $x_1, \ldots, x_n$. The knots in this piecewise polynomial are selected adaptively among $x_1, \ldots, x_n$, with a higher value of the tuning parameter $\lambda$ (generally) corresponding to fewer knots. To see examples, the reader can jump ahead to the next subsection, or to future sections. For arbitrary input points $x_1, \ldots, x_n$ (i.e., these need not be evenly spaced), the defined difference operators will have different nonzero entries, but their structure and the recursive relationship between them is basically the same; see Section 9.4.

Broadly speaking, nonparametric regression is a well-studied field with many celebrated tools, and so one may wonder about the merits of trend filtering in particular. For detailed motivation, we refer the reader to Tibshirani [212], where it is argued that trend filtering essentially balances the strengths of smoothing splines [50, 223] and locally adaptive regression splines [136], which are two of the most common tools for piecewise polynomial estimation. In short: smoothing splines are highly computationally efficient but are not minimax optimal (for estimating functions whose derivatives are of bounded variation); locally adaptive regression splines are minimax optimal but are relatively inefficient in terms of computation; trend filtering is both minimax optimal and computationally comparable to smoothing splines. Tibshirani [212] focuses mainly on the statistical properties trend filtering estimates, and relies on externally derived algorithms for comparisons of computational efficiency.

9.1.1 Overview of contributions

In this chapter, we propose a new algorithm for trend filtering. We do not explicitly address the problem of model selection, i.e., we do not discuss how to choose the tuning parameter $\lambda$ in (9.1), which is a long-standing statistical issue with any regularized estimation method. Our concern is computational; if a practitioner wants to solve the trend filtering problem (9.1) at a given value of $\lambda$ (or sequence of values), then we provide a scalable and efficient means of doing so. Of course, a fast algorithm such as the one we provide can still be helpful for model selection, in that it can provide speedups for common techniques like cross-validation.

For 0th order trend filtering, i.e., the 1d fused lasso problem, two direct, linear time algorithms already exist: the first uses a taut string principle [49], and the second uses an entirely different dynamic programming approach [110]. Both are extremely (and equally) fast in practice, and for this special 0th order problem, these two direct algorithms rise above all else in terms of computational efficiency and numerical accuracy. As far as we know (and despite our best attempts), these algorithms cannot be directly extended to the higher order cases $k = 1, 2, 3, \ldots$. However, our proposal indirectly extends these formidable algorithms to the higher order cases with a special implementation of the alternating direction method of multipliers (ADMM). In general, there can be multiple ways to reparametrize an unconstrained optimization problem so that ADMM can be applied; for the trend filtering problem (9.1), we choose a particular parametrization suggested by the recursive decomposition (9.3), leveraging the fast, exact algorithms that exist for the $k = 0$ case. We find that this choice makes a big difference in terms of the convergence of the resulting ADMM routine, compared to what may be considered the standard ADMM parametrization for (9.1).

Currently, the specialized primal-dual interior point (PDIP) method of Kim et al. [115] seems to be the preferred method for computing trend filtering estimates. The iterations of this algorithm are cheap
because they reduce to solving banded linear systems (the discrete difference operators are themselves banded). Our specialized ADMM implementation and the PDIP method have distinct strengths. We summarize our main findings below.

- Our specialized ADMM implementation converges more reliably than the PDIP method, over a wide range of problems sizes \( n \) and tuning parameter values \( \lambda \).
- In particular setups—namely, small problem sizes, and small values of \( \lambda \) for moderate and large problem sizes—the PDIP method converges to high accuracy solutions very rapidly. In such situations, our specialized ADMM algorithm does not match the convergence rate of this second-order method.
- However, when plotting the function estimates, our specialized ADMM implementation produces solutions of visually perfectly acceptable accuracy after a small number of iterations. This is true over a broad range of problem sizes \( n \) and parameter values \( \lambda \), and covers the settings in which its achieved criterion value has not converged at the rate of the PDIP method.
- Furthermore, our specialized ADMM implementation displays a greatly improved convergence rate over what may be thought of as the “standard” ADMM implementation for problem (9.1). Loosely speaking, standard implementations of ADMM are generally considered to behave like first-order methods [27], whereas our specialized implementation exhibits performance somewhere in between that of a first- and second-order method.
- One iteration of our specialized ADMM implementation has linear complexity in the problem size \( n \); this is also true for PDIP. Empirically, an iteration of our ADMM routine runs about 10 times faster than a PDIP iteration.
- Our specialized ADMM implementation is quite simple (considerably simpler than the specialized primal-dual interior point method), and is flexible enough that it can be extended to cover many variants and extensions of the basic trend filtering problem (9.1), such as sparse trend filtering, mixed trend filtering, and isotonic trend filtering.
- Finally, it is worth remarking that extensions beyond the univariate case are readily available as well, as univariate nonparametric regression tools can be used as building blocks for estimation in broader model classes, e.g., in generalized additive models [94].

Readers well-versed in optimization may wonder about alternative iterative (descent) methods for solving the trend filtering problem (9.1). Two natural candidates that have enjoyed much success in lasso regression problems are proximal gradient and coordinate descent algorithms. Next, we give a motivating case study that illustrates the inferior performance of both of these methods for trend filtering.

In short, their performance is heavily affected by poor conditioning of the difference operator \( D^{(k+1)} \), and their convergence is many orders of magnitude worse than the specialized primal-dual interior point and ADMM approaches.

### 9.1.2 A motivating example

Conditioning is a subtle but ever-present issue faced by iterative (indirect) optimization methods. This issue affects some algorithms more than others; e.g., in a classical optimization context, it is well-understood that the convergence bounds for gradient descent depend on the smallest and largest eigenvalues of the Hessian of the criterion function, while those for Newton’s method do not (Newton’s method being affine invariant). Unfortunately, conditioning is a very real issue when solving the trend filtering problem in (9.1)—the discrete derivative operators \( D^{(k+1)} \), \( k = 0, 1, 2, \ldots \) are extremely ill-conditioned, and this only worsens as \( k \) increases.
This worry can be easily realized in examples, as we now demonstrate in a simple simulation with a reasonable polynomial order, $k = 1$, and a modest problem size, $n = 1000$. For solving the trend filtering problem (9.1), with $\lambda = 1000$, we compare proximal gradient descent and accelerated proximal gradient method (performed on both the primal and the dual problems), coordinate descent, a standard ADMM approach, our specialized ADMM approach, and the specialized PDIP method of Kim et al. Details of the simulation setup and these various algorithms are given in Appendix 9.6.1, but the main message can be seen from Figure 9.1. Different variants of proximal gradient methods, as well as coordinate descent, and a standard ADMM approach, all perform quite poorly in computing trend filtering estimate, but the second-order PDIP method and our specialized ADMM implementation perform drastically better—these two reach in 20 iterations what the others could not reach in many thousands. Although the latter two techniques perform similarly in this example, we will see later that our specialized ADMM approach generally suffers from far less conditioning and convergence issues than PDIP, especially in regimes of regularization (i.e., ranges of $\lambda$ values) that are most interesting statistically.

The rest of this chapter is organized as follows. In Section 9.2, we describe our specialized ADMM implementation for trend filtering. In Section 9.3, we make extensive comparisons to PDIP. Section 9.4 covers the case of general input points $x_1, \ldots, x_n$. Section 9.5 considers several extensions of the basic trend filtering model, and the accompanying adaptions of our specialized ADMM algorithm. Section 9.5 concludes with a short discussion.

### 9.2 A specialized ADMM algorithm

We describe a specialized ADMM algorithm for trend filtering. This algorithm may appear to only slightly differ in its construction from a more standard ADMM algorithm for trend filtering, and both approaches have virtually the same computational complexity, requiring $O(n)$ operations per iteration; however, as we have glimpsed in Figure 9.1, the difference in convergence between the two is drastic.

The standard ADMM approach (e.g., Boyd et al. [27]) is based on rewriting problem (9.1) as

$$
\min_{\beta \in \mathbb{R}^n, \alpha \in \mathbb{R}^{n-k-1}} \frac{1}{2} \|y - \beta\|_2^2 + \lambda \|\alpha\|_1 \quad \text{subject to} \quad \alpha = D^{(k+1)} \beta.
$$

The augmented Lagrangian can then be written as

$$
L(\beta, \alpha, u) = \frac{1}{2} \|y - \beta\|_2^2 + \lambda \|\alpha\|_1 + \frac{\rho}{2} \|\alpha - D^{(k+1)} \beta + u\|_2^2 - \frac{\rho}{2} \|u\|_2^2,
$$

from which we can derive the standard ADMM updates:

$$
\begin{align*}
\beta &\leftarrow (I + \rho(D^{(k+1)})^T D^{(k+1)})^{-1} (y + \rho(D^{(k+1)})^T (\alpha + u)), \\
\alpha &\leftarrow S_{\lambda/\rho}(D^{(k+1)} \beta - u), \\
u &\leftarrow u + \alpha - D^{(k+1)} \beta.
\end{align*}
$$

The $\beta$-update is a banded linear system solve, with bandwidth $k + 2$, and can be implemented in time $O(n(k + 2)^2)$ (actually, $O(n(k + 2)^2)$ for the first solve, with a banded Cholesky, and $O(n(k + 2))$ for each subsequent solve). The $\alpha$-update, where $S_{\lambda/\rho}$ denotes coordinate-wise soft-thresholding at the level $\lambda/\rho$, takes time $O(n - k - 1)$. The dual update uses a banded matrix multiplication, taking time $O(n(k + 2))$, and therefore one full iteration of standard ADMM updates can be done in linear time (considering $k$ as a constant).
Figure 9.1: All plots show $n = 1000$ simulated observations in gray and the exact trend filtering solution as a black line, computed using the dual path algorithm of Tibshirani and Taylor [213]. The top left panel shows proximal gradient descent and its accelerated version applied to the dual problem, after 10,000 iterations. The top right show proximal gradient and its accelerated version after rewriting trend filtering in lasso form, again after 10,000 iterations. The bottom left shows coordinate descent applied to the lasso form, and a standard ADMM approach applied to the original problem, each using 5000 iterations (where one iteration for coordinate descent is one full cycle of coordinate updates). The bottom right panel shows the specialized PDIP and ADMM algorithms, which only need 20 iterations, and match the exact solution to perfect visual accuracy. Due to the special form of the problem, all algorithms here have $O(n)$ complexity per iteration (except coordinate descent, which has a higher iteration cost).
Our specialized ADMM approach instead begins by rewriting (9.1) as

$$\min_{\beta \in \mathbb{R}^n, \alpha \in \mathbb{R}^{n-k}} \frac{1}{2} \|y - \beta\|_2^2 + \lambda \|D^{(1)} \alpha\|_1 \quad \text{subject to} \quad \alpha = D^{(k)} \beta,$$

where we have used the recursive property $D^{(k+1)} = D^{(1)} D^{(k)}$. The augmented Lagrangian is now

$$L(\beta, \alpha, u) = \frac{1}{2} \|y - \beta\|_2^2 + \lambda \|D^{(1)} \alpha\|_1 + \frac{\rho}{2} \|\alpha - D^{(k)} \beta + u\|_2^2 - \frac{\rho}{2} \|u\|_2^2,$$

yielding the specialized ADMM updates:

$$\begin{align*}
\beta &\leftarrow (I + \rho(D^{(k)})^T D^{(k)})^{-1}(y + \rho(D^{(k)})^T (\alpha + u)), \\
\alpha &\leftarrow \arg \min_{\alpha \in \mathbb{R}^{n-k}} \frac{1}{2} \|D^{(k)} \beta - u - \alpha\|_2^2 + \lambda \|D^{(1)} \alpha\|_1, \\
u &\leftarrow u + \alpha - D^{(k)} \beta.
\end{align*}$$

The $\beta$- and $u$-updates are analogous to those from the standard ADMM, just of a smaller order $k$. But the $\alpha$-update above is not; the $\alpha$-update itself requires solving a constant order trend filtering problem, i.e., a 1d fused lasso problem. Therefore, the specialized approach would not be efficient if it were not for the extremely fast, direct solvers that exist for the 1d fused lasso. Two exact, linear time 1d fused lasso solvers were given by Davies and Kovac [49], Johnson [110]. The former is based on taut strings, and the latter on dynamic programming. Both algorithms are very creative and are a marvel in their own right; we are more familiar with the dynamic programming approach, and so in our specialized ADMM algorithm, we utilize (a custom-made, highly-optimized implementation of) this dynamic programming routine for the $\alpha$-update, hence writing

$$\alpha \leftarrow \text{DP}_{\lambda/\rho}(D^{(k)} \beta - u).$$

This uses $O(n - k)$ operations, and thus a full round of specialized ADMM updates runs in linear time, the same as the standard ADMM ones (the two approaches are also empirically very similar in terms of computational time; see Figure 9.4). As mentioned in the introduction, neither the taut string nor dynamic programming approach can be directly extended beyond the $k = 0$ case, to the best of our knowledge, for solving higher order trend filtering problems; however, they can be wrapped up in the special ADMM algorithm described above, and in this manner, they lend their efficiency to the computation of higher order estimates.

### 9.2.1 Superiority of specialized over standard ADMM

We now provide further experimental evidence that our specialized ADMM implementation significantly outperforms the naive standard ADMM. We simulated noisy data from three different underlying signals: constant, sinusoidal, and Doppler wave signals (representing three broad classes of functions: trivial smoothness, homogeneous smoothness, and inhomogeneous smoothness). We examined 9 different problem sizes, spaced roughly logarithmically from $n = 500$ to $n = 500,000$, and considered computation of the trend filtering solution in (9.1) for the orders $k = 1, 2, 3$. We also considered 20 values of $\lambda$, spaced logarithmically between $\lambda_{\text{max}}$ and $10^{-5} \lambda_{\text{max}}$, where

$$\lambda_{\text{max}} = \|((D^{(k+1)}(D^{(k+1)})^T)^{-1}(D^{(k+1)})^T y\|_\infty,$$

the smallest value of $\lambda$ at which the penalty term $\|D^{(k+1)} \beta\|_1$ is zero at the solution (and hence the solution is exactly a $k$th order polynomial). In each problem instance—indexed by the choice of underlying...
Figure 9.2: All plots show values of the trend filtering criterion versus iteration number in the two ADMM implementations. The underlying signal here was the Doppler wave, with \( n = 10,000 \), and \( k = 2 \). The left plot shows a large value of \( \lambda \) (near \( \lambda_{\text{max}} \)), the middle a medium value (halfway in between \( \lambda_{\text{max}} \) and \( 10^{-5} \lambda_{\text{max}} \), on a log scale), and the right a small value (equal to \( 10^{-5} \lambda_{\text{max}} \)). The specialized ADMM approach easily outperforms the standard one in all cases.

function, problem size, polynomial order \( k \), and tuning parameter value \( \lambda \)—we ran a large number of iterations of the ADMM algorithms, and recorded the achieved criterion values across iterations.

The results from one particular instance, in which the underlying signal was the Doppler wave, \( n = 10,000 \), and \( k = 2 \), are shown in Figure 9.2; this instance was chosen arbitrarily, and we have found the same qualitative behavior to persist throughout the entire simulation suite. We can see clearly that in each regime of regularization, the specialized routine dominates the standard one in terms of convergence to optimum. Again, we reiterate that qualitatively the same conclusion holds across all simulation parameters, and the gap between the specialized and standard approaches generally widens as the polynomial order \( k \) increases.

### 9.2.2 Some intuition for specialized versus standard ADMM

One may wonder why the two algorithms, standard and specialized ADMM, differ so significantly in terms of their performance. Here we provide some intuition with regard to this question. A first, very rough interpretation: the specialized algorithm utilizes a dynamic programming subroutine (9.12) in place of soft-thresholding (9.6), therefore solving a more “difficult” subproblem in the same amount of time (linear in the input size), and likely making more progress towards minimizing the overall criterion. In other words, this reasoning follows the underlying intuitive principle that for a given optimization task, an ADMM parametrization with “harder” subproblems will enjoy faster convergence.

While the above explanation was fairly vague, a second, more concrete explanation comes from viewing the two ADMM routines in “basis” form, i.e., from essentially inverting \( D^{(k+1)} \) to yield an equivalent lasso form of trend filtering, as explained in (9.21) of Appendix 9.6.1, where \( H^{(k)} \) is a basis matrix. From this equivalent perspective, the standard ADMM algorithm reparametrizes (9.21) as in

\[
\min_{\theta \in \mathbb{R}^n, w \in \mathbb{R}^n} \frac{1}{2} \| y - H^{(k)} w \|_2^2 + \lambda \cdot k! \sum_{j=k+2}^{n} |\theta_j| \quad \text{subject to} \quad w = \theta,
\] (9.13)
and the specialized ADMM algorithm reparametrizes (9.21) as in

$$
\min_{\theta \in \mathbb{R}^n, w \in \mathbb{R}^n} \frac{1}{2} \| y - H^{(k-1)} w \|^2_2 + \lambda \cdot k! \sum_{j=k+2}^{n} |\theta_j| \quad \text{subject to} \quad w = L\theta,
$$

(9.14)

where we have used the recursion $H^{(k)} = H^{(k-1)} L$ [227], analogous (equivalent) to $D^{(k+1)} = D^{(1)} D^{(k)}$. The matrix $L \in \mathbb{R}^{n \times n}$ is block diagonal with the first $k \times k$ block being the identity, and the last $(n-k) \times (n-k)$ block being the lower triangular matrix of 1s. What is so different between applying ADMM to (9.14) instead of (9.13)? Loosely speaking, if we ignore the role of the dual variable, the ADMM steps can be thought of as performing alternating minimization over $\theta$ and $w$. The joint criterion being minimized, i.e., the augmented Lagrangian (again hiding the dual variable) is of the form

$$
\frac{1}{2} \| z - \begin{bmatrix} H^{(k)} & 0 \\ \sqrt{\rho}I & -\sqrt{\rho}I \end{bmatrix} \begin{bmatrix} \theta \\ w \end{bmatrix} \|_2^2 + \lambda \cdot k! \sum_{j=k+2}^{n} |\theta_j| \quad \text{for the standard parametrization (9.13)},
$$

(9.15)

and

$$
\frac{1}{2} \| z - \begin{bmatrix} H^{(k-1)} & 0 \\ \sqrt{\rho}I & -\sqrt{\rho}L \end{bmatrix} \begin{bmatrix} \theta \\ w \end{bmatrix} \|_2^2 + \lambda \cdot k! \sum_{j=k+2}^{n} |\theta_j| \quad \text{for the special parametrization (9.14)}.
$$

(9.16)

The key difference between (9.15) and (9.16) is that the left and right blocks of the regression matrix in (9.15) are highly (negatively) correlated (the bottom left and right blocks are each scalar multiples of the identity), but the blocks of the regression matrix in (9.16) are not (the bottom blocks are the identity and the lower triangular matrix of 1s). Hence, in the context of an alternating minimization scheme, an update step in (9.16) should make more progress than an update step in (9.15), because the descent directions for $\theta$ and $w$ are not as adversely aligned (think of coordinatewise minimization over a function whose contours are tilted ellipses, and over one whose contours are spherical). Using the equivalence between the basis form and the original (difference-penalized) form of trend filtering, therefore, we may view the special ADMM updates (9.9)–(9.11) as decorrelated versions of the original ADMM updates (9.5)–(9.7). This allows each update step to make greater progress in descending on the overall criterion.

### 9.2.3 Superiority of warm over cold starts

In the above numerical comparison between special and standard ADMM, we ran both methods with cold starts, meaning that the problems over the sequence of $\lambda$ values were solved independently, without sharing information. Warm starting refers to a strategy in which we solve the problem for the largest value of $\lambda$ first, use this solution to initialize the algorithm at the second largest value of $\lambda$, etc. With warm starts, the relative performance of the two ADMM approaches does not change. However, the performance of both algorithms does improve in an absolute sense, illustrated for the specialized ADMM algorithm in Figure 9.3.

This example is again representative of the experiments across the full simulation suite. Therefore, from this point forward, we use warm starts for all experiments.

### 9.2.4 Choice of the augmented Lagrangian parameter $\rho$

A point worth discussing is the choice of augmented Lagrangian parameter $\rho$ used in the above experiments. Recall that $\rho$ is not a statistical parameter associated with the trend filtering problem (9.1); it
Figure 9.3: The x-axis in both panels represents 20 values of $\lambda$, log-spaced between $\lambda_{\text{max}}$ and $10^{-5}\lambda_{\text{max}}$, and the y-axis the number of iterations needed by specialized ADMM to reach a prespecified level of accuracy, for $n = 10,000$ noisy points from the Doppler curve for $k = 2$ (left) and $k = 3$ (right). Warm starts (red) have an advantage over cold starts (black), especially in the statistically reasonable (middle) range for $\lambda$.

...is rather an optimization parameter introduced during the formation of the augmented Lagrangian in ADMM. It is known that under very general conditions, the ADMM algorithm converges to optimum for any fixed value of $\rho$ [27]; however, in practice, the rate of convergence of the algorithm, as well as its numerical stability, can both depend strongly on the choice of $\rho$.

We found the choice of setting $\rho = \lambda$ to be numerically stable across all setups. Note that in the ADMM updates (9.5)–(9.7) or (9.9)–(9.11), the only appearance of $\lambda$ is in the $\alpha$-update, where we apply $S_{\lambda/\rho}$ or $D_{\lambda/\rho}$, soft-thresholding or dynamic programming (to solve the 1d fused lasso problem) at the level $\lambda/\rho$. Choosing $\rho$ to be proportional to $\lambda$ controls the amount of change enacted by these subroutines (intuitively making it neither too large nor too small at each step). We also tried adaptively varying $\rho$, a heuristic suggested by Boyd et al. [27], but found this strategy to be less stable overall; it did not yield consistent benefits for either algorithm.

Recall that this chapter is not concerned with the model selection problem of how to choose $\lambda$, but just with the optimization problem of how to solve (9.1) when given $\lambda$. All results in the rest of this chapter reflect the default choice $\rho = \lambda$, unless stated otherwise.

### 9.3 Comparison of specialized ADMM and PDIP

Here we compare our specialized ADMM algorithm and the PDIP algorithm of [115]. We used the C++/LAPACK implementation of the PDIP method (written for the case $k = 1$) that is provided freely by these authors, and generalized it to work for an arbitrary order $k \geq 1$. To put the methods on equal footing, we also wrote our own efficient C implementation of the specialized ADMM algorithm. This code has been interfaced to R via the `trendfilter` function in the R package `glmgen`, available at [https://github.com/statsmaths/glmgen](https://github.com/statsmaths/glmgen).

A note on the PDIP implementation: this algorithm is actually applied to the dual of (9.1), as given...
in (9.20) in Appendix 9.6.1, and its iterations solve linear systems in the banded matrix $D$ in $O(n)$ time. The number of constraints, and hence the number of log barrier terms, is $2(n - k - 1)$. We used 10 for the log barrier update factor (i.e., at each iteration, the weight of log barrier term is scaled by $1/10$). We used backtracking line search to choose the step size in each iteration, with parameters 0.01 and 0.5 (the former being the fraction of improvement over the gradient required to exit, and the latter the step size shrinkage factor). These specific parameter values are the defaults suggested by Boyd and Vandenberghe [26] for interior point methods, and are very close to the defaults in the original PDIP linear trend filtering code from Kim et al. [115]. In the settings in which PDIP struggled (to be seen in what follows), we tried varying these parameter values, but no single choice led to consistently improved performance.

### 9.3.1 Comparison of cost per iteration

Per iteration, both ADMM and PDIP take $O(n)$ time, as explained earlier. Figure 9.4 reveals that the constant hidden in the $O(\cdot)$ notation is about 10 times larger for PDIP than ADMM. Though the comparisons that follow are based on achieved criterion value versus iteration, it may be kept in mind that convergence plots for the criterion values versus time would be stretched by a factor of 10 for PDIP.

![Figure 9.4: A log-log plot of time per iteration of ADMM and PDIP routines against problem size $n$ (20 values from 500 up to 500,000). The times per iteration of the algorithms were averaged over 3 choices of underlying function (constant, sinusoidal, and Doppler), 3 orders of trends ($k = 1, 2, 3$), 20 values of $\lambda$ (log-spaced between $\lambda_{\text{max}}$ and $10^{-5}\lambda_{\text{max}}$), and 10 repetitions for each combination (except the two largest problem sizes, for which we performed 3 repetitions). This validates the theoretical $O(n)$ iteration complexities of the algorithms, and the larger offset (on the log-log scale) for PDIP versus ADMM implies a larger constant in the linear scaling: an ADMM iteration is about 10 times faster than a PDIP iteration.](image)
9.3.2 Comparison for $k = 1$ (piecewise linear fitting)

In general, for $k = 1$ (piecewise linear fitting), both the specialized ADMM and PDIP algorithms perform similarly, as displayed in Figure 9.7. The PDIP algorithm displays a relative advantage as $\lambda$ becomes small, but the convergence of ADMM is still strong in absolute terms. Also, it is important to note that these small values of $\lambda$ correspond to solutions that overfit the underlying trend in the problem context, and hence PDIP outperforms ADMM in a statistically uninteresting regime of regularization.

9.3.3 Comparison for $k = 2$ (piecewise quadratic fitting)

For $k = 2$ (piecewise quadratic fitting), the PDIP routine struggles for moderate to large values of $\lambda$, increasingly so as the problem size grows, as shown in Figure 9.10. These convergence issues remain as we vary its internal optimization parameters (i.e., its log barrier update parameter, and backtracking parameters). Meanwhile, our specialized ADMM approach is much more stable, exhibiting strong convergence behavior across all $\lambda$ values, even for large problem sizes in the hundreds of thousands.

The convergence issues encountered by PDIP here, when $k = 2$, are only amplified when $k = 3$, as the issues begin to show at much smaller problem sizes; still, the specialized ADMM steadily converges, and is a clear winner in terms of robustness. Analysis of this case is deferred until Appendix 9.6.2 for brevity.

9.3.4 Some intuition on specialized ADMM versus PDIP

We now discuss some intuition for the observed differences between the specialized ADMM and PDIP. This experiments in this section showed that PDIP will often diverge for large problem sizes and moderate values of the trend order ($k = 2, 3$), regardless of the choices of the log barrier and backtracking line search parameters. That such behavior presents itself for large $n$ and $k$ suggests that PDIP is affected by poor conditioning of the difference operator $D^{(k+1)}$ in these cases. Since PDIP is affine invariant, in theory it should not be affected by issues of conditioning at all. But when $D^{(k+1)}$ is poorly conditioned, it is difficult to solve the linear systems in $D^{(k+1)}$ that lie at the core of a PDIP iteration, and this leads PDIP to take a noisy update step (like taking a majorization step using a perturbed version of the Hessian). If the computed update directions are noisy enough, then PDIP can surely diverge.

Why does specialized ADMM not suffer the same fate, since it too solves linear systems in each iteration (albeit in $D^{(k)}$ instead of $D^{(k+1)}$)? There is an important difference in the form of these linear systems. Disregarding the order of the difference operator and denoting it simply by $D$, a PDIP iteration solves linear systems (in $x$) of the form

$$ (DD^T + J)x = b $$ (9.17)

where $J$ is a diagonal matrix, and an ADMM iteration solves systems of the form

$$ (D^T D + \rho I)x = b $$ (9.18)

Recall that by default we set the augmented Lagrangian parameter to be $\rho = \lambda$; this bounds $\rho$ away from zero, and provides an important singular value “buffer” for the linear system (9.18): the eigenvalues values of $D^T D + \rho I$ are all at least $\rho$, which, if $\rho$ is sizable, can make up for the possibly poor conditioning of $D$. Meanwhile, the diagonal elements of $J$ in (9.17) can be driven to zero across iterations of the PDIP method; in fact, at optimality, complementary slackness implies that $J_{ii}$ is zero whenever the $i$th dual variable lies strictly inside the interval $[-\lambda, \lambda]$. Hence, matrix $J$ does not always provide the needed buffer for the linear system in (9.17), so $DD^T + J$ can remain poorly conditioned, causing numerical instability.
Figure 9.5: Convergence plots for $k = 1$: achieved criterion values across iterations of ADMM and PDIP. The first row concerns $n = 10,000$ points, and the second row $n = 100,000$ points, both generated around a sinusoidal curve. The columns (from left to right) display high to low values of $\lambda$: near $\lambda_{\text{max}}$, halfway in between (on a log scale) $\lambda_{\text{max}}$ and $10^{-5}\lambda_{\text{max}}$, and equal to $10^{-5}\lambda_{\text{max}}$, respectively. Both algorithms exhibit good convergence.

Figure 9.6: Convergence gaps for $k = 1$: achieved criterion value minus the optimum value across iterations of ADMM and PDIP. Here the optimum value was defined as smallest achieved criterion value over 5000 iterations of either algorithm. The first two plots are for $\lambda$ near $\lambda_{\text{max}}$, with $n = 10,000$ and $n = 100,000$ points, respectively. In this high regularization regime, ADMM fares better for large $n$. The last two plots are for $\lambda = 10^{-5}\lambda_{\text{max}}$, with $n = 10,000$ and $n = 100,000$, respectively. Now in this low regularization regime, PDIP converges at what appears to be a second-order rate, and ADMM does not. However, these small values of $\lambda$ are not statistically interesting in the context of the example, as they yield grossly overfit trend estimates of the underlying sinusoidal curve.

Figure 9.7: Convergence plots and gaps ($k = 1$), for specialized ADMM and PDIP.
Figure 9.8: Convergence plots for $k = 2$: achieved criterion values across iterations of ADMM and PDIP, with the same layout as in Figure 9.3. The specialized ADMM routine has fast convergence in all cases. For all but the smallest $\lambda$ values, PDIP does not come close to convergence. These values of $\lambda$ are so small that the corresponding trend filtering solutions are not statistically desirable in the first place; see below.

Figure 9.9: Visualization of trend filtering estimates for the experiments in Figures 9.7 9.10. The estimates were trained on $n = 10,000$ points from an underlying sinusoidal curve (but the above plots have been downsampled to 1000 points for visibility). The two left panels show the fits for $k = 1, 2$, respectively, in the high regularization regime, where $\lambda$ is near $\lambda_{\text{max}}$. The specialized ADMM approach outperforms PDIP (and shown are the ADMM fits). The two right panels show the fits for $k = 1, 2$, respectively, in the low regularization regime, with $\lambda = 10^{-5}\lambda_{\text{max}}$. PDIP converges faster than ADMM (and shown are the PDIP fits), but this is not a statistically reasonable regime for trend estimation.

Figure 9.10: Convergence plots and estimated fits ($k = 2$) for special ADMM and PDIP.
issues when solving (9.17) in PDIP iterations. In particular, when $\lambda$ is large, many dual coordinates will lie strictly inside $[-\lambda, \lambda]$ at optimality, which means that many diagonal elements of $J$ will be pushed towards zero over PDIP iterations. This explains why PDIP experiences particular difficulty in the large $\lambda$ regime, as seen in our experiments.

9.4 Arbitrary input points

Up until now, we have assumed that the input locations are implicitly $x_1 = 1, \ldots x_n = n$; in this section, we discuss the algorithmic extension of our specialized ADMM algorithm to the case of arbitrary input points $x_1, \ldots x_n$. Such an extension is highly important, because, as a nonparametric regression tool, trend filtering is much more likely to be used in a setting with generic inputs than one in which these are evenly spaced. Fortuitously, there is little that needs to be changed with the trend filtering problem (9.1) when we move from unit spaced inputs $1, \ldots n$ to arbitrary ones $x_1, \ldots x_n$. These adjusted difference operators are still banded with the same structure, and are still defined recursively. We begin with $D^{(x,1)} = D^{(1)}$, the usual first difference operator in (9.2), and then for $k \geq 1$, we define, assuming unique sorted points $x_1 < \ldots < x_n$,

$$D^{(x,k+1)} = D^{(1)} \cdot \text{diag} \left( \frac{k}{x_{k+1} - x_1}, \ldots \frac{k}{x_n - x_{n-k}} \right) \cdot D^{(x,k)},$$

where $\text{diag}(a_1, \ldots a_m)$ denotes a diagonal matrix with elements $a_1, \ldots a_m$; see Tibshirani [212], Wang et al. [227]. Abbreviating this as $D^{(x,k+1)} = D^{(1)} \tilde{D}^{(x,k)}$, we see that we only need to replace $D^{(k)}$ by $\tilde{D}^{(x,k)}$ in our special ADMM updates, replacing one $(k+1)$-banded matrix with another.

The more uneven the spacings among $x_1, \ldots x_n$, the worse the conditioning of $\tilde{D}^{(x,k)}$, and hence the slower to converge our specialized ADMM algorithm (indeed, the slower to converge any of the alternative algorithms suggested in Section 9.1.2. As shown in Figure 9.11, however, our special ADMM approach is still fairly robust even with considerably irregular design points $x_1, \ldots x_n$.

9.4.1 Choice of the augmented Lagrangian parameter $\rho$

Aside from the change from $D^{(k)}$ to $\tilde{D}^{(x,k)}$, another key change in the extension of our special ADMM routine to general inputs $x_1, \ldots x_n$ lies in the choice of the augmented Lagrangian parameter $\rho$. Recall that for unit spacings, we argued for the choice $\rho = \lambda$. For arbitrary inputs $x_1 < \ldots < x_n$, we advocate the use of

$$\rho = \lambda \left( \frac{x_n - x_1}{n} \right)^k. \quad (9.19)$$

Note that this (essentially) reduces to $\rho = \lambda$ when $x_1 = 1, \ldots x_n = n$. To motivate the above choice of $\rho$, consider running two parallel ADMM routines on the same outputs $y_1, \ldots y_n$, but with different inputs: $1, \ldots n$ in one case, and arbitrary but evenly spaced $x_1, \ldots x_n$ in the other. Then, setting $\rho = \lambda$ in the first routine, we choose $\rho$ in the second routine to try to match the first round of ADMM updates as best as possible, and this leads to $\rho$ as in (9.19). In practice, this input-adjusted choice of $\rho$ makes a important difference in terms of the progress of the algorithm.
Figure 9.11: Each row considers a different design for the inputs. Top row: evenly spaced over [0, 1]; middle row: uniformly at random over [0, 1]; bottom row: mixture of Gaussians. In each case, we drew n = 1000 points from a noisy sinusoidal curve at the prescribed inputs. The left panels show the achieved criterion values versus iterations of the specialized ADMM implementation, with k = 2, the different colored lines show convergence plots at different λ values (we used 20 values log-spaced between λ_{max} and 10^{-3}λ_{max}). The curves are all scaled to end at the same point for visibility. The ADMM algorithm experiences more difficulty as the input spacings become more irregular, due to poorer conditioning of the difference operator. The right panels plot the fitted estimates, with the ticks on the x-axis marking the input locations.
9.5 ADMM algorithms for trend filtering extensions

One of the real strengths of the ADMM framework for solving (9.1) is that it can be readily adapted to fit modifications of the basic trend filtering model. Here we very briefly inspect some extensions of trend filtering—some of these extensions were suggested by Tibshirani [212], some by Kim et al. [115], and some are novel to this manuscript. Our intention is not to deliver an exhaustive list of such extensions (as many more can be conjured), or to study their statistical properties, but rather to show that the ADMM framework is a flexible stage for such creative modeling tasks.

Sparse trend filtering

In this sparse variant of trend filtering, we aim to estimate a trend that can be exactly zero in some regions of its domain, and can depart from zero in a smooth (piecewise polynomial) fashion. This may be a useful modeling tool when the observations $y_1, \ldots, y_n$ represent a difference of signals across common input locations. We solve, as suggested by Tibshirani [212],

$$\hat{\beta} = \arg \min_{\beta \in \mathbb{R}^n} \frac{1}{2} \| y - \beta \|_2^2 + \lambda_1 \| D^{(k+1)} \beta \|_1 + \lambda_2 \| \beta \|_1,$$

where both $\lambda_1, \lambda_2$ are tuning parameters. A short calculation yields the specialized ADMM updates:

$$\beta \leftarrow \left( (1 + \rho_2)I + \rho_1 (D^{(k)})^T D^{(k)} \right)^{-1} \left( y + \rho_1 (D^{(k)})^T (\alpha + u) + \rho_2 (\gamma + v) \right),$$

$$\alpha \leftarrow D^T \lambda_1 / \rho_1 (D^{(k)}) \beta - u),$$

$$\gamma \leftarrow S_{\lambda_2 / \rho_2} (\beta - v),$$

$$u \leftarrow u + \alpha - D^{(k)} \beta, \quad v \leftarrow v + \gamma - \beta.$$

This is still highly efficient, using $O(n)$ operations per iteration. An example is shown in Figure 9.12.

Figure 9.12: Three examples of sparse, outlier-corrected, and isotonic trend filtering, from left to right. These extensions of the basic trend filtering model were computed from $n = 500$ data points; their fits are drawn in blue, and the original (unmodified) trend filtering solutions are drawn in red, both using the same hand-chosen tuning parameter values. (In the middle panel, the points deemed outliers by the nonzero entries of $\hat{z}$ are colored in black.) These comparisons are not supposed to be statistically fair, but rather, illuminate the qualitative differences imposed by the extra penalties or constraints in the extensions.
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Mixed trend filtering

To estimate a trend with two mixed polynomial orders \( k_1, k_2 \geq 0 \), we solve

\[
\hat{\beta} = \arg \min_{\beta \in \mathbb{R}^n} \frac{1}{2} \| y - \beta \|^2 + \lambda_1 \| D^{(k_1+1)} \beta \|_1 + \lambda_2 \| D^{(k_2+1)} \beta \|_1,
\]

as discussed in Tibshirani [212]. The result is that either polynomial trend, of order \( k_1 \) or \( k_2 \), can act as the dominant trend at any location in the domain. More generally, for \( r \) mixed polynomial orders, \( k_\ell \geq 0 \), \( \ell = 1, \ldots, r \), we replace the penalty with \( \sum_{\ell=1}^{r} \lambda_\ell \| D^{(k_\ell+1)} \beta \|_1 \). The specialized ADMM routine naturally extends to this multi-penalty problem:

\[
\beta \leftarrow \left( I + \sum_{\ell=1}^{r} \rho_\ell (D^{(k_\ell)})^T D^{(k_\ell)} \right)^{-1} \left( y + \sum_{\ell=1}^{r} \rho_\ell (D^{(k_\ell)})^T (\alpha_\ell + u_\ell) \right),
\]

\[
\alpha_\ell \leftarrow \text{DP}_{\lambda_\ell/\rho_\ell} (D^{(k_\ell)} \beta - u_\ell), \quad \ell = 1, \ldots, r,
\]

\[
u_\ell \leftarrow u_\ell + \alpha_\ell - D^{(k_\ell)} \beta, \quad \ell = 1, \ldots, r.
\]

Each iteration here uses \( O(nr) \) operations (recall \( r \) is the number of mixed trends).

Trend filtering with outlier detection

To simultaneously estimate a trend and detect outliers, we solve

\[
(\hat{\beta}, \hat{z}) = \arg \min_{\beta, z \in \mathbb{R}^n} \frac{1}{2} \| y - \beta - z \|^2 + \lambda_1 \| D^{(k_1+1)} \beta \|_1 + \lambda_2 \| z \|_1,
\]

as in Kim et al. [115]. She and Owen [189], where the nonzero components of \( \hat{z} \) correspond to adaptively detected outliers. A short derivation leads to the updates:

\[
\begin{pmatrix} \beta \\ z \end{pmatrix} \leftarrow \left( \begin{pmatrix} I + \rho_1 (D^{(k)})^T D^{(k)} & I \\ I \end{pmatrix} \right)^{-1} \left( \begin{pmatrix} y + \rho_1 (D^{(k)})^T (\alpha + u) \\ y + \rho_2 (\gamma + v) \end{pmatrix} \right),
\]

\[
\begin{align*}
\alpha &\leftarrow \text{DP}_{\lambda_1/\rho_1} (D^{(k)} \beta - u), \\
\gamma &\leftarrow \text{SP}_{\lambda_2/\rho_2} (z - v), \\
u &\leftarrow u + \alpha - D^{(k)} \beta, \quad v \leftarrow v + \gamma - z.
\end{align*}
\]

Again, this routine uses \( O(n) \) operations per iteration. See Figure 9.12 for an example.

Isotonic trend filtering

A monotonicity constraint in the estimated trend is straightforward to encode:

\[
\hat{\beta} = \arg \min_{\beta \in \mathbb{R}^n} \frac{1}{2} \| y - \beta \|^2 + \lambda \| D^{(k+1)} \beta \|_1 \quad \text{subject to} \quad \beta_1 \leq \beta_2 \leq \ldots \leq \beta_n,
\]

as suggested by Kim et al. [115]. The specialized ADMM updates are easy to derive:

\[
\begin{align*}
\beta &\leftarrow \left( (1 + \rho_2) I + \rho_1 (D^{(k)})^T D^{(k)} \right)^{-1} (y + \rho_1 (D^{(k)})^T (\alpha + u) + \rho_2 (\gamma + v)), \\
\alpha &\leftarrow \text{DP}_{\lambda/\rho} (D^{(k)} \beta - u), \\
\gamma &\leftarrow \text{IR} (\beta - v), \\
u &\leftarrow u + \alpha - D^{(k)} \beta, \quad v \leftarrow v + \gamma - \beta.
\end{align*}
\]
where IR(z) denotes an isotonic regression fit on z; since this takes $O(n)$ time (e.g., Stout [205]), a round of updates also takes $O(n)$ time. Figure 9.12 gives an example.

**Nearly-isotonic trend filtering**

Instead of enforcing strict monotonicity in the fitted values, we can penalize the pointwise nonmonotonities with a separate penalty, following Tibshirani et al. [214]:

$$
\hat{\beta} = \arg \min_{\beta \in \mathbb{R}^n} \frac{1}{2} \| y - \beta \|^2_2 + \lambda_1 \| D^{(k+1)} \beta \|^1_1 + \lambda_2 \sum_{i=1}^{n-1} (\beta_i - \beta_{i+1})_+. 
$$

This results in a “nearly-isotonic” fit $\hat{\beta}$. Above, we use $x_+ = \max\{x, 0\}$ to denote the positive part of $x$. The specialized ADMM updates are:

$$
\beta \leftarrow ((1 + \rho_2)I + \rho_1(D^{(k)})^T D^{(k)})^{-1}(y + \rho_1(D^{(k)})^T(\alpha + u) + \rho_2(\gamma + v)), \\
\alpha \leftarrow DP_{\lambda_1/\rho_1}(D^{(k)} \beta - u), \\
\gamma \leftarrow DP^+_{\lambda_2/\rho_2}(\beta - v), \\
u \leftarrow u + \alpha - D^{(k)} \beta, \quad v \leftarrow v + \gamma - \beta.
$$

where $DP^+_t(z)$ denotes a nearly-isotonic regression fit to $z$, with penalty parameter $t$. It can be computed in $O(n)$ time by modifying the dynamic programming algorithm of Johnson [110] for the 1d fused lasso, so one round of updates still takes $O(n)$ time.

**Conclusion**

We proposed a specialized but simple ADMM approach for trend filtering, leveraging the strength of extremely fast, exact solvers for the special case $k = 0$ (the 1d fused lasso problem) in order to solve higher order problems with $k \geq 1$. The algorithm is fast and robust over a wide range of problem sizes and regimes of regularization parameters (unlike primal-dual interior point methods, the current state-of-the-art). Our specialized ADMM algorithm converges at a far superior rate to (accelerated) first-order methods, coordinate descent, and (what may be considered as) the standard ADMM approach for trend filtering. Finally, a major strength of our proposed algorithm is that it can be modified to solve many extensions of the basic trend filtering problem. Software for our specialized ADMM algorithm is accessible through the `trendfilter` function in the R package `glmgen`, built around a lower level C package, both freely available at [https://github.com/statsmaths/glmgen](https://github.com/statsmaths/glmgen).

**9.6 Appendix: further details and simulations**

**9.6.1 Algorithm details for the motivating example**

First, we examine in Figure 9.13 the condition numbers of the discrete difference operators $D^{(k+1)} \in \mathbb{R}^{(n-k-1) \times n}$, for varying problem sizes $n$, and $k = 0, 1, 2$. Since the plot uses a log-log scale, the straight lines indicate that the condition numbers grow polynomially with $n$ (with a larger exponent for larger $k$). The sheer size of the condition numbers (which can reach $10^{10}$ or larger, even for a moderate problem size of $n = 5000$) is worrisome from an optimization point of view; roughly speaking, we would expect the criterion in these cases to be very flat around its optimum.
Figure 9.13: A log-log plot of the condition number of $D^{(k+1)}$ versus the problem size $n$, for $k = 0, 1, 2$, where the condition numbers scale roughly like $n^k$.

Figure 9.1 (in the introduction) provides evidence that such a worry can be realized in practice, even with only a reasonable polynomial order and moderate problem size. For this example, we drew $n = 1000$ points from an underlying piecewise linear function, and studied computation of the linear trend filtering estimate, i.e., with $k = 1$, when $\lambda = 1000$. We chose this tuning parameter value because it represents a statistically reasonable level of regularization in the example. The exact solution of the trend filtering problem at $\lambda = 1000$ was computed using the generalized lasso dual path algorithm [9, 213]. The problem size here is small enough that this algorithm, which tracks the solution in (9.1) as $\lambda$ varies continuously from $\infty$ to 0, can be run effectively; however, for larger problem sizes, computation of the full solution path quickly becomes intractable. Each panel of Figure 9.1 plots the simulated data points, and the exact solution as a reference point. The results of using various algorithms to solve (9.1) at $\lambda = 1000$ are also shown. Below we give the details of these algorithms.

- Proximal gradient algorithms cannot be used directly to solve the primal problem (9.1) (note that evaluating the proximal operator is the same as solving the problem itself). However, proximal gradient descent can be applied to the dual of (9.1). Abbreviating $D = D^{(k+1)}$, the dual problem can be expressed as (e.g., see Tibshirani and Taylor [213])

$$
\hat{u} = \arg \min_{u \in \mathbb{R}^{n-k-1}} \| y - D^T u \|_2^2 \text{ subject to } \| u \|_\infty \leq \lambda.
$$

(9.20)

The primal and dual solutions are related by $\hat{\beta} = y - D^T \hat{u}$. We ran proximal gradient and accelerated proximal gradient descent on (9.20), and computed primal solutions accordingly. Each iteration here is very efficient and requires $O(n)$ operations, as computation of the gradient involves one multiplication by $D$ and one by $D^T$, which takes linear time since these matrices are banded, and the proximal operator is simply coordinate-wise truncation (projection onto an $\ell_\infty$ ball). The step sizes for each algorithm were hand-selected to be the largest values for which the algorithms still converged; this was intended to give the algorithms the best possible performance. The top left panel of Figure 9.1 shows the results after 10,000 iterations of proximal gradient its accelerated version on the dual (9.20). The fitted curves are wiggly and not piecewise linear, even after such
an unreasonably large number of iterations, and even with acceleration (though acceleration clearly provides an improvement).

- The trend filtering problem in (9.1) can alternatively be written in lasso form,

\[
\hat{\theta} = \arg \min_{\theta \in \mathbb{R}^n} \frac{1}{2} \| y - H\theta \|_2^2 + \lambda \cdot k! \sum_{j=k+2}^{n} |\theta_j|, \quad (9.21)
\]

where \( H = H^{(k)} \in \mathbb{R}^{n \times n} \) is \( k \)th order falling factorial basis matrix, defined over \( x_1, \ldots, x_n \), which, recall, we assume are 1, …, \( n \). The matrix \( H \) is effectively the inverse of \( D \) [212], and the solutions of (9.1) and (9.21) obey \( \hat{\beta} = H \hat{\theta} \). The lasso problem (9.21) provides us with another avenue for proximal gradient descent. Indeed the iterations of proximal gradient descent on (9.21) are very efficient and can still be done in \( O(n) \) time: the gradient computation requires one multiplication by \( H \) and \( H^T \), which can be applied in linear time, despite the fact that these matrices are dense [227], and the proximal map is coordinate-wise soft-thresholding. After 10,000 iterations, as we can see from the top right panel of Figure 9.1, this method still gives an unsatisfactory fit, and the same is true for 10,000 iterations with acceleration (the output here is close, but it is not piecewise linear, having rounded corners).

- The bottom left panel in the figure explores two commonly used non-first-order methods, namely, coordinate descent applied to the lasso formulation (9.21), and a standard ADMM approach on the original formulation (9.1). The standard ADMM algorithm is described in Section 9.2, and has \( O(n) \) per iteration complexity. As far as we can tell, coordinate descent requires \( O(n^2) \) operations per iteration (one iteration being a full cycle of coordinate-wise minimizations), because the update rules involve multiplication by individual columns of \( H \), and not \( H \) in its entirety. The plot shows the results of these two algorithms after 5000 iterations each. After such a large number of iterations, the standard ADMM result is fairly close to the exact solution in some parts of the domain, but overall fails to capture the piecewise linear structure. Coordinate descent, on the other hand, is quite far off (although we note that it does deliver a visually perfect piecewise linear fit after nearly 100,000 iterations).

- The bottom right panel in the figure justifies the perusal of this chapter, and should generate excitement in the curious reader. It illustrates that after just 20 iterations, both the PDIP method of Kim et al. [115], and our special ADMM implementation deliver results that are visually indistinguishable from the exact solution. In fact, after only 5 iterations, the specialized ADMM fit (not shown) is visually passable. Both algorithms use \( O(n) \) operations per iteration: the PDIP algorithm is actually applied to the dual problem (9.20), and its iterations reduce to solving linear systems in the banded matrix \( D \); the special ADMM algorithm in described in Section 9.2.

9.6.2 ADMM vs. PDIP for \( k = 3 \) (piecewise cubic fitting)

For the case \( k = 3 \) (piecewise cubic fitting), the behavior of PDIP mirrors that in the \( k = 2 \) case, yet the convergence issues begin to show at problem sizes smaller by an order of magnitude. The specialized ADMM approach is slightly slower to converge, but overall still quite fast and robust. Figure 9.14 supports this point.

9.6.3 Prediction at arbitrary points

Continuing within the nonparametric regression context, an important task to consider is that of function prediction at arbitrary locations in the domain. We discuss how to make such predictions using trend
filtering. This topic is not directly relevant to our particular algorithmic proposal, but our R software package that implements this algorithm also features the function prediction task, and hence we describe it here for completeness. The trend filtering estimate, as defined in (9.1), produces fitted values \( \hat{\beta}_1, \ldots, \hat{\beta}_n \) at the given input points \( x_1, \ldots, x_n \). We may think of these fitted values as the evaluations of an underlying fitted function \( \hat{f} \), as in \( (\hat{f}(x_1), \ldots, \hat{f}(x_n)) = (\hat{\beta}_1, \ldots, \hat{\beta}_n) \). Tibshirani [212], Wang et al. [227] argue that the appropriate extension of \( \hat{f} \) to the continuous domain is given by

\[
\hat{f}(x) = \sum_{j=1}^{k+1} \hat{\phi}_j \cdot h_j(x) + \sum_{j=1}^{n-k-1} \hat{\theta}_j \cdot h_{k+1+j}(x),
\]

(9.22)

where \( h_1, \ldots, h_n \) are the falling factorial basis functions, defined as

\[
h_j(x) = \prod_{\ell=1}^{j-1} (x - x_\ell), \quad j = 1, \ldots, k + 1,
\]

\[
h_{k+1+j}(x) = \prod_{\ell=1}^{k} (x - x_{j+\ell}) \cdot 1\{x \geq x_{j+k}\}, \quad j = 1, \ldots, n - k - 1,
\]

Figure 9.14: Convergence plots for \((k = 3)\): achieved criterion values across iterations of ADMM and PDIP, with the same layout as in Figures 9.5 and 9.8 except that the first row uses \( n = 1000 \) points, and the second row \( n = 10,000 \) points. Both algorithms comfortably converge when \( n = 1000 \). However, PDIP encounters serious difficulties when \( n = 10,000 \), reminiscent of its behavior for \( k = 2 \) but when \( n = 100,000 \) (see Figure 9.8). In all cases, the specialized ADMM algorithm demonstrates a strong and steady convergence behavior.
and \( \hat{\phi} \in \mathbb{R}^{k+1}, \hat{\theta} \in \mathbb{R}^{n-k-1} \) are inverse coefficients to \( \hat{\beta} \). The first \( k + 1 \) coefficients index the polynomial functions \( h_1, \ldots, h_{k+1} \), and defined by \( \hat{\phi}_1 = \hat{\beta}_1 \), and

\[
\hat{\phi}_j = \frac{1}{(j-1)!} \cdot \left[ \text{diag} \left( \frac{1}{x_1 - x_1}, \ldots, \frac{1}{x_n - x_{n-j+1}} \right) \cdot D^{(x_j-1)} \right]_1 \cdot \hat{\beta}, \quad j = 2, \ldots, k+1. \tag{9.23}
\]

Above, we use \( A_1 \) to denote the first row of a matrix \( A \). Note that \( \hat{\phi}_1, \ldots, \hat{\phi}_{k+1} \) are generally nonzero at the trend filtering solution \( \hat{\beta} \). The last \( n - k - 1 \) coefficients index the knot-producing functions \( h_{k+2}, \ldots, h_n \), and are defined by

\[
\hat{\theta} = D^{(x_k+1)} \hat{\beta} / k!. \tag{9.24}
\]

Unlike \( \hat{\phi} \), it is apparent that many of \( \hat{\theta}_1, \ldots, \hat{\theta}_{n-k-1} \) will be zero at the trend filtering solution, more so for large \( \lambda \). Given a trend filtering estimate \( \hat{\beta} \), we can precompute the coefficients \( \hat{\phi}, \hat{\theta} \) as in (9.23). Then, to produce evaluations of the underlying estimated function \( \hat{f} \) at arbitrary points \( x'_1, \ldots, x'_m \), we calculate the linear combinations of falling factorial basis functions according to (9.22). From the precomputed coefficients \( \hat{\phi}, \hat{\theta} \), this requires only \( O(mr) \) operations, where \( r = \| D^{(x_k+1)} \hat{\beta} \|_0 \), the number of nonzero \((k+1)\)st order differences at the solution (we are taking \( k \) to be a constant).
Part III

Nonparametric Hypothesis Testing
Chapter 10

Nonparametric testing: Adaptivity of kernel and distance based two sample tests

Nonparametric two sample testing is a decision theoretic problem that involves identifying differences between two random variables without making parametric assumptions about their underlying distributions. We refer to the most common settings as mean difference alternatives (MDA), for testing differences only in first moments, and general difference alternatives (GDA), which is about testing for any difference in distributions. A large number of test statistics have been proposed for both these settings. This paper connects three classes of statistics - high dimensional variants of Hotelling’s t-test, statistics based on Reproducing Kernel Hilbert Spaces, and energy statistics based on pairwise distances. We ask the following question - how much statistical power do popular kernel and distance based tests for GDA have, compared against specialized tests for MDA, when the unknown distributions do actually differ in their means?

To answer this, we characterize the power of popular tests for GDA like the Maximum Mean Discrepancy with the Gaussian kernel (gMMD) and bandwidth-dependent variants of the Energy Distance with the Euclidean norm (eED) in the high-dimensional MDA regime. We prove several interesting properties relating these classes of tests under MDA, which include

(a) eED and gMMD have asymptotically equal power; furthermore they also enjoy a free lunch because, while they are additionally consistent for GDA, they have the same power as specialized high-dimensional t-tests for MDA. All these tests are asymptotically optimal (including matching constants) for MDA under spherical covariances, according to simple lower bounds.

(b) The power of gMMD is independent of the kernel bandwidth, as long as it is larger than the choice made by the median heuristic.

(c) There is a clear and smooth computation-statistics tradeoff for linear-time, subquadratic-time and quadratic-time versions of these tests, with more computation resulting in higher power.

All three observations are practically important, since point (a) implies that eED and gMMD while being consistent against all alternatives, are also automatically adaptive to simpler alternatives, point (b) suggests that the median “heuristic” has some theoretical justification for being a default bandwidth choice, and point (c) implies that expending more computation may yield direct statistical benefit by orders of magnitude.
## 10.1 Introduction

Nonparametric two sample testing (or homogeneity testing) deals with detecting differences between two distributions, given samples from both, without making any parametric distributional assumptions. More formally, given samples $X_1, \ldots, X_n \sim P$ and $Y_1, \ldots, Y_m \sim Q$, where $P$ and $Q$ are distributions in $\mathbb{R}^d$, the most common types of two sample tests involve testing for the following sets of null and alternate hypotheses:

- **General difference alternatives (GDA):** $H_0 : P = Q$ vs $H_1 : P \neq Q$,
- **Mean difference alternatives (MDA):** $H_0 : \mu_P = \mu_Q$ vs $H_1 : \mu_P \neq \mu_Q$,

where $\mu_P := \mathbb{E}_P X$, $\mu_Q := \mathbb{E}_Q Y$. This problem has a sustained interest in both the statistics and machine learning literature, due to applications where the sample size might be limited compared to dimensionality, due to experimental or computational costs. For example, it can be used to answer questions in medicine (is there a difference between pill and placebo?) and neuroscience (does a particular brain region respond differently to two different kinds of stimuli?).

We will assume $m = n$ for simplicity, though our results may be extended to the case when $m/(n+m)$ converges to any constant $k \in (0,1)$. A test $\eta$ is a function from $X_1, \ldots, X_n, Y_1, \ldots, Y_n$ to $\{0,1\}$, where we reject $H_0$ when $\eta = 1$. We will only consider tests that have an asymptotic type-I error of at most $\alpha$. Let us call the set of all such tests as:

$$[\eta]_{n,d,\alpha} := \{ \eta : \mathbb{R}^{n \times d} \times \mathbb{R}^{n \times d} \to \{0,1\}, \mathbb{E}_{H_0} \eta \leq \alpha + o(1) \}. \quad (10.1)$$

In the Neyman-Pearson paradigm for the fixed $d$ setting, a test is judged by its power $\phi = \phi(n, P, Q, \alpha) = \mathbb{E}_{H_1} \eta$, and we say that such a test $\eta \in [\eta]_{n,d,\alpha}$ is consistent in the fixed $d$ setting when

$$\mathbb{E}_{H_1} \eta \to 1, \mathbb{E}_{H_0} \eta \leq \alpha \text{ as } n \to \infty \text{ for any fixed } \alpha > 0.$$ 

In contrast, we say that a test $\eta \in [\eta]_{n,d,\alpha}$ is consistent in the high-dimensional setting when its power $\phi = \phi(n, d_n, P_n, Q_n, \alpha) = \mathbb{E}_{H_1} \eta$ satisfies

$$\mathbb{E}_{H_1} \eta \to 1, \mathbb{E}_{H_0} \leq \alpha \text{ as } (n, d) \to \infty, \text{ for any fixed } \alpha > 0$$

where one also needs to specify the relative rate at which $n, d$ can increase. The central question being considered in this paper is "what is the power of tests designed for GDA, compared to those designed for MDA, when the distributions truly differ in their means?". We will explain this and other related questions in more detail in Section 10.3.

**Remark 1.** The tests considered in this paper have some common properties. All the test statistics $T$ are centered under the null, i.e. $\mathbb{E}_{H_0} T = 0$, dividing the statistic by $\sqrt{\text{var}(T)}$ leads to an asymptotically standard normal statistic under the null, i.e. $T/\sqrt{\text{var}(T)} \sim N(0,1)$ under $H_0$, where $\sim$ represents convergence in distribution as $n \to \infty$, and hence all tests are of the form:

$$\eta(X_1, \ldots, X_n, Y_1, \ldots, Y_n) = \mathbb{I} \left( \frac{T}{\sqrt{\text{var}(T)}} > z_\alpha \right)$$

where $z_\alpha$ is the $1 - \alpha$ quantile of the standard normal distribution.

Two-sample testing is a fundamental decision-theoretic problem, having a long history in statistics - for example, the past century has seen a wide adoption of the t-statistic by Hotelling [102] to decide if two samples have different population means (MDA). It was introduced in the parametric setting for
univariate Gaussians, but it has been generalized to multivariate non-Gaussian settings as well. If \( \bar{X}, \bar{Y} \) are the sample means, and \( S \) is a joint sample covariance matrix, then a statistician using the multivariate \( t \)-test calculates

\[
T_H := (\bar{X} - \bar{Y})^T S^{-1} (\bar{X} - \bar{Y})
\]

and the test is \( \mathbb{I}(T_H / \sqrt{\text{Var}(T_H)} > t_\alpha) \) where \( t_\alpha \) is chosen so that \( E_{H_0} \eta \leq \alpha + o(1) \). \( T_H \) is consistent for MDA whenever \( P, Q \) have different means, and further, it is known to be the “uniformly most powerful” test when \( P, Q \) are univariate Gaussians under fairly general assumptions \( \{5, 112, 181, 191\} \).

In a seminal paper by \([13]\), the authors proved that \( T_H \) has asymptotic power tending to \( \alpha \) in this high-dimensional setting (as discussed in the next section), motivating the study of alternative test statistics. Despite their increasing popularity and usage, many interesting questions remain unanswered, as will be discussed in Section \([10.3]\) and partially answered in this paper. This paper deals with (moderately) high-dimensional and nonparametric two-sample testing, where \( d \) can grow polynomially with \( n \), and there are no explicit parametric assumptions on \( P, Q \). In Section \([10.7]\) we experimentally validate our claims for a variety of distributions, even at quite small sample sizes and dimensions. This shows that the asymptotics accurately describe even finite sample behavior of these tests.

**Paper Outline.** The rest of this paper is organized as follows. In Section \([10.2]\) we introduce three classes of tests in the literature - Hotelling-based tests for MDA, and kernel-based and distance-based tests for GDA, and we discuss related open questions in Section \([10.3]\). In Section \([10.4]\) we prove that three of the most popular tests (one from each class) have the same asymptotic power for MDA, showing the free adaptivity of GDA-based tests for the simpler MDA problem. In Section \([10.5]\) we show that all these classes of tests are optimal for MDA under the diagonal covariance setting, by adapting a lower bound from the normal means problem. Section \([10.6]\) discusses computation-statistics tradeoffs, where we compare the power of linear-time, sub-quadratic time and quadratic-time versions of these tests. In Section \([10.7]\) we run experiments and discuss some practical implications of this work. We end with the proofs in Section \([10.8]\).

**Notation** We use the standard \( o, o_P, O_P \) notation extensively. Also, for two non-random sequences \( A_n, B_n, A_n = \Omega(B_n) \) is the negation of \( A_n = o(B_n) \), \( A_n = \omega(B_n) \) is the negation of \( A_n = O(B_n) \), and \( A_n \asymp B_n \) to mean \( A_n = B_n(c + o(1)) \) for some absolute constant \( c \). \( Tr(\cdot) \) is the trace of a (square) matrix and \( Tr^k(\cdot) \) is the \( k \)-th power of the trace. \( \circ \) is the elementwise or Hadamard product, \( Ts(\cdot) \) refers to the total sum of all the elements of a matrix, \( e_i \) is the \( i \)-th standard basis vector, 1 is the vector of ones. \( \rightsquigarrow \) is convergence in distribution, and \( \mathbb{I}(\cdot) \) is a 0-1 indicator function.

### 10.2 Hotelling-based MDA Tests and Kernel/Distance-based GDA tests

**Tests for MDA.** As mentioned in the introduction, \([13]\) prove that Hotelling’s \( T_H \) has power tending to \( \alpha \) (this is called trivial power), when \( (n, d) \to \infty \) with \( d/n \to 1 - \epsilon \) for small \( \epsilon \), explained by the inherent difficulty of accurately estimating the \( O(d^2) \) parameters of \( \Sigma^{-1} \) with very few samples (\( S^{-1} \) is not even defined if \( d > n \) and is badly conditioned if \( d \) is of similar order as \( n \)). To avoid this problem, they proposed to use the test statistic

\[
T_{BS} := \|\bar{X} - \bar{Y}\|^2 - \text{tr}(S)/n
\]

and showed that it has non-trivial power whenever \( d/n \to c \in (0, \infty) \). An important precursor to this nonparametric work of \([13]\) is that of \([55]\) who proposed a high-dimensional \( t \)-test for Gaussians. \([200]\) and \([201]\) proposed to instead use \( \text{diag}(S)^{-1} \) instead of \( S^{-1} \), in \( T_H \), and showed its advantages in certain
settings over $T_{BS}$ (specifically its scale invariance, i.e. invariance when the data is rescaled by a diagonal matrix, gives it an advantage when the covariance matrices are diagonal but non-spherical).

In another extension of $T_{BS}$ by [36], henceforth called $CQ$, the authors proposed a variant of $T_{BS}$ of the form

$$T_{CQ} := \frac{1}{n(n-1)} \sum_{i \neq j=1}^{n} X_i^T X_j + \frac{1}{n(n-1)} \sum_{i \neq j=1}^{n} Y_i^T Y_j - \frac{2}{n^2} \sum_{i,j=1}^{n} X_i^T Y_j,$$

analyzing its power for MDA when the covariances of $X, Y$ are also unequal and without explicit restrictions on $d, n$, but rather in terms of conditions stated in terms of $n, \Sigma$ and mean difference $\delta := \mu_P - \mu_Q$. We will return to these conditions later in this paper, since we will use assumptions of similar flavor.

Note that $\mathbb{E}[T_{CQ}] = \mu_P^T \mu_P + \mu_Q^T \mu_Q - 2\mu_P^T \mu_Q = \|\mu_P - \mu_Q\|^2$, and hence $T_{CQ}$ is an unbiased estimator of $\|\mu_P - \mu_Q\|^2$. In this paper, instead of using $T_{CQ}$ directly, we will analyze a minor variant, which is a U-statistic:

$$U_{CQ} := \frac{1}{n(n-1)} \sum_{i \neq j=1}^{n} h_{CQ}(X_i, X_j, Y_i, Y_j)$$

where

$$h_{CQ}(X, X', Y, Y') := X^T X + Y^T Y - X^T Y' - X'^T Y.$$

$(10.2)$

$T_{CQ}$’s difference from $U_{CQ}$ is only in the third term, and this difference is asymptotically vanishing, making the asymptotic properties of $U_{CQ}$ (especially its power) identical to $T_{CQ}$, and its usage is only for technical convenience.

There is also a large literature on the so-called parametric Behrens-Fisher problem, which is a parametric MDA problem where the distributions are Gaussian and heteroskedastic, and also the nonparametric Behrens-Fisher problem that deals with MDA when $P, Q$ are nonparametric mean-scale families, in the univariate and multivariate settings. See [17] and [131] for recent such works, and references therein. Another related line of work analyzes the setting where $p$ could be exponentially larger than $n$ but assuming some kind of sparsity (say in the mean difference); see [30] for such an example.

**Tests for GDA.** It is well known that the Kolmogorov-Smirnov (KS) test by [116] and [194] involves differences in empirical CDFs. The KS test, the related Cramer von-Mises criterion by [43] and [222], and Anderson-Darling test by [6] are very popular in one dimension, but their usage has been more restricted in higher dimensions. This is mostly due to the curse of dimensionality involved with estimating multivariate empirical CDFs. While there has been work on generalizing these popular one-dimensional to higher dimensions, like [19], these are seemingly not the most common multivariate tests. Some other examples of univariate tests include rank based tests as covered by the book [124] and the runs test by [225], while some interesting multivariate tests include spanning tree methods by [74], nearest-neighbor based tests by [153] and [96], and the “cross-match” tests by [175]. Most of these have been proved to be consistent in the fixed $d$ setting, but not much is known about their power in the high-dimensional setting.

One popular class of tests for the multivariate GDA problem that has emerged over the last decade, are kernel-based tests introduced in parallel by [70] and [85], and expanded on in [82]. The **Maximum Mean Discrepancy** between $P, Q$ is defined as

$$\text{MMD}(H_k, P, Q) := \max_{\|f\|_{H_k} \leq 1} \mathbb{E}_P f(x) - \mathbb{E}_Q f(y)$$

where $H_k$ is a Reproducing Kernel Hilbert Space associated with Mercer kernel $k(\cdot, \cdot)$, and $\{f : \|f\|_{H_k} \leq 1\}$ is its unit norm ball. It is easy to see that $\text{MMD} \geq 0$, and also that $P = Q$ implies $\text{MMD} = 0$. For
the converse, \cite{[83]} show that under fairly general conditions involving $H_\kappa$ or equivalently $\kappa$, the equality holds iff $P = Q$. The authors prove that

$$\text{MMD}(H_\kappa, P, Q) = \|E_P \kappa(x, .) - E_Q \kappa(y, .)\|_{H_\kappa}.$$  

This gives rise to a natural associated test, that involves thresholding the following U-statistic, an unbiased estimator of MMD$^2$:

$$\text{MMD}^2\kappa(k(\cdot, \cdot)) := \frac{1}{n(n-1)} \sum_{i \neq j} h_\kappa(X_i, X_j, Y_i, Y_j)$$

where $h_\kappa(X, X', Y, Y') := \kappa(X, X') + \kappa(Y, Y') - \kappa(X, Y') - \kappa(X', Y)$. (10.3)

Note once again that we can form a gMMD statistic having 3 summations like $T_{CQ}$, but for technical convenience we mimic the form of the U-statistic $U_{CQ}$, the asymptotic properties of both being the same. Note that $U_{CQ}$ is just the MMD when we use the linear kernel $k(a, b) = a^T b$. The most popular kernel for GDA is the Gaussian kernel with bandwidth parameter $\gamma$, leading to the test statistic that we henceforth call gMMD:

$$\text{gMMD}^2\gamma := \text{MMD}^2\kappa(g_\gamma(\cdot, \cdot))$$

where $g_\gamma(a, b) := \exp\left(-\frac{\|a - b\|^2}{\gamma^2}\right)$.  

Apart from the fact that the population $\text{gMMD}^2\kappa(P, Q) = 0$ iff $P = Q$ the other fact that makes this a useful test statistic is that its estimation error, i.e. the error of $\text{MMD}^2\kappa$ in estimating MMD$^2$, scales like $1/\sqrt{n}$, independent of $d$; see \cite{[82]} for a detailed proof of this fact. This is unlike the KL divergence, for example, which is 0 iff $P = Q$ but is hard to estimate in high-dimensions. However, it was recently argued in \cite{[167]} that the study of estimation error covers only one side of the story, and that test power still degrades with $d$ even if estimation error does not.

A related but different class of tests are distance-based “energy statistics” as introduced in parallel by \cite{[16]} and \cite{[207]}, and generalized to some kinds of metrics, denoted $\rho$, for a related independence testing problem, by \cite{[133]}. The test statistic is called the Cramer statistic by the former paper but we use the term Energy Distance as done by the latter, and once more, we study the U-statistic form:

$$\text{ED}_u(\rho(\cdot, \cdot)) := \frac{1}{n(n-1)} \sum_{i \neq j} h_\rho(X_i, X_j, Y_i, Y_j)$$

where $h_\rho(X, X', Y, Y') := \rho(X, Y') + \rho(X', Y) - \rho(X, X') - \rho(Y, Y')$. (10.4)

The most popular or “default” choice within this class (the only one studied by both sets of authors who introduced it) is the Energy Distance with the Euclidean distance, henceforth called eED, defined as

$$\text{eED}_u := \text{ED}_u(e(\cdot, \cdot))$$

where $e(a, b) := \|a - b\|_2$.

Appropriately thresholding $\text{gMMD}^2\gamma$ and $\text{eED}_u$ leads to tests that are consistent for GDA in the fixed $d$ setting against all fixed alternatives where $P \neq Q$ (and some local alternatives, i.e. alternatives that change with $n$) under fairly general conditions and such results can be found in the associated references. However not much is known about them in the high dimensional regime.

**Remark 2.** This paper will deal largely with gMMD and eED, because these are the most popular choices for kernel and distance used in practice, but similar inferences can possibly be made about other kernels and distances, using the same proof technique. Similarly, we will focus on $U_{CQ}$, though one may draw similar inferences about $T_{BS}$ and $T_{SD}$ and their corresponding GDA variants.
10.3 Open Questions and Summary of Results

The test statistics for MDA, like $U_{CQ}, T_{BS}, T_{SD}, T_{H}$, have all been analysed in the high-dimensional setting. However, there is presently poor understanding of $gMMD$ and $eED$ in high dimensions. Below we list some of these open questions (along with explanations) that we are going to answer in this paper, followed by our partial answers to these questions.

Q1. How can one characterize the power of nonparametric tests like $gMMD$ and/or $eED$ in high dimensions, either for GDA or MDA?

Explanation [Q1]. In the fixed $d$ setting, $gMMD$ and $eED$ are well understood, and their null and alternate distributions are given in [82] and [207] respectively. However, their behavior in high dimensions seems to be essentially unanswered in the current literature. A general characterization of power is impossible since $P, Q$ could be different yet arbitrarily similar to each other (see Section 3.2 of [82] for a formal statement and proof of this claim). Due to this reason, one is somewhat restricted to trying to characterize the power in limited settings. For example, one can hope to characterize the power by parameterizing the problem in terms of the smallest moment in which $P, Q$ differ.

Result [Q1]. One way that we propose to analyze them is to consider two nonparametric distributions $P, Q$ that only differ in one specific moment and see how much power $gMMD$ or $eED$ have to identify this difference and reject the null. As a first step, this paper will characterize their power for MDA, when $P, Q$ differ only in their first moment.

Q2. How does the choice of bandwidth parameter $\gamma$ affect power of $gMMD^2_u$, for GDA or MDA?

Explanation [Q2]. The most popular choice of bandwidth is the “median heuristic” where it is chosen as the median Euclidean distance between all pairs of points (see [184]). However, the effect of this choice on test power is unclear. [83] also make suggestions for choosing the bandwidth parameter, but only for the linear-time $gMMD^2_l$ (see Section 10.6), and also with guarantees only in the fixed $d$ setting. Hence the study of how the kernel bandwidth affects power is a work in progress in the current literature. For any fixed $\gamma$, consistency for GDA was proved in [85], further, the power of $gMMD^2_u$ against any fixed GDA alternative was also explicitly derived in the fixed $d$ setting to be $\Phi(\sqrt{n})$, ignoring constants, where $\Phi$ is the Gaussian CDF. Notice that consistency of the $gMMD$ test for any fixed $\gamma$ is in stark contrast to using Gaussian kernels for density estimation, where we must let the bandwidth go to zero with increasing $n$, and hence the $gMMD$ statistic does not behave in the same way as the L2-distance between kernel density estimates, as done in [4].

Result [Q2]. In Section 10.4 we prove that the power of $gMMD^2_u$ does not depend on the bandwidth parameter $\gamma$, as long as $\gamma$ is chosen to be asymptotically larger than the choice made by the aforementioned median heuristic.

Q3. Can one directly compare the power of $eED$ and $gMMD$ for GDA or MDA? Is one of them more powerful than the other?

Explanation [Q3]. [187] describes connections between kernel and distance based tests for independence testing. Informally speaking, there is a near one-to-one correspondence between the class of kernels and distances for which such tests make sense. However, while there is some metric/semimetric that corresponding to Gaussian kernel $g$, that metric/semimetric is not the Euclidean distance $e$ (and vice
versa). eED seems to be more popular in the statistics literature, and gMMD in machine learning - it is of practical importance to both fields to know how one should choose between eED and gMMD.

Result [Q3]. In Section 10.4 we show that (under fairly general conditions) gMMD and eED have asymptotically equal power for MDA, both in theory and practice.

Q4. How do the powers of tests for GDA compare to tests for MDA, when (unknown to us) $P, Q$ actually differ in only their means?

Explanation [Q4]. Given a nonparametric two-sample testing problem, one generally does not know if the distributions differed in their means or not. If they did differ in their means, presumably the former statistics may perform worse than the latter, since the latter are designed specifically for that purpose, and can concentrate all their power in detecting first moment differences. But how much worse? What is the price one must pay for the extra generality of gMMD and eED? One of the main questions considered in this paper is actually one of comparing the powers of eED, gMMD and $U_{CQ}$.

Result [Q4]. In Section 10.4 we prove that one does not pay any price for the generality of gMMD$_u$ and eED$_u$ (they enjoy a “free lunch”) - gMMD$_u$ and eED$_u$ have the same power as $U_{CQ}$ against MDA in high dimensions, both in theory and practice, even though gMMD$_u$ and eED$_u$ are also consistent against GDA whereas $U_{CQ}$ is not. We would like to note that this result has actually been observed in practice, but seemingly not been explicitly acknowledged or conjectured. Figures 1 and 4 of [16] are quite convincing for eED, and the authors explicitly point this out in their experiments and conclusion sections, while Figures 3 and 4 of [131] also show same phenomenon for gMMD, though the latter authors do not comment on their experimental observation. As far as we know, this paper has the first rigorous justification of such a phenomenon.

Q5. How does computation affect power in high dimensions?

Explanation [Q5]. A final question we consider is the relationship between computation and power. Noting that gMMD$_u$ takes quadratic time i.e. $O(n^2)$ to compute, [82] and [233] introduce linear-time and block-based subquadratic-time statistics gMMD$_l$ and gMMD$_b$. The main related work in this regard is [168], which analyses a linear-time version of gMMD$_l$ in the high-dimensional setting. We will discuss this last question in detail in Section 10.6.

Result [Q5]. In Section 10.6 we show that expending more computation yields a direct statistical benefit of higher power; there is clear and smooth statistics-computation tradeoff for a family of earlier proposed sub-quadratic and linear time (kernel) two sample tests.

Q6. What are the lower bounds for two sample testing in high dimensions?

Explanation [Q6]. We have not seen any lower bounds for the two sample testing problem in the literature, and definitely none for the high dimensional setting, even under MDA.

Result [Q6]. In Section 10.5 we prove tight lower bounds for two-sample testing under MDA, for the case of diagonal covariance, which show that all three tests are optimal in this setting, even including constants.
10.4  Adaptivity of gMMD and eED to MDA

This section will aim to provide some answers to questions Q1-4. Our main assumptions are inspired by those in [13] and [36], and related followup papers.

[A1] Model. $X_i = \Gamma Z_{1i} + \mu_P$ and $Y_i = \Gamma Z_{2i} + \mu_Q$ for $i = 1, \ldots, n$ where $Z_{1i}, Z_{2i}$ are $k$-dimensional independent zero mean, identity covariance random variables and $\Gamma$ is a $d \times D$ unknown full-rank deterministic transformation matrix for some $D \geq d$ satisfying $\Gamma' = \Sigma$ (hence the $d \times d$ population covariance $\Sigma$ is full-rank). Denote the mean difference as $\delta := \mu_P - \mu_Q$.

Remark 3. Assumption [A1] implies that $X, Y$ have means $\mu_1, \mu_2$ and covariances $\Sigma$, like in [13]. We do not assume that $X, Y$ have different covariances $\Sigma_1, \Sigma_2$ like in [36]. The reason for this choice is as follows. gMMD and eED can detect differences in distributions $P, Q$ that occur in any finite moment. For example, by Bochner’s theorem (see [178]), the population quantity $gMMD^2$ is precisely (up to constants)

$$\int_{\mathbb{R}^d} |\varphi_X(t) - \varphi_Y(t)|^2 e^{-\gamma^2||t||^2} dt$$

where $\varphi_X(t) = \mathbb{E}_{x \sim P}[e^{-it^T x}]$ is the characteristic function of $X$ at frequency $t$ (similarly $\varphi_Y(t)$), and the population eED is precisely (up to constants)

$$\int_{(a,t) \in S^{d-1} \times \mathbb{R}} [F_X(a,t) - F_Y(a,t)]^2 da dt$$

where $F_X(a,t) = P(a^T X \leq t)$ (similarly $F_Y(a,t)$) is the population CDF of $X$ when projected along direction $a$ and $S^{d-1}$ is the surface of the $d$ dimensional unit sphere; see [207] for a proof. Because of this, gMMD and eED are sensitive to differences in second (and higher) moments of distributions. To analyze their power against MDA, it makes sense to nullify all other sources of signal like $||\Sigma_1 - \Sigma_2||_F^2$ that might alter the power of gMMD or eED.

[A2] Moment assumption. Each of the $D$ coordinates of $Z_{1i}$ and $Z_{2i}$ have $m \geq 8$ moments, each moment being a finite constant. For all $i = 1, \ldots, n$ and $s = 1, 2$, we have $\mathbb{E}(Z_{s1}^{\alpha_1} Z_{s2}^{\alpha_2} \ldots Z_{siD}^{\alpha_i}) = \mathbb{E}(Z_{s1}^{\alpha_1} \ldots \mathbb{E}(Z_{s2}^{\alpha_2}) \ldots \mathbb{E}(Z_{siD}^{\alpha_i})$ for all $\sum_{j=1}^D \alpha_j \leq 8$.

Remark 4. Assumption [A2] was made in essentially the same form in [13] and [36]. Some of our calculations explicitly involve how much these moments deviate from those of a standard Gaussian. We show in Section 10.7 that many of our results hold experimentally for a variety of non-Gaussian distributions.

[A3] Fairly good conditioning of $\Sigma$. (a) We assume that $Tr(\Sigma^{2k}) = \omega(Tr^2(\Sigma^k))$ for $k = 1, 2$. (b) We also assume that $Tr(\Sigma) \asymp d$ and for $S_i \in \{X_i, Y_i\}$, the average $||S_i - S_j||^2 / d$ exponentially concentrates around its expectation, i.e.

$$P \left( \frac{||S_i - S_j||^2}{d} - \mathbb{E}||S_i - S_j||^2 / d > d^{-\nu} \right) \to 0$$

exponentially fast in (some polynomial of) $d$.

for some $\nu = \nu(\Sigma, m) \in (1/3, 1/2]$. Remark 5. Assumption [A3] essentially means that $\Sigma$ is fairly well conditioned, and was also made in the aforementioned earlier works. To see this, note that if $\Sigma = \sigma^2 I$ then the conditions reduce to requiring $d = o(d^2)$. If all the eigenvalues of $\Sigma$ are bounded, this assumption is still met. When $\Sigma$’s eigenvalues are
not bounded, this condition will be satisfied as long as $\Sigma$ is not terribly conditioned. This assumption is discussed in detail with several nontrivial examples in [36]. Similarly, $\nu(\Sigma, m)$ reflects the conditioning of $\Sigma$, and the number $m$ of moments of $S$. In the best case, with $d$ independent coordinates i.e. identity covariance $\Sigma = I$ and infinite moments, $\nu(\Sigma, m) = 1/2$. As we assume fewer moments or as we deviate away from diagonal covariance to more ill-conditioned matrices, $\nu(\Sigma, m)$ stays away from half, but we assume it is fairly well-conditioned, being at least $1/3$. We think that some such good conditioning is necessary for our theorems to hold, but that the scalar $1/3$ can be lowered.

[A4] **Low signal strength.** $\|\delta\|^2 = o\left( \min\left\{ \frac{Tr(\Sigma)}{Tr(\Sigma)^2} \lambda_{\min}(\Sigma), \frac{Tr(\Sigma)}{d^2} \right\} \right)$ and $\delta^T \Sigma^k \delta = o(Tr(\Sigma^{k+1}))$ for $k = 0, 1, 2, 3$.

**Remark 6.** First recall that we assumed $\Sigma$ is full rank in Assumption [A1], so $\lambda_{\min}(\Sigma) > 0$. Assumption [A4] essentially means that the signal strength is not very large relative to the noise. For example, when $\Sigma = \sigma^2 I$, the assumption requires that $\|\delta\|^2 / \sigma^2 = o(\sqrt{d})$. Indeed, it more generally implies that $\|\delta\|^2 = o(Tr(\Sigma))$.

We need this assumption for technical reasons, and we conjecture that our results hold under a weaker assumption. Even in its present form, this is not such a strong assumption since (as we shall see in the theorem statements) if the signal strength is large then the decision problem becomes too easy and such a regime is rather uninteresting. Further note that $\delta^T \delta = o(Tr(\Sigma))$ implies, by Cauchy-Schwarz,

\[
\begin{align*}
\delta^T \Sigma \delta & \leq \lambda_{\max}(\Sigma) \|\delta\|^2 = o(\lambda_{\max}(\Sigma) Tr(\Sigma)), \\
\delta^T \Sigma^2 \delta & \leq Tr(\Sigma^2) \|\delta\|^2 = o(Tr(\Sigma^2) Tr(\Sigma)), \\
\delta^T \Sigma^3 \delta & = o(Tr(\Sigma^3) Tr(\Sigma)) \leq o(Tr(\Sigma^2) Tr(\Sigma^2)).
\end{align*}
\]

[A5] **High-dimensional setting.** $n = o(d^{3\nu-1} Tr(\Sigma^2)) = o(\sqrt{d} Tr(\Sigma)) = o(d^{2.5})$.

**Remark 7.** Currently, Assumption [A5] is needed only for a technicality in proving our main theorem, and we conjecture that it can be relaxed.

As in [36], we do not assume that $(n, d) \to \infty$ at any particular rate. Instead, we will analyze their behavior in two regimes that have implicit control on $n, d$. For notational convenience, denote

\[
\begin{align*}
\sigma^2_{n1} & := 8 \frac{Tr(\Sigma^2)}{n^2}, \\
\sigma^2_{n2} & := 8 \frac{\delta^T \Sigma \delta}{n}.
\end{align*}
\]

Recalling that $\delta := \mu_P - \mu_Q$, the first theorem summarizes the power of $U_{CQ}$.

**Theorem 24.** Under [A1], [A2] and [A3a], $U_{CQ}$ has asymptotic power which equals

\[
\phi_{CQ} = \Phi\left( -\frac{\sqrt{\frac{Tr(\Sigma^2)}{n^2}}}{\sqrt{\frac{Tr(\Sigma^2)}{n^2} + \frac{\delta^T \Sigma \delta}{n}}} \cdot z_{\alpha} + \frac{\|\delta\|^2}{\sqrt{8 \frac{Tr(\Sigma^2)}{n^2} + 8 \frac{\delta^T \Sigma \delta}{n}}} \right) + o(1)
\]

where $\Phi$ is the Gaussian CDF and $z_{\alpha}$ is the threshold representing the $\alpha$-quantile of the standard Gaussian distribution.

This theorem follows from the main result of [36] for $U_{CQ}$, and hence we do not reproduce it here. There, the authors prove that $U_{CQ}$ is asymptotically normally distributed with variance $\sigma^2_{n1} + \sigma^2_{n2}$ under

\[This holds because $Tr(\Sigma) = Tr(\Sigma^2 \Sigma^{-1}) \leq Tr(\Sigma^2) \lambda_{\min}^{-1}(\Sigma)$ by Cauchy-Schwarz inequality that $Tr(A^T B) \leq \|A\|_o\|B\|_{op}$ where $\ast, op$ refer to the nuclear and operator norms respectively.
the alternative, and variance $\sigma^2_{n_1}$ under the null (with $\Sigma_1 = \Sigma_2 = \Sigma$ and $n_1 = n_2 = n$ being used by us). This then gives rise to the above expression for the power $\phi$ fairly easily, except that the authors made a small mistake by interchanging $\sigma_{n_1}$ and $\sigma_{n_2}$ in one crucial expression (confirmed by email correspondence with the authors, summarized in the Appendix Sec. 10.8.2). Another minor difference is that we write down the power as a single expression, while [36] prefer to write them down in the two aforementioned special cases of low and high SNR.

Remark 8. The null distribution of $U_{CQ}$ is asymptotically Gaussian under MDA in this high-dimensional setting. This is in stark contrast to the fixed-$d$, increasing-$n$ setting, where the null distribution is an infinite sum of weighted chi-squared distributions, due to the properties of degenerate U-statistics (see [188]). This seems to have first been proved by [13] for $T_{BS}$ using a martingale central limit theorem (see [89]).

The next theorem summarizes the power of $gMMD$, which is also one of the main results of the paper.

**Theorem 25.** Assume [A1], [A2], [A3], [A4] and [A5], and let the bandwidth be chosen as $\gamma^2 = \omega(2Tr(\Sigma))$. Then $gMMD_\gamma$ has asymptotic power which is independent of $\gamma$, and equals the power of $U_{CQ}$. In other words, the power is

$$\phi_{gMMD} = \Phi\left(-\frac{\sqrt{Tr(\Sigma^2)}/n^{1/2}}{\sqrt{Tr(\Sigma^2)/n^{1/2}} + \frac{\delta T \Sigma \delta}{n}} \cdot z_\alpha + \frac{||\delta||^2}{\sqrt{8 Tr(\Sigma^2)/n^{1/2} + 8 \delta T \Sigma \delta/n}}\right) + o(1)$$

for all $\gamma^2 = \omega(2Tr(\Sigma))$.

The proof of this theorem is covered in Section 10.8. While one may conjecture a result like the above due to the claims of [61] that the Gaussian kernel often behaves like the linear kernel in high dimensions, their results only hold true when $n \approx d$ (apart from other differences in assumptions). Further, they also interpret the results rather pessimistically, by saying that these kernels do not provide an advantage in the high-dimensional setting, but we will demonstrate in experiments that when the linear kernel does not suffice (the distributions have the same mean but differ in their variances), then $U_{CQ}$ has trivial power but $gMMD$‘s power tends to one in reasonable scenarios. Of course, more samples are probably needed to detect differences in second moments compared to differences in first moments. Hence, we choose to interpret the above result optimistically — not only is $gMMD$ capable of detecting any difference in distributions, but it also detects differences in means as well as $U_{CQ}$ which is designed to test only mean differences.

For the purpose of mathematical analysis, we now introduce a family of statistics, for which $eED_{u}$ is a special case. These are defined (recalling Eq. (10.4)) as

$$eED_{\gamma} := ED_u(e_\gamma(\cdot, \cdot))$$

where $e_\gamma(a, b) := \sqrt{\gamma^2 - 2Tr(\Sigma) + ||a - b||^2_2}$

where $\gamma^2 \geq 2Tr(\Sigma)$ is a constant user-chosen bandwidth parameter. Note that

$$\lim_{\gamma^2 \to 2Tr(\Sigma)^+} eED_{\gamma} = eED_{u}$$

The next theorem summarizes the power of $eED_{\gamma}$, in all cases when $\gamma^2 = \omega(2Tr(\Sigma))$.

**Theorem 26.** Assume [A1], [A2], [A3], [A4] and [A5], and let the bandwidth be chosen as $\gamma^2 = \omega(2Tr(\Sigma))$. Then $eED_{\gamma}$ has asymptotic power which is independent of $\gamma$, and equals the power of $U_{CQ}$.
In other words, the power is

$$\phi_{\text{ED}} = \Phi \left( -\frac{\sqrt{\text{Tr}(\Sigma^2)}}{\sqrt{\text{Tr}(\Sigma^2)/n + d\delta^2 \Sigma}} \cdot z_\alpha + \frac{||\delta||^2}{\sqrt{8 \text{Tr}(\Sigma^2)/n^2 + 8d\delta^2 \Sigma}} \right) + o(1)$$

for all $\gamma = \omega(2\text{Tr}(\Sigma))$.

The proof of this theorem is similar to the proof of Theorem 25 and hence is briefly covered at the end of Section 10.8, after the proof of Theorem 25.

Remark 9. We remark on our inability to prove the above theorems for the limiting case of $\gamma^2 \propto 2\text{Tr}(\Sigma)$. The proofs of Theorems 25 and 26 are based on a Taylor expansion of the $h_\delta$ and $h_\Delta$ respectively (recall Eqs. (10.3), (10.4) for their definition). This leads to a “dominant” Taylor term $U_2/\gamma^2$ which is a U-statistic in $h_2$ and a “remainder” term $U_4/\gamma^4$ which is a U-statistic in $h_4$, where

$$h_2(X, X', Y, Y') = \|X - X'\|^2 + \|Y - Y'\|^2 - \|X - Y\|^2 - \|X' - Y\|^2,$$

$$h_4(X, X', Y, Y') = \|X - X'\|^4 + \|Y - Y'\|^4 - \|X - Y\|^4 - \|X' - Y\|^4.$$  (10.8)

One can easily observe that $h_2 = -2h_{CQ}$ (see Eq. (10.2)) and hence the behavior of $U_2$ is immediately captured by the behavior of $U_{CQ}$, the most important fact being that $U_2$ is always Gaussian under the null and the alternative (as mentioned after Theorem 24 and its following remarks). When $\gamma^2 = \omega(\text{Tr}(\Sigma))$, we prove that $U_4/\gamma^4 = o_P(U_2/\gamma^2)$. However, when $\gamma^2 \propto 2\text{Tr}(\Sigma)$, our results suggest that $U_4/\gamma^4 = O_P(U_2/\gamma^2)$. However, while we know that $U_2/\gamma^2$ is asymptotically Gaussian, we do not know the limiting distribution of $U_4/\gamma^4$, even though we undertake tedious calculations to find the mean and variance of $U_4$. Hence, while this allows us to make arguments about the mean and variance of gMMD and eED, we cannot make power claims since for that purpose we require knowing the limiting distribution of $U_4$ under the null. While we conjecture that it is indeed Gaussian and simulations support this, the proof is vastly more complicated than for $U_2$ because the number of terms to be controlled in the martingale central limit theorem is larger (by an order of magnitude, as the number of terms grows exponentially). Proving the above theorem statements for the limiting case is an important direction for future work, and may require development of the theory of U-statistics for high dimensional variables. However, for the moment we show a variety of experiments that support our conjecture, implying that the borderline case is probably a technical limitation.

10.4.1 The Special Case of $\Sigma = \sigma^2 I$

Though no explicit assumptions are placed on $n, d$ for the above expression (and hence for consistency to hold), for further understanding of the power of these tests, let us consider the situation when $\Sigma = \sigma^2 I$ and define the signal-to-noise ratio (SNR) as

$$\text{SNR} \quad \Psi := \frac{||\delta||}{\sigma}.$$  

One can think of $\Psi^2$ as the problem-dependent constant, which determines how hard the testing problem is - of course, the larger the SNR, the easier the distributions are to distinguish. Indeed, in the special case of $P, Q$ being spherical Gaussians, $\Psi^2$ is just the KL-divergence between these distributions. Then, the expression for power from Eq. (10.7) simplifies to

$$\Phi \left( -\frac{\sqrt{d}}{\sqrt{d + n\Psi^2}} z_\alpha + \frac{\Psi^2}{\sqrt{8d/n^2 + 8\Psi^2/n}} \right) + o(1).$$  (10.10)
We are most interested in the regimes where $\Psi$ is small. Let us define the three regimes as follows:

Low SNR: $\Psi = o(\sqrt{d/n})$,

Medium SNR: $\Psi \approx \sqrt{d/n}$,

High SNR: $\Psi = \omega(\sqrt{d/n})$.

**Remark 10.** We find it worthy to note that the behavior is different in the low and high SNR regime. Specifically, in the Low SNR regime, the asymptotic power is

$$\phi_L = \Phi \left( -z_\alpha + \frac{n\Psi^2}{\sqrt{8d}} \right) \text{ when } \Psi = o(\sqrt{d/n})$$

while in the high SNR regime, the asymptotic power is

$$\phi_H = \Phi \left( \frac{\sqrt{n}\Psi}{\sqrt{8}} \right) \text{ when } \Psi = \omega(\sqrt{d/n})$$

The above two rates match in the Medium SNR regime, yielding a power $\approx \Phi(\sqrt{d})$.

### 10.5 Lower Bounds when $\Sigma = \sigma^2 I$

Here we show that the form of the power achieved in Theorem 24 is not improvable under certain assumptions. For example, in the case when $\Sigma = \sigma^2 I$, we can provide matching lower bounds to Eq. 10.10 using techniques from [106] designed for Gaussian normal means problem. The proof relies on the Gaussian approximations of the central and noncentral chi-squared distributions.

**Proposition 27.** Let $G_d(x, 0)$ be the cdf of a central chi-squared distribution with $d$ degrees of freedom and $G_d(x, r)$ be the cdf of a noncentral chi-squared distribution with $d$ degrees of freedom and noncentrality parameter $r$. Then as $d \to \infty$, we have uniformly over $x, r$

$$G_d(x, 0) = \Phi \left( \frac{x - d}{\sqrt{2d}} \right) + o(1),$$

$$G_d(x, r^2) = \Phi \left( \frac{x - d - r^2}{\sqrt{2d + 4r^2}} \right) + o(1),$$

$$G_d(T_{d\alpha}, r^2) = \Phi \left( \frac{\sqrt{2d}}{\sqrt{2d + 4r^2}} z_\alpha - \frac{r^2}{\sqrt{2d + 4r^2}} \right) + o(1)$$

where $T_{d\alpha}$ is $1 - \alpha$ quantile cutoff of the $\chi^2_d$ and $z_\alpha$ is the corresponding quantile of the standard normal.

**Remark 11.** Our Eq. (10.18) differs from [106] Ch 1.3, Pg 13, Eq. 1.14 where the authors applied the additional approximation that $d \to \infty$ with $r$ fixed (or just $d >> r$) to get

$$G(T_{d\alpha}, r^2) = \Phi(z_\alpha - \rho^2/\sqrt{2d}) + o(1).$$

We do not make this approximation.

2There is a mistake/typo in the paper by [36], which causes them to miss this surprising observation. We have confirmed this important typo with the authors, and describe the context of its occurrence in more detail in the Appendix Sec. 10.8.2.
Proposition 28. Given $\alpha$, power at level problem as the set of all tests from $\mathbb{R}$ is $\sigma$, and whose covariances are both $F$. Example 2.2 on pg 51 of [106], the end of the example yielding the expression for power as $G$. This proposition is proved in [106] [Ch 1.3, Pg 12].

Proof: The first two expressions appear verbatim in [106] [Ch 1.3, Pg 12]. Substituting $x = T_{d\alpha}$ into the second expression yields

$$G_d(T_{d\alpha}, r^2) = \Phi \left( \frac{T_{d\alpha} - d}{\sqrt{2d + 4r^2}} - \frac{r^2}{\sqrt{2d + 4r^2}} \right) + o(1)$$

The last expression then follows due to the following fact:

$$\frac{T_{d\alpha} - d}{\sqrt{2d}} = z_\alpha + o(1), \quad (10.20)$$

Eq. (10.20) holds by the following argument. First note that

$$(\chi_d^2 - d)/\sqrt{2d} \Rightarrow N(0, 1).$$

Then by definition of $T_{d\alpha}$,

$$P(\chi_d^2 > T_{d\alpha}) \leq \alpha$$

which then implies

$$P\left(Z > \frac{T_{d\alpha} - d}{\sqrt{2d}} + o(1)\right) \leq \alpha$$

for standard normal $Z$. Since we know that $P(Z > z_\alpha) \leq \alpha$, Eq. (10.20) follows.

Next, define $S_d(\rho) = \{\delta \in \mathbb{R}^d \mid ||\delta|| = \rho\}$ to be the surface of the $d$-dimensional sphere of radius $\rho$. For the normal means problem, we are given $Z \sim N(\delta, I_d)$ and we test $H_0 : \delta = 0$ against $H_1 : \delta \in S_d(\rho)$. Recalling the definition of $[\eta]_{n,d,\alpha}$ from Eq. (10.1), we analogously define $[\eta]_{d,\alpha}$ for the normal means problem as the set of all tests from $\mathbb{R}^d \rightarrow [0, 1]$ with expected type-1 error at most $\alpha$. Define the minimax power at level $\alpha$ as

$$\beta(\rho, \alpha) := \inf_{\eta \in [\eta]_{n,d,\alpha}} \sup_{\delta \in S_d(\rho)} \mathbb{E}_\delta \eta.$$

Proposition 28. Given $Z \sim N(\delta, I_d)$ where $||\delta|| = \rho$, the minimax power for the normal means problem is

$$\beta(\rho, \alpha) = 1 - G_d(T_{d\alpha}, \rho^2) = \Phi \left( -\frac{\sqrt{2d}}{\sqrt{2d + 4\rho^2}}T_\alpha + \frac{\rho^2}{\sqrt{2d + 4\rho^2}} \right) + o(1).$$

Proof: This proposition is almost verbatim from Proposition 2.15 of Pg 69 of [106]. Its proof is given in Example 2.2 on pg 51 of [106], the end of the example yielding the expression for power as $G_d(T_{d\alpha}, \rho^2)$. The only difference in our proposition statement is that we directly use the expression $G_d(T_{d\alpha}, \rho^2)$ in Eq. (10.18) instead of the approximation in Eq. (10.19).

The above proposition now directly yields a lower bound for two sample testing when $\Sigma = \sigma^2 I$. Let $F_d(\rho, \sigma) := \{(P, Q) : \mathbb{E}_P[X] - \mathbb{E}_Q[Y] \in S_d(\rho), \mathbb{E}[XX^T] - \mathbb{E}[X]\mathbb{E}[X]^T = \mathbb{E}[YY^T] - \mathbb{E}[Y]\mathbb{E}[Y]^T = \sigma^2 I\}$ represent the set of all pairs of $d$-dimensional distributions $P, Q$ whose means differ by $\delta \in S_d(\rho)$ and whose covariances are both $\sigma^2 I$. Define the minimax power at level $\alpha$ as

$$\beta(\rho, \alpha, \sigma) := \inf_{\eta \in [\eta]_{n,d,\alpha}} \sup_{(P, Q) \in F_d(\rho, \sigma)} \mathbb{E}_{P,Q} \eta.$$

Theorem 29. Given $X_1, \ldots, X_n \sim N(0, \sigma^2 I_d)$ and $Y_1, \ldots, Y_n \sim N(\delta, \sigma^2 I_d)$, suppose we want to test $\delta = 0$ against $\delta \in S_d(\rho)$. Then putting $\Psi := \rho/\sigma$, the minimax power is

$$\beta(\rho, \alpha, \sigma) = \Phi \left( -\frac{\sqrt{d}}{\sqrt{d + n\Psi^2}}T_\alpha + \frac{\Psi^2}{\sqrt{8d/n^2 + 8\Psi^2/n}} \right) + o(1)$$
Proof: Denote
\[ Z = \sum_i \frac{X_i - Y_i}{\sqrt{2\sigma \sqrt{n}}} = \sqrt{\frac{n}{2}} \frac{(\bar{X} - \bar{Y})}{\sigma}. \]
Under the null,
\[ Z \sim N(0, I_d) \]
and under the alternate
\[ Z \sim N(\delta, I_d) \]
for \( \delta \in S_d(\rho') \), where \( \rho' = \sqrt{n/2}\rho/\sigma \), i.e. \( \rho'^2 = n\Psi^2/2 \). Our claim follows by direct substitution into proposition 28.

Remark 12. This lower bound expression exactly matches the upper bound expression in Eq. (10.10), including matching constants, showing that all of the discussed tests are minimax optimal in this setting of \( \Sigma = \sigma^2 I \). Even though the current lower bounds can possibly be strengthened to include nondiagonal \( \Sigma \), we remark that we have not been able to find even these diagonal-covariance lower bounds in the two sample testing literature, especially which are accurate even to constants.

10.6 Computation-Statistics Tradeoffs

In this section we will consider computationally cheaper alternatives to computing the quadratic time \( gMMD^2 \) that were suggested in [82] and [233], namely a block-based \( gMMD^2_B \) and a linear-time \( gMMD^2_L \). While it is clear that \( gMMD^2 \) is the minimum variance unbiased estimator (it is a Rao-Blackwellized U-statistic), it is not clear how much worse the other options are - if they are only slightly worse, the computational benefits could be worth it if there is a large amount of data. Due to the lack of a high-dimensional analysis in [82], it was inferred that one suffers for cheaper computation with power that is worse, by a constant factor compared to the power of \( gMMD^2 \). We will show that, for MDA, the power is worse not by constants but by exponents of \( n \) (presumably this would only get worse for GDA). At all points, the Assumptions in Section 3 are assumed to hold wherever needed, so that we can proceed directly to comparisons.

Assume that we divide the data into \( B = B(n) \) blocks of size \( n/B \) with \( n/B \to \infty \). Let \( gMMD^2(b) \) be the \( gMMD^2 \) statistic evaluated only on the samples in block \( b \in \{1, \ldots, B\} \), and let the block-based MMD be defined as
\[ gMMD^2_B = \frac{1}{B} \sum_{b=1}^{B} gMMD^2(b). \]
We note that this statistic takes \((n/B)^2B = n^2/B\) time to compute.

Also, when using \( B = n/2 \), i.e. using blocks of size just 2, since \( n/B \to \infty \) does not hold, we look at this case separately. This statistic just takes linear-time to compute, since each block \( b \) is just of size 2, and we define the linear time MMD as
\[ gMMD^2_L = \frac{1}{n/2} \sum_{b=1}^{n/2} gMMD^2(b). \quad (10.21) \]

Theorem 30. Under assumptions [A1], [A2], [A3], [A4], [A5] (appropriately holding for \( n/B \) points), and the bandwidth is chosen as \( \gamma^2 = \omega(Tr(\Sigma)) \), the power of \( gMMD^2_B \) is
\[ \phi_{gMMD}^B = \Phi \left( \frac{\sqrt{B}\|\delta\|^2}{\sqrt{8B^2Tr(\Sigma^2)\frac{n^2}{n^2} + 8B^2\Psi^2\frac{n^2}{n}}} - z_\alpha \frac{\sigma_B}{\sigma_B} \right) + o(1). \]
Proof: Let $\sigma^2_{B_1}$ and $\sigma^2_{B_2}$ be as defined in Eqs. (10.5), (10.6), but each calculated on $n/B$ points instead of $n$ points, and scaled by $\gamma^4$, i.e.

$$
\sigma^2_{B_1} := \frac{8B^2 Tr(\Sigma^2)}{\gamma^4 n^2} \\
\sigma^2_{B_2} := \frac{8B\delta^T \Sigma \delta}{\gamma^4 n}.
$$

Define $\sigma^2_B = \sigma^2_{B_1} + \sigma^2_{B_2}$. Then from our earlier arguments we have that

Under $H_0$, $gMMD^2(b) \sim N(0, \sigma^2_{B_1})$, \hspace{1cm} (10.22)

Under $H_1$, $gMMD^2(b) \sim N(0, \sigma^2_{B_1} + \sigma^2_{B_2})$. \hspace{1cm} (10.23)

Hence, the distribution of $gMMD^2_B$ is $N(0, \sigma^2_{B_1}/B)$ under null and $N(gMMD^2, \sigma^2_B/B)$ under alternative. Hence, from our earlier results it is straightforward to note that under $H_0$,

$$
\sqrt{B} \frac{gMMD^2_B}{\sigma_{B_1}} \sim N(0, 1)
$$

and under $H_1$,

$$
\sqrt{B} \frac{gMMD^2_B - gMMD^2}{\sigma_B} \sim N(0, 1).
$$

Hence our test statistic will be

$$
T_B := \sqrt{B} \frac{gMMD^2_B}{\sigma_1}
$$

with our test being given by $\mathbb{I}(T_B > z_\alpha)$ where $z_\alpha$ is the $\alpha$ quantile cutoff of the standard normal distribution. Note that in practice, we would simply use a studentized statistic by plugging in the estimated $\sigma_1$.

Then, the power of this test is

$$
P_{H_1}\left(\sqrt{B} \frac{gMMD^2_B}{\sigma_{B_1}} > z_\alpha\right) = P_{H_1}\left(\sqrt{B} \frac{gMMD^2_B - gMMD^2}{\sigma_B} > z_\alpha \frac{\sigma_{B_1}}{\sigma_B} - \sqrt{B} \frac{gMMD^2}{\sigma_B}\right).
$$

(10.24)

$$
= 1 - \Phi\left(\frac{z_\alpha \frac{\sigma_{B_1}}{\sigma_B} - \sqrt{B} \frac{gMMD^2}{\sigma_B}}{\sqrt{8 B^2 Tr(\Sigma^2) / n^2 + 8 B \delta^T \Sigma \delta / n}}\right).
$$

(10.25)

$$
= \Phi\left(\frac{\sqrt{B} \|\delta\|^2}{\sqrt{8 B^2 Tr(\Sigma^2) / n^2 + 8 B \delta^T \Sigma \delta / n}} - z_\alpha \frac{\sigma_{B_1}}{\sigma_B}\right).
$$

(10.26)

It is again useful to consider the case of $\Sigma = \sigma^2 I$ for some insight, and recall $\Psi = \|\delta\|/\sigma$. Specifically, the power is

$$
\phi^B_L = \Phi\left(\frac{n\Psi^2}{\sqrt{8Bd}} - z_\alpha\right) \text{ when } \Psi = o(\sqrt{Bd/n})
$$

(10.27)

while in the very high SNR regime, the power behaves like

$$
\phi^B_H = \Phi(\sqrt{n}\Psi / \sqrt{8}) \text{ when } \Psi = \omega(\sqrt{Bd/n}).
$$

(10.28)

Of course, the above two rates match in the Medium SNR regime. Here we use the italicized very because it is a $\sqrt{B}$ times larger SNR requirement than the high SNR regime given in Eq. (10.13) of $\Psi =
\[ \omega(\sqrt{d/n}). \] Comparing to Eqs. (10.14), (10.15) to the ones above, in the very high SNR regime i.e. \( \Psi = \omega(\sqrt{Bd/n}) \), we have
\[ \phi_B = \phi_H. \]

However, the low SNR regime is statistically more interesting. In this case, the power of the block test is \( \sqrt{B} \) times worse (inside the \( \Phi \) transformation). Noting that the block based test takes time \( n^2/B \) to compute, we see the factor \( n/\sqrt{B} \) in Eq. (10.27) quite illuminating (it is the square-root of the time taken).

It was proved in [168] that the power of the linear-time statistic is given by
\[ \Phi(\sqrt{n}\Psi^2 - z_\alpha) \]
and hence its power in the low SNR regime is given by \( \Phi\left(\sqrt{n}\Psi^2 / \sqrt{8d}\right) \) in the (very very) high SNR regime of \( \Psi = \omega(\sqrt{d}) \), its power does not suffer, and is exactly \( \Phi(\sqrt{n}\Psi / \sqrt{8}) \) like all the above statistics, but in the low SNR regime its dependence on \( n \) suffers (and again it is the square-root of the computation time taken).

**Remark 13.** We can summarize this section informally as follows. If the test statistic takes time \( n^t \) to compute for \( 1 \leq t \leq 2 \) then the power behaves like \( \Phi\left(n^t/\sqrt{8d}\right) \) in the low SNR regime.

### 10.7 Experiments

In our experience, our claimed theorems hold true much more generally in practice. For example:

1. While we need \( n, d \) to be polynomially related in theory, we find that our experiments show that \( \phi_{\text{CQ}} = \phi_{\text{ED}} = \phi_{\text{MMD}} \) even when \( n \) is fixed and \( d \) increases, or when \( d \) is fixed and \( n \) increases.
2. While our theory seems to suggest that \( \gamma^2 = \omega(Tr(\Sigma)) \) is needed, the experiments suggest that \( \gamma^2 = \Omega(Tr(\Sigma)) \) suffices.

Before we describe our experimental suite, let us first detour to mention the “median heuristic”.

#### 10.7.1 The Median Heuristic

The median heuristic chooses the bandwidth for the Gaussian kernel as the median pairwise distance between all pairs of points (see [184]). In other words, it chooses
\[ \gamma^2 = \text{Empirical Median}\{\|S - S'\|^2\} \]
where \( S \neq S' \in \{X_1, \ldots, X_n, Y_1, \ldots, Y_n\} \). To have some idea of the order of magnitude of the choice that median heuristic makes, let us make the reasonable supposition that this choice is similar to the mean-heuristic, which chooses it to be the average distance between all pairs of points, i.e. let us assume for argument’s sake that
\[ \text{Empirical Median}\{\|S - S'\|^2\} \approx \text{Population Mean}\{\|S - S'\|^2\}. \]

Then the following proposition captures the order of magnitude of the bandwidth choice made by the common median heuristic.

**Proposition 31.** Under [A1], the average distance between all pairs of points is \( \asymp 2Tr(\Sigma) \). Hence, under [A1], the median-heuristic chooses \( \gamma^2 \asymp 2Tr(\Sigma) \).
Proof: There are \( \binom{n}{2} \) pairs of \( x \)s and \( \binom{n}{2} \) pairs of \( y \)s and \( n^2 \) \( xy \) pairs, the total number of pairs being \( \binom{2n}{2} \). This implies that the population mean pairwise distance is 
\[
\frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} (X_i - X_j)^2 = \sum_{i=1}^{n} \sum_{j=1}^{n} (X_i - X_j)^2 = \sum_{i=1}^{n} \sum_{j=1}^{n} (X_i - X_j)^2
\]
Together, these imply our claim.

Remark 14. The above proposition implies that the choice made by the median heuristic is at the borderline of satisfying the condition under which our main theorem holds, which is \( \gamma^2 = \omega(Tr(\Sigma)) \). Practically, in our experiments that follow, it seems like all the claims still seem to hold even when \( \gamma^2 \approx Tr(\Sigma) \). This implies that the conditions currently needed for our theory are possibly stronger than needed. Hence, this “heuristic” actually provides a reasonable default bandwidth choice since \( \Sigma \) is usually unknown.

10.7.2 Practical accuracy of our theory

Here, we consider a wide variety of experiments and demonstrate that our claims hold true with great accuracy in practice, and actually in greater generality than we can currently prove.

The different test statistics considered in this simulation suite (as given in the legends) are:

1. uMMD0.5 - gMMD with \( \gamma \approx d^{0.5} \) i.e. \( \gamma^2 \approx Tr(\Sigma) \).
2. uMMD Median - gMMD with \( \gamma \) chosen by the aforementioned median heuristic.
3. uMMD0.75 - gMMD with \( \gamma \approx d^{0.75} \) i.e. \( \gamma^2 = \omega(Tr(\Sigma)) \).
4. ED - (Euclidean) energy distance eED, i.e eED, with \( \gamma^2 = 2Tr(\Sigma) \).
5. uCQ - The U-statistic \( U_{CQ} \) from [30].
6. lMMD # - The linear-time gMMD\# statistic from Eq. 10.21 with \# \in \{0.5, 0.75, Median\} specifying the bandwidth as in the case of gMMD above.
7. lCQ - The linear-time version of \( U_{CQ} \).

We plot all of these test statistics when \( \alpha = 0.05, \) for various \( P, Q \) by running 100 repetitions of the two sample test for each parameter setting. As a one sentence summary of all the experiments that follow, we find that all the U-statistics have exactly the same power under mean-differences, as claimed by our theorems, i.e. \( \phi_{CQ} = \phi_{gMMD} = \phi_{ED} \) for all the above choices of bandwidth, while the linear-time statistics perform significantly worse, also as predicted by the theory (demonstrating the computation-statistics tradeoff).

Experiment 1. For this experiment we use the following distributions. We vary \( d \) from 40 to 200 and always draw \( n = d \) samples from the corresponding \( P, Q \).

- Normal distribution with diagonal covariance: \( P = N(\mu_0, I_{d \times d}) \) and \( Q = N(\mu_1, I_{d \times d}) \) where \( \mu_0 = (0 \ldots 0)^\top \) and \( \mu_1 = \frac{1}{\sqrt{d}} (1 \ldots 1)^\top \).
• Product of Laplace distributions: $P$ and $Q$ are shifted Laplace distributions with shifts $\mu_0 = (0 \ldots 0)^\top$ and $\mu_1 = \frac{1}{\sqrt{d}}(1 \ldots 1)^\top$ respectively and identity covariance matrix.

• Product of Beta distributions: $P$ and $Q$ are shifted Beta distributions $\text{Beta}(1, 1)$ with shifts $\mu_0 = (0 \ldots 0)^\top$, $\mu_1 = \frac{1}{\sqrt{12d}}(1 \ldots 1)^\top$ respectively and identity covariance matrix.

• Mixture of Gaussian distributions: $P$ and $Q$ are shifted mixture of Gaussians $\frac{1}{3}N(0, I_{d \times d}) + \frac{1}{3}N(0, 2I_{d \times d}) + \frac{1}{3}N(0, 3I_{d \times d})$ with shifts $\mu_0 = (0 \ldots 0)^\top$ and $\mu_1 = \sqrt{\frac{2}{d}}$ respectively.

---

Figure 10.1: Power vs Dimension when $P,Q$ are mean-shifted Normal (top left), Laplace (top right), Betas (bottom left) or Mixture (bottom right plot) distributions.

The values of shifts and covariance matrix are chosen to keep the asymptotic power same for all the distribution (see Theorem 25). Figure 10.1 shows the performance of various estimators for the aforementioned two sample test settings. It is clear that the power of $\text{eED}, \text{ICQ}, \text{gMMD}$ all coincide for any (sufficiently large) bandwidth, increasing as $\Phi(\sqrt{n})$ for the quadratic time statistic, and staying constant for the linear time statistics, both as predicted by the theory. Also note the fact that the plots look almost identical is consistent with our theory (see Theorem 25).

**Experiment 2:** In the previous experiment, we have seen the performance of the estimators for diagonal covariance matrix. Here, we empirically verify that similar effects can be observed in distribu-
tions with non-diagonal covariance matrix. To this end, we consider distributions \( P = N(\mu_0, \Sigma') \) and \( Q = N(\mu_1, \Sigma') \) where \( \mu_0 = (0 \ldots 0)\top, \mu_1 = \frac{1}{\sqrt{d}}(1 \ldots 1)\top \) and \( \Sigma' = U\Lambda'U\top \). The matrix \( U \) is a random unitary matrix obtained from the eigenvectors of a random Gaussian matrix. \( \Lambda' \) is set as follows. Let \( \Lambda \) be a diagonal matrix, the entries of which are equally spaced between 0.01 and 1, raised to the power 6. This experimental setup is similar to one used in [131]. The matrix \( \Lambda' \) is \( d \frac{\Lambda}{\text{tr}(\Lambda)} \). Figure 10.2 shows that the qualitative performance of all statistics is similar to one observed in the previous experiment (see Figure 10.1).

![Figure 10.2: Power vs \( d \) when \( P, Q \) are mean-shifted Normal (top left) with non-diagonal covariance matrix.](image)

**Experiment 4.** The aim of this experiment is to study the performance of the statistics when distributions differ in covariances rather than means. In this experiment, we set \( P = N(0, \Sigma_1) \) and \( Q = N(0, \Sigma_2) \) where \( \Sigma_1 = \frac{50I}{\|\Sigma\|_F} \) and \( \Sigma_2 = \frac{50(\Sigma + I)}{\|\Sigma\|_F} \). Here, \( \Sigma \) is a positive definite matrix \( U\Lambda U\top \) where \( U \) and \( \Lambda \) are generated as described in Experiment 2. Again, the experimental setup is similar to the one used in [131]. Not surprisingly, as seen in Figure 10.3, gMMD and eED perform better than CQ.

![Figure 10.3: Power vs \( d \) when \( P, Q \) are distributions differing in Covariances.](image)
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This experiment demonstrates that gMMD and eED dominate $U_{CQ}$ in some sense. This is due to the fact that CQ is designed for mean-shift alternatives while rest of them work for more general alternatives. Hence, they achieve the same power when the distributions differ in their means, and strictly higher power when the distributions do not differ in their means, but only in some higher moment. We can also see that the powers of the different statistics are no longer equal, and that the bandwidth does matter in this situation.

**Experiment 5.** Finally, we verify the nature of the asymptotic power for fixed dimension. For the purpose of this experiment, we hold $d$ fixed to value 40 and vary $n$. Here, we consider two sample tests for normal distributions with diagonal and non-diagonal covariance matrices (used in Experiment 1 and Experiment 2 respectively). Figure [10.4] illustrates the power of the tests under this scenario. It can be seen that power increases with $n$ in a manner similar to the ones observed in the previous experiments.

![Figure 10.4: Power vs Sample size for fixed dimension when $P, Q$ are normal distributions with diagonal (left plot) and non-diagonal (right plot) covariance matrices respectively.](image)

This experiment suggests that assumption [A5] can probably be relaxed or dropped from the theory. We need it only to bound a certain Taylor remainder term $R_3$ in the proof of the theorems that follows, and it is perhaps possible to find a better way to bound this term.

### 10.8 Proofs of Theorems 25 and 26

Let us first note that the gMMD statistic can be written as

$$gMMD = \begin{bmatrix} \frac{1}{n} / \sqrt{n(n-1)} \\ -\frac{1}{n} / \sqrt{n(n-1)} \end{bmatrix}^T \begin{bmatrix} K_{XX} & K_{XY} \\ K_{XY}^T & K_{YY} \end{bmatrix} \begin{bmatrix} \frac{1}{n} / \sqrt{n(n-1)} \\ -\frac{1}{n} / \sqrt{n(n-1)} \end{bmatrix}$$

$$= \frac{2}{(n-1)} \cdot u^T Ku \quad (10.29)$$

where $u = \begin{bmatrix} \frac{1}{n} / \sqrt{2n} \\ -\frac{1}{n} / \sqrt{2n} \end{bmatrix}$ is a unit vector and $K = \begin{bmatrix} K_{XX} & K_{XY} \\ K_{XY} & K_{YY} \end{bmatrix}$ with its submatrices defined as

$$K_{XX} := \left\{ \exp \left( -\frac{\|X_i - X_j\|^2}{\gamma^2} \right) \right\}_{i \neq j}$$
expansion of expressions, we drop the I for some ζ

Note that

Recalling Eq. (10.29) and expanding using the above Taylor expansion of $K$ around $X, Y$, we get

$$K_{YY} = \{ \exp \left( -\frac{\|Y_i - Y_j\|^2}{\gamma^2} \right) \mathbb{I}(i \neq j) \}$$

$$K_{XY} = K_{XY}^T = \{ \exp \left( -\frac{\|X_i - Y_j\|^2}{\gamma^2} \right) \mathbb{I}(i \neq j) \}$$

Note that there are 0s on the diagonal of $K$, but also on the diagonals of the other two submatrices. Note that $2\text{Tr}(\Sigma) + \|\delta\|^2 = \mathbb{E}\|X_i - Y_j\|^2 \propto \mathbb{E}\|X_i - X_j\|^2 = \mathbb{E}\|Y_i - Y_j\|^2 = 2\text{Tr}(\Sigma)$ since $\|\delta\|^2 = o(\text{Tr}(\Sigma))$ by Assumption [A4]. For $i \neq j$, let

$$\tau := 2\text{Tr}(\Sigma)/\gamma^2 \propto \mathbb{E}\|S_i - S_j\|^2/\gamma^2 = o(1)$$

for $S_i \in \{X_i, Y_i\}$. Let $a = \|S_i - S_j\|^2/\gamma^2$ Let us write the exact third order Taylor expansion of the terms $\exp(-a)$ around $\exp(-\tau)$ as

$$e^{-a} = e^{-\tau} - e^{-\tau}(a - \tau) + \frac{e^{-\tau}}{2}(a - \tau)^2 - \frac{e^{-\tau}}{3!}(a - \tau)^3$$

for some $\zeta_{ij}$ between $a$ and $\tau$, and since $a, \tau > 0$, we have $\exp(-\zeta_{ij}) \leq 1$. For clarity in the following expressions, we drop the $\mathbb{I}(i \neq j)$ and assume it is understood. In this notation, the term-wise Taylor expansion of $K$ is given by

$$K = e^{-\tau} \left[ \begin{array}{cc} \{ 1 \} & \{ 1 \} \\ \{ 1 \} & \{ 1 \} \end{array} \right] - e^{-\tau} \left[ \begin{array}{cc} \{ \frac{1}{\gamma^2} \|X_i - X_j\|^2 - \tau \} & \{ \frac{1}{\gamma^2} \|Y_i - Y_j\|^2 - \tau \} \\ \{ \frac{1}{\gamma^2} \|X_i - X_j\|^2 - \tau \} & \{ \frac{1}{\gamma^2} \|Y_i - Y_j\|^2 - \tau \} \end{array} \right]$$

$$+ \frac{e^{-\tau}}{2!} \left[ \begin{array}{cc} \{ \frac{1}{\gamma^2} \|X_i - X_j\|^2 - \tau \}^2 & \{ \frac{1}{\gamma^2} \|X_i - X_j\|^2 - \tau \}^2 \\ \{ \frac{1}{\gamma^2} \|Y_i - X_j\|^2 - \tau \}^2 & \{ \frac{1}{\gamma^2} \|Y_i - X_j\|^2 - \tau \}^2 \end{array} \right]$$

$$- \frac{1}{3!} \left[ \begin{array}{cc} e^{-\zeta_{XX}} \left( \frac{1}{\gamma^2} \|X_i - X_j\|^2 - \tau \right)^3 & e^{-\zeta_{XY}} \left( \frac{1}{\gamma^2} \|X_i - Y_j\|^2 - \tau \right)^3 \\ e^{-\zeta_{YX}} \left( \frac{1}{\gamma^2} \|Y_i - X_j\|^2 - \tau \right)^3 & e^{-\zeta_{YY}} \left( \frac{1}{\gamma^2} \|Y_i - Y_j\|^2 - \tau \right)^3 \end{array} \right]$$

Recalling Eq. (10.29) and expanding using the above Taylor expansion of $K$, we get

$$\text{gMMD} = 2e^{-\tau} \frac{U_{CQ}}{\gamma^2} + \frac{e^{-\tau}}{(n-1)} u^T T_2 u - \frac{2}{3!(n-1)} u^T (E \circ T_3) u$$

(10.32)
Since we have assumed $m \geq 8$ moments, this immediately implies convergence of means and variances, i.e.,
\[
\text{EgMMD} = \frac{\|\delta\|^2}{\gamma^2} (2e^{-\tau} + o(1)) \quad (10.33)
\]
and

\[ \text{Var}(\text{gMMD}) = \frac{\text{Var}(U_{CQ})}{\gamma^4} \left(2e^{-\tau} + o(1)\right)^2 \]

(10.34)

which then implies, ignoring smaller order terms,

\[ \frac{\text{gMMD} - \mathbb{E}\text{gMMD}}{\sqrt{\text{Var}(\text{gMMD})}} = \frac{U_{CQ} - \|\delta\|^2}{\sqrt{8 \text{Tr}(\Sigma^2)/n^2} + 8 \delta^T \Sigma \delta} \]

and hence the distribution of \( \text{gMMD} \) matches the distribution of \( U_{CQ} \) under null and alternative (and the above expression has a standard normal distribution), and the two statistics hence also have the same power. The same argument also holds for the studentized statistics calculated in practice. The rest of the proof is devoted to proving the three steps (i), (ii) and (iii).

**Step (i): Bounding** \( R_3 := \frac{2}{3(n-1)} u^T(E \circ T_3)u \)

Noting that every element of \( E \) is smaller than 1, and hence \( u^T(E \circ T_3)u \leq \|E \circ T_3\|_2 \leq \max_{i,j} E_{ij}\|T_3\|_2 \leq \|T_3\|_2 \), implying that (ignoring constants)

\[ R_3 \leq \frac{\|T_3\|_2}{n} \leq \frac{\|T_3\|_\infty}{\sqrt{n}} \]

Let us now bound every term of \( T_3 \). Taking a union bound on the statement of Assumption [A3], we see that the same exponential concentration bound holds uniformly for all \( O(n^2) = O(d^4) \) pairs \( i,j \), and hence w.p. tending to 1,

\[ \max_{i,j} \left| \frac{\|S_i - S_j\|^2}{\gamma^2} - \tau \right| \leq d^{-\nu(\Sigma,m)} \frac{d}{\gamma^2} \]

(we also multiplied both sides by \( d/\gamma^2 \)). Hence we have w.p. tending to 1,

\[ R_3 \leq \frac{1}{d^{3\nu} \sqrt{n} \gamma^6} \]

Since any random variable satisfies \( X = O_P(\sqrt{\text{Var}(X)}) \), we have that \( U_{CQ}/\gamma^2 = O_P \left( \frac{\sqrt{\text{Tr}(\Sigma^2)}}{n \gamma^2} \right) \) under the null (its variance is even larger under the alternate), and hence \( R_3 = o_P \left( U_{CQ}/\gamma^2 \right) \) whenever

\[ \frac{1}{d^{3\nu} \sqrt{n} \gamma^6} = o \left( \frac{\text{Tr}(\Sigma^2) / n \gamma^2}{d^{3\nu}} \right) \]

i.e. \( \sqrt{n} = o \left( \frac{\gamma^4 \sqrt{\text{Tr}(\Sigma^2)}}{d^{3\nu}} \right) \)

This is reasonably satisfied whenever \( \gamma^2 > \text{Tr}(\Sigma) \times d/n \) and \( n = o(d^{3\nu-1} \text{Tr}(\Sigma^2)) \) as assumed. Hence, under our assumptions \( R_3 = o_P(U_{CQ}/\gamma^2) \).

**Remark.** We conjecture that this holds true under much weaker conditions on \( \gamma, n, \Sigma, m \).

**Step (ii): The Behavior of** \( \theta_1 = \mathbb{E}[U_4] \) and \( \theta_2 = \frac{1}{n-1} u^T \mathbb{E}[T_2]u \)

Note the fact that for any random variable \( V \), \( \mathbb{E}(V-b)^2 = \text{Var}(V) + (\mathbb{E}V - b)^2 \). Using \( V = \|X - Y\|^2/\gamma^2 \), \( b = \tau \) and \( \mathbb{E}V = \tau + \|\delta\|^2/\gamma^2 \), we can write the off-diagonal terms as

\[
\begin{align*}
\mathbb{E} \left[ \begin{pmatrix} \frac{\|X_i - X_j\|^2}{\gamma^2} - \tau \\ \frac{\|Y_i - Y_j\|^2}{\gamma^2} - \tau \end{pmatrix}^2 \right] &= \begin{pmatrix} \text{Var}(\|X_i - X_j\|^2) \\ \text{Var}(\|Y_i - Y_j\|^2) \end{pmatrix} \\
&= \begin{pmatrix} \frac{\text{Var}(\|X_i - X_j\|^2)}{\gamma^4} + \|\delta\|^4/\gamma^4 \\ \frac{\text{Var}(\|Y_i - Y_j\|^2)}{\gamma^4} + \|\delta\|^4/\gamma^4 \end{pmatrix}
\end{align*}
\]
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Since $Var(||X - X'||^2) = Var(||Y - Y'||^2)$, we have

$$\theta_2 = Var(||X - X'||^2) - Var(||X - Y||^2) - ||\delta||^4/\gamma^4.$$  

The next two propositions imply that $\theta_2 = -8\delta^T\Sigma\delta/\gamma^4 - ||\delta||^4/\gamma^4 = o(||\delta||^2/\gamma^2)$, as required for step (ii). They also imply that

$$\theta_4 = -16\delta^T\Sigma\delta - 8||\delta||^2 Tr(\Sigma) - 2||\delta||^4 \asymp -||\delta||^2 Tr(\Sigma).$$

**Proposition 32.** Define $Z' = Z_1 - Z_2$ where $Z_1, Z_2$ are as in assumption [A1], [A2]. Then

$$\mathbb{E}(Z'^T\Sigma Z') = 2Tr(\Sigma)$$

$$Var(Z'^T\Sigma Z') \asymp Tr(\Sigma^2)$$

$$\mathbb{E}[(Z'^T\Sigma Z')^2] \asymp Tr^2(\Sigma)$$

**Proof:** Since $Z_1, Z_2$ are independent, zero mean and identity covariance, we have $Z'$ is mean zero and covariance $2I$ and fourth moment $\mathbb{E}Z'^4_k = \mathbb{E}(Z_{1k} - Z_{2k})^4 = 3 + \Delta_4 + 6 + 3 + \Delta_4 = 12 + 2\Delta_4$. Firstly

$$\mathbb{E}[Z'^T\Sigma Z'] = \mathbb{E}Tr(Z'^T\Sigma Z') = Tr(\mathbb{E}(\Sigma Z'Z'^T))$$

$$= 2Tr(\Sigma)$$

where the last step follows since $\mathbb{E}[Z'Z'^T] = 2I$.

$$Var(Z'^T\Sigma Z') = \mathbb{E}[Z'^T\Sigma Z']^2 - [2Tr(\Sigma)]^2$$

$$= \mathbb{E}\sum_{i,j,k,l} \Sigma_{ij}\Sigma_{kl}Z'_iZ'_jZ'_kZ'_l - 4(\mathbb{E}\sum_i \Sigma_{ii})^2$$

$$= 4\sum_i \sum_{j \neq i} \Sigma_{ii}^2 \Sigma_{jj} + 8\sum_i \sum_{j \neq i} \Sigma_{ij}^2 + (12 + 4\Delta_4) \sum_i \sum_{j \neq i} \Sigma_{ii}^2 - 4(\sum_i \sum_{j \neq i} \Sigma_{ii}^2 + \sum_i \sum_{j \neq i} \Sigma_{ii}^2)$$

$$= 8Tr(\Sigma^2) + 4\Delta_4 Tr(\Sigma \circ \Sigma)$$

where the third step follows because the only nonzero terms in $\sum_{i,j,k,l}$ are because (a) $i = j$ and $k = l \neq i$ or (b) $i = k$ and $j = l \neq i$ or (c) $i = l$ and $j = k \neq i$ or (d) $i = j = k = l$ and the last step follows because $Tr(\Sigma^2) = ||\Sigma||^2 = \sum_i \Sigma_{ii}^2$. The lemma is proved because $\sum_i \Sigma_{ii}^2 \leq \sum_i \Sigma_{ij}^2$.

Hence $\mathbb{E}[(Z'^T\Sigma Z')^2] = Var(Z'^T\Sigma Z') + (\mathbb{E}Z'^T\Sigma Z')^2 = 8Tr(\Sigma^2) + 2\Delta_4 \sum_i \Sigma_{ii}^2 + 4Tr^2(\Sigma)$

$$\asymp Tr^2(\Sigma).$$

**Proposition 33.** Let $X, Y$ be as in assumption [A1], [A2], [A3]. Then

$$\mathbb{E}||X - Y||^2 = 2Tr(\Sigma) + ||\delta||^2,$$

$$Var(||X - Y||^2) \asymp 8Tr(\Sigma^2) + 8\delta^T\Sigma\delta,$$

$$\mathbb{E}||X - Y||^4 \asymp 4Tr^2(\Sigma) + 4||\delta||^2 Tr(\Sigma),$$

**Proof:** Remember that $X - Y = \Gamma(Z_1 - Z_2) + \delta =: \Gamma Z' + \delta$. Note that $Z'$ has zero mean, variance $2I$ and every component is independent with third moment zero. Hence

$$\mathbb{E}||X - Y||^2 = \mathbb{E}||\Gamma Z' + \delta||^2 = \mathbb{E}[Z'^T\Pi Z'] + ||\delta||^2 + 2\mathbb{E}[\delta^T\Gamma Z']$$

$$= \mathbb{E}[Z'^T\Sigma Z'] + ||\delta||^2 + 2\mathbb{E}[\delta^T\Sigma \delta]$$

$$= 2Tr(\Sigma) + ||\delta||^2,$$

as required.
Firstly, it is easy to verify that 
\[ E \left[ \| h \|_2^2 \right] = 2Tr(\Sigma) + \| \delta \|_2^2. \]

Hence \( \text{Var} \| X - Y \|^2 \) is dominated by \( 4 \Delta_4 Tr(\Sigma) + 8\delta^T \Sigma \delta \) since we only aim to show that \( \text{Var} \| X - Y \|^2 \) is dominated by \( 2Tr(\Sigma) + \| \delta \|_2^2 \) when \( X \sim \Gamma Z_1 \) and \( Y \sim \Gamma Z_2 + \delta \). (since \( h_4 \) depends only on differences, we have assumed \( \delta_1 = 0 \) and \( \delta_2 = \delta \) without loss of generality).

\[ \text{Step (iii): The Behavior of } s_4 = \text{Var}(U_4) \]

We use the variance formula using the Hoeffding decomposition of the U-statistic \( U_4 \). We ignoring constants since we only aim to show that \( \text{Var}(U_4/\gamma^4) \) is dominated by \( \text{Var}(U_{CQ}/\gamma^2) \). Hence, we have by Lemma A of Section 5.2.1 of [188],

\[ \text{Var}(U_4) \approx \frac{\text{Var}(h_4)}{n^2} + \frac{\text{Var}(E[h_4|X,Y])}{n}. \]  

(10.35)

Some tedious algebra is required to estimate the second term. Recall that

\[
U_4 := \frac{1}{2} \sum_{i \neq j} h_4(X_i, X_j, Y_i, Y_j),
\]

\[
h_4(X_i, X_j, Y_i, Y_j) := \| X_i - X_j \|^4 + \| Y_i - Y_j \|^4 - \| X_i - Y_j \|^4 - \| X_j - Y_i \|^4,
\]

\[
\theta := E[X_i - X_j]^4 + E[Y_i - Y_j]^4 - E[X_i - Y_j]^4 - E[X_j - Y_i]^4.
\]

where \( X, X' \sim P \) and \( Y, Y' \sim Q \) from the model in [A1,A2] given by \( X = \Gamma Z_1 \) and \( Y = \Gamma Z_2 + \delta \). (since \( h_4 \) depends only on differences, we have assumed \( \delta_1 = 0 \) and \( \delta_2 = \delta \) without loss of generality).

Firstly, it is easy to verify that \( h_4 \) is a degenerate U-statistic under the null, since \( E[h_4|X,Y] = 0 \) when \( P = Q \). We will now derive the variance of \( E[h_4|X,Y] \) when \( P \neq Q \) under our assumptions. Let us first derive \( E[h_4|X,Y] \) below. For convenience of notation, denote

\[ Y = \Gamma Z_Y \]

where \( Z_Y = Z_2 + \eta \) and \( \Gamma \eta = \delta \). Then

\[
\| X - Y' \|^4 = (X^T X + Y'^T Y' - 2X^T Y')^2 = (X^T X)^2 + (Y'^T Y')^2 + 4(X^T Y')^2
\]
\[ + 2X^T X Y'^T Y' - 4Y'^T Y' X^T Y' - 4X^T X X^T Y', \]

\[
E[\| X - Y' \|^4 | (X,Y)] = (X^T X)^2 + E[(Z^T \Pi Z')^2] + 4X^T (\Sigma + \delta^T) X + 2X^T X (Tr(\Sigma) + \| \delta \|_2^2)
\]
\[ - 4E[Z^T \Pi Z' Z^T \Gamma T] \Gamma Z_1 - 4X^T X X^T \delta,
\]
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\[ \| X' - Y \|^4 = (X'TX' + Y'TY - 2X'TY)^2 = (X'TX')^2 + (Y'TY)^2 + 4(X'TY)^2 + 2X'TX'Y'TY - 4Y'TYX'TY - 4X'TX'X'TY, \]

\[ \mathbb{E}[\| X' - Y \|^4 | (X, Y)] = \mathbb{E}(Z_1^T\Pi Z_1)^2 + (Y'TY)^2 + 4Y'TYTr(\Sigma) + 4Y'TYTr(\Sigma) + 8Y'TY\Sigma X + 4\| \delta \|^2\delta'TX + 4XTX'T \delta, \]

Denoting \( a^T_{X} := \mathbb{E}[Z_1^T\Pi Z_1 Z_1^T] \), we have

\[ a_{XY} = \mathbb{E}[(\sum \Pi_{ij}Z_{Yi}Z_{Yj} + \sum \Pi_{ii}Z_{Yi}^2)Z_{Yk}] \]

\[ = \mathbb{E} \left[ \sum_{i \neq j} \Pi_{ij}(Z_{2i}Z_{2j} + \eta_j Z_{2i} + \eta_i Z_{2j} + \eta_i \eta_j)(Z_{2k} + \eta_k) \right] + \mathbb{E} \left[ \sum \Pi_{ii}(Z_{2i}^2 + 2Z_{2i}\eta_i + \eta_i^2)(Z_{2k} + \eta_k) \right] \]

\[ = 0 + \frac{\sum \Pi_{kk}\eta_k}{\sum \Pi_{kk}} + \frac{\sum \Pi_{ii}\eta_i}{\sum \Pi_{ii}} + \eta_k Tr(\Pi) + 2\Pi_{kk}\eta_k + \frac{\eta_k^2}{\Pi_{kk}} \eta_k + \frac{\eta_k^2}{\Pi_{kk}} \eta_k \]

\[ = \Delta_3 \Pi_{kk} + \eta_k Tr(\Pi) + 2\Pi_{kk} \eta_k + \eta_k \| \delta \|^2. \]

Adding the above 4 equations, we get

\[ \mathbb{E}[h_1(X, Y)] = 4\delta^T(YY^T - XX^T)\delta + 2(Y'TY - X'TX)\| \delta \|^2 - 4Tr(\Pi)\delta^T(Y - X) - 8\delta^T(YY^T - XX^T)\Sigma(X - X) - 4(Y'TY^T - X'TX^T)\delta. \]

We will now take a detour to calculate the expectations and variances of products of quadratic forms, to aid us in bounding \( \text{Var}(\mathbb{E}[h_1(X, Y)]) \) by bounding the variances of each term in Eq.(10.36) above.

**Proposition 34.** Let \( Q := e^T\Pi e \) be a quadratic form, where \( e \) is standard normal. Then

\[ \mathbb{E}[Q] = Tr(\Pi) \]

\[ \mathbb{E}[Q^2] = Tr(\Pi) + 2\Pi \]
\[\mathbb{E}[Q^2] = Tr^2(\Pi) + 2Tr(\Pi^2)\]
\[Var(Q) = 2Tr(\Pi^2)\]
\[\mathbb{E}[Q^3] = Tr^3(\Pi) + 6Tr(\Pi^2)Tr(\Pi) + 8Tr(\Pi^3)\]
\[\mathbb{E}[Q^4] = Tr^4(\Pi) + 12Tr(\Pi^2)Tr^2(\Sigma) + 12Tr^2(\Pi^2) + 32Tr(\Pi)Tr(\Pi^3) + 48Tr(\Pi^4)\]
\[Var(Q^2) = Tr^4(\Pi) + 12Tr(\Pi^2)Tr^2(\Pi) + 12Tr^2(\Pi^2) + 32Tr(\Pi)Tr(\Pi^3) + 48Tr(\Pi^4)\]
\[- (Tr^4(\Pi) + 4Tr^2(\Pi^2) + 4Tr(\Pi^2)Tr^2(\Pi))\]
\[\leq 96Tr(\Pi^2)Tr^2(\Pi)\]

**Proof:**

The expectations follow directly from the results of [135] and [113]. The last equation follows since \(Tr(AB) \leq Tr(A)Tr(B)\) for any two psd matrices we have \(Tr(\Pi^2) \leq Tr^2(\Pi)\) and \(Tr(\Pi^3) \leq Tr(\Pi^2)Tr(\Pi)\) and \(Tr(\Pi^4) \leq Tr(\Pi^2)Tr^2(\Pi)\). by Cauchy-Schwarz.

**Proposition 35.** Let \(Ts(A) = \sum_{ij} A_{ij}\) denote the Total sum of all entries of \(A\) and let \(\circ\) denote Hadamard product. Let \(Q = e^T \Pi \epsilon\), where the moments of the coordinates of \(\epsilon\) are given by

\[m_1 = 0,\]
\[m_2 = 1,\]
\[m_3 = \Delta_3,\]
\[m_4 = 3 + \Delta_4,\]
\[m_5 = \Delta_5 + 10\Delta_3,\]
\[m_6 = \Delta_6 + 15\Delta_4 + 10\Delta_2^2 + 15,\]
\[m_7 = \Delta_7 + 21\Delta_5 + 35\Delta_4\Delta_3 + 105\Delta_2,\]
\[m_8 = \Delta_8 + 28\Delta_6 + 56\Delta_5\Delta_3 + 35\Delta_2^2 + 210\Delta_4 + 280\Delta_3^2 + 105.\]

Here the \(\Delta s\) should be thought of as deviations from normality. \(\Delta_3\) is skewness and \(\Delta_4\) is kurtosis, and \(\Delta_i = 0\) for all \(i\) if \(\epsilon\) was standard Gaussian. Then, we have

\[\mathbb{E}[Q] = Tr(\Pi),\]
\[Var(Q) = 2Tr(\Pi^2) + \Delta_4 Tr(\Pi \circ \Pi),\]
\[\mathbb{E}[Q^2] = 2Tr(\Pi^2) + \Delta_4 Tr(\Pi \circ \Pi) + Tr^2(\Pi),\]
\[\mathbb{E}[Q^4] = Tr^4(\Pi) + 12Tr(\Pi^2)Tr^2(\Pi) + 12Tr^2(\Pi^2) + 32Tr(\Pi)Tr(\Pi^3) + 48Tr(\Pi^4),\]
\[+ \Delta_4 f_2 + \Delta_5 f_4 + \Delta_6 f_6 + \Delta_2^2 f_3 + \Delta_3^2 f_{42} + \Delta_3 \Delta_5 f_{35}\]

where \(f_4 = 6Tr^2(\Pi)Tr(\Pi \circ \Pi) + 12Tr(\Pi^2)Tr(\Pi \circ \Pi) + 48Tr(\Pi)Tr(\Pi \circ \Pi^2)\)
\[+ 96Tr(diag(\Pi)^3) + 48Tr(diag^2(\Pi^2)),\]
\[f_6 = 4Tr(\Pi)Tr(\Pi \circ \Pi \circ \Pi) + 24Tr(\Pi \circ \Pi \circ \Pi^2),\]
\[f_8 = Tr(\Pi \circ \Pi \circ \Pi \circ \Pi),\]
\[f_3 = 24Ts(diag(\Pi)\Pi diag(\Pi))Tr(\Pi) + 48Ts(diag(\Pi)\Pi^2 diag(\Pi)) + 16Ts(\Pi \circ \Pi \circ \Pi \circ \Pi)Tr(\Pi)\]
\[+ 96Ts((\Pi \circ \Pi)\Pi diag(\Pi)) + 96Tr(\Pi(\Pi \circ \Pi)\Pi),\]
\[f_{42} = 3Tr^2(\Pi \circ \Pi) + 24Ts(diag(\Pi)(\Pi \circ \Pi) diag(\Pi)) + 8Ts(\Pi \circ \Pi \circ \Pi),\]
\[f_{35} = 24Ts(diag(\Pi)\Pi diag^2(\Pi)) + 32Ts(diag(\Pi)(\Pi \circ \Pi \circ \Pi)),\]
\[Var(Q^2) \leq Tr(\Pi^2)Tr^2(\Pi).\]
Proof: The first four claims follow directly from the detailed work of [15]. Let us see how the last claim then follows. First note that $Tr(Π^i Π^j) ≤ Tr(Π^2) ≤ Tr^2(Π)$. The first inequality follows because $\sum_i Π^2_{ii} ≤ \sum_{i,j} Π^2_{ij} = ||Π||_F^2 = Tr(Π^2)$. The second follows because $0 ≤ Tr(Π^2) = (Π, Π) ≤ ||Π||_{op} ||Π||_∗ ≤ Tr^2(Π)$ by Cauchy-Schwarz. We also use the Hadamard product identity $diag(Π)(Π ∘ Π)diag(Π) = (diag(Π)Π ∘ (Πdiag(Π))) = (Πdiag(Π)) ∘ (diag(Π)Π) = Π ∘ (diag(Π)Πdiag(Π))$, see [101]. Since $Tr(AB) ≤ Tr(A)Tr(B)$ for any two psd matrices, we similarly have

$$Ts(Π_1 Π_2 Π_3) = \sum_{ij} Π^3_{i,j} ≤ \sum_{ij} ||Π^2_{ij}||^3 ≤ (\sum_{ij} Π^2_{ij})^{3/2} < Tr^2(Π)Tr(Π)$$

$$Tr(Π_1 Π_2 Π_3) = \sum_{ij} Π^3_{i,j} ≤ (\sum_{ij} Π^2_{ij})^{3/2} < Tr^2(Π)Tr(Π)$$

$$Ts(Π_1 Π_2 Π_3) = \sum_{ij} Π^4_{i,j} = (Π_1 Π_2 Π_3) ≤ Tr^2(Π_1)Tr^2(Π_2)$$

In this fashion, we can verify that the dominant term of $Var(Q^2)$ scales as $Tr(Π^2)Tr^2(Π)$. We can now extend these results to the case where the quadratic form is uncentered.

Proposition 36. $Q = e^TΠe$ and $Q' = Q + a^Tε + b$, where $ε$ satisfies the conditions of the previous proposition, $a^T = 4δ^TΣδ$ and $b = δ^Tδ$. Then

$$E[Q'] = Tr(Π) + b$$

$$Q^2 = Q^2 + (a^Tε)^2 + b^2 + 2Qa^Tε + 2ba^Tε + 2bQ$$

$$E[Q'^2] = Tr^2(Π) + 2Tr(Π^2) + a^Ta + b^2 + 2∆_3diag(Π)a + 2bTr(Π)$$

$$Var(Q') = 2Var(Q^2) + 4(a^Ta)^2 + 2Δ_4Tr(aa^T ∪ aa^T) + 4Var(Qa^Tε)$$

$$Var(Q'^2) ≤ 2Var(Q^2) + 4(a^Ta)^2 + 2Δ_4Tr(aa^T ∪ aa^T) + 4Var(Qa^Tε)$$

$$Var(Q^2) = Var(Q)^2$$

Proof: All statements hold simply by expansion and substitution from the previous proposition. Remembering that $Var(Q^2) = Tr(Σ^2)Tr^2(Σ)$, we can see that the last claim holds. Indeed, Assumption [A4] implies that $a^T = o(λ_\text{max}(Σ)Tr(Σ))$ and hence $(a^T)^2 = o(Tr(Σ^2)Tr^2(Σ))$. Since $λ^2_\text{max}(Σ) ≤ ||Σ||^2_F = Tr(Σ^2)$, similarly, $b^2a^T = o(Tr(Σ)Tr(Σ^2))$. In this fashion, we deduce that the dominant term in $Var(Q^2)$ is $Var(Q^2)$.

Since $Var(A + B) ≤ 2Var(A) + 2Var(B)$ and $(a + b + c)^2 ≤ 3a^2 + 3b^2 + 3c^2$, we can alternately derive the following bound for variances of quadratic forms involving $Y = ΓZ_2 + δ$:

$$Y^TY = Z^T_2 ΠZ_2 + δ^Tδ + 2δ^TΓZ_2$$

$$Y^TΣY = Z^T_2 Π^2Z_2 + δ^TΣδ + 2δ^TΣΓZ_2$$

$$(Y^TY)^2 ≤ 3(Z^T_2 ΠZ_2)^2 + 3(δ^Tδ)^2 + 3(δ^TΓZ_2)^2$$

$$E[Y^TY] = Tr(Σ) + δ^Tδ$$
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where we used $\text{var}((v^T Z)^2) = \text{var}(Z^T v v^T Z) = 2\text{Tr}((vv^T)^2) = 2(v^TV)^2$. Since $\delta^T \Sigma \delta = o(T\Sigma^2))$ by our assumptions, the last expression is dominated by its first term.

**Proposition 37.**

\[
\begin{align*}
\text{Var}(X^T XX^T \delta) &\asymp T^2(\Sigma)\delta^T \Sigma \delta \\
\text{Var}(Y^T YY^T \delta) &\asymp T^2(\Sigma)\delta^T \Sigma \delta \\
&\asymp \text{Var}(X^T XX^T \delta).
\end{align*}
\]

**Proof:** Let us first calculate $\text{Var}(X^T XX^T \delta)$, for which we need to know $\mathbb{E}(X^T XX^T X X^T)$. Let us first calculate $\mathbb{E}(X^T XX^T)$. For this purpose, see that $\mathbb{E}(Z_1 Z_1^T \Pi Z_1 Z_1^T) = \mathbb{E}((Z_1^T \Pi Z_1) Z_1 Z_1^T) = 2\Pi + \text{Tr}(\Pi)I$. This is true because its off-diagonal element is $\mathbb{E}(\sum_{ij} \Pi_{ij} z_i z_j z_a z_b) = 2\Pi_{ab}$, and its diagonal is $\mathbb{E}(\sum_{ij} \Pi_{ij} z_i z_j z_a^2) = 3\Pi_{aa} + \sum_{k \neq a} \Pi_{kk} = \text{Tr}(\Pi) + 2\Pi_{aa}$. Hence $\mathbb{E}(X^T XX^T) = \Gamma \mathbb{E}(Z_1 Z_1^T \Pi Z_1 Z_1^T).$ 

Define $C := \mathbb{E}((Z_1^T \Pi Z_1)^2 Z_1 Z_1^T)$

Hence $C_{aa} = \mathbb{E}((\sum_{ijkl} \Pi_{ijkl} z_i z_j z_k z_l z_a^2))$

\[= 15\Pi_{aa}^2 + 6\Pi_{aa}(\sum_{t \neq a} \Pi_{tt}) + 12 \sum_{t \neq a} \Pi_{ia}^2 + 3 \sum_{t \neq a} \Pi_{tt}^2 + 2 \sum_{s \neq t, s \neq a} \Pi_{ss} \Pi_{tt} + 4 \sum_{s \neq t, s \neq a} \Pi_{st}^2 \]

Let us simplify this expression. Notice the following identities:

\[2\text{Tr}(\Pi^2) = 2\Pi_{aa}^2 + 4 \sum_{t \neq a} \Pi_{tt}^2 + 2 \sum_{s \neq t, s \neq a} \Pi_{st}^2 \]

\[\text{Tr}^2(\Pi) = \Pi_{aa}^2 + \sum_{t \neq a} \Pi_{tt}^2 + 2 \sum_{s \neq t, s \neq a} \Pi_{ss} \Pi_{tt} \]

\[8\Pi_{aa}^T \Pi_{aa} = 8\Pi_{aa}^2 + 8 \sum_{t \neq a} \Pi_{ta}^2 \]

\[4\text{Tr}(\Pi) \Pi_{aa} = 4\Pi_{aa}^2 + 4 \sum_{t \neq a} \Pi_{tt} \Pi_{aa} \]

Hence, we see that $C_{aa} = 6\Pi_{aa}^2 + 4\text{Tr}(\Pi) \Pi_{aa} + 2(\Pi^2)_{aa} + 2\text{Tr}(\Pi^2) + \text{Tr}^2(\Pi)$

Similarly $C_{ab} = \mathbb{E}(\sum_{ijkl} \Pi_{ijkl} z_i z_j z_k z_l z_a z_b)$

\[= 8 \sum_{t \neq a \neq b} \Pi_{at} \Pi_{bt} + 4 \sum_{t \neq a \neq b} \Pi_{ab} \Pi_{tt} + 12 \Pi_{aa} \Pi_{ab} + 12 \Pi_{bb} \Pi_{ab} \]
Hence

\[ \mathbb{E}[XX^T XX^T XX^T] = 8\Sigma^3 + 4Tr(\Sigma)\Sigma^2 + 2Tr(\Sigma^2)\Sigma + Tr^2(\Sigma)\Sigma \quad (10.37) \]

and \( Var(X^T X^T \delta) \approx \delta^T \Sigma^3 \delta + Tr(\Sigma)\delta^T \Sigma^2 \delta + Tr^2(\Sigma)\delta^T \Sigma \delta \)

\( \approx Tr^2(\Sigma)\delta^T \Sigma \delta. \)

Next, let us calculate \( Var(Y^T YY^T \delta) \). We keep only the higher order terms in the following expansions, to avoid the tediousness of Proposition 35 for clarity.

\[
\mathbb{E}[YY^T] = \Sigma + \delta^T \\
\mathbb{E}(Y^T YY^T \delta) = \mathbb{E}[(\Gamma Z_2 + \delta)^T (\Gamma Z_2 + \delta)(Z_2^T \Gamma^T \delta + \delta^T \delta)] \\
= ||\delta||^2(Tr(\Sigma) + \delta^T \delta) + 2\delta^T \Sigma \delta \\
\approx ||\delta||^2 Tr(\Sigma) \\
\mathbb{E}[YY^T YY^T] = \mathbb{E}[(\Gamma Z_2 + \delta)^T (\Gamma Z_2 + \delta)(\Gamma Z_2 + \delta)^T (\Gamma Z_2 + \delta)] \\
\approx \Gamma B^T + \delta \delta^T (\Sigma + \delta \delta^T) + \delta (Tr(\Sigma) + \delta^T \delta) + (\Sigma + \delta \delta^T) \delta \delta^T + ||\delta||^2(\Sigma + \delta \delta^T) \\
+ \mathbb{E}[\delta Z_2^T \Gamma^T \delta Z_2 \Gamma^T] + \mathbb{E}[\delta Z_2^T \Gamma Z_2 \delta^T] + ||\delta||^2 \delta \delta^T \\
\mathbb{E}[\delta^T YY^T YY^T \delta^T] = 2\delta^T \Sigma^2 \delta + Tr(\Sigma)\delta^T \Sigma \delta + 5||\delta||^2 \Sigma^2 \delta + 5||\delta||^4 + ||\delta||^4 Tr(\Sigma) \\
\approx \delta^T \Sigma^3 \delta + ||\delta||^4 Tr(\Sigma) \\
\mathbb{E}[\delta^T YY^T YY^T YY^T \delta] = \delta^T \mathbb{E}[(\Gamma Z_2 + \delta)^T (\Gamma Z_2 + \delta)(\Gamma Z_2 + \delta)^T (\Gamma Z_2 + \delta)(\Gamma Z_2 + \delta)^T] \delta \\
\approx ||\delta||^2(\mathbb{E}[\delta^T YY^T YY^T \delta]) + \delta^T \mathbb{E}[\delta Z_2^T \Gamma^T YY^T YY^T \delta^T] \delta \\
+ \mathbb{E}[\delta^T \Gamma Z_2 \delta^T YY^T YY^T \delta + ||\delta||^2 \mathbb{E}[Z_2^T \Gamma^T YY^T YY^T \delta] \delta := G_1 + G_2 + G_3 + G_4 \\
\text{Define } \Phi := \Gamma^T \delta \Sigma \delta \Gamma, \text{ and let us expand the 4 terms above.} \\
G_2 = \delta^T \mathbb{E}[\Gamma Z_2 Z_2^T \Gamma^T YY^T YY^T \delta] = \delta^T \mathbb{E}[XX^T XX^T XX^T \delta] + ||\delta||^2 \mathbb{E}[XX^T XX^T \delta] + 3||\delta||^2 \mathbb{E}[Z_2^T \Gamma^T Z_2 \Pi Z_2] \\
+ 2\mathbb{E}[(Z_2^T \Phi Z_2)^2] + \mathbb{E}[Z_2^T \Phi Z_2] ||\delta||^4 \\
\approx \delta^T \Sigma^3 \delta + Tr(\Sigma)\delta^T \Sigma^2 \delta + Tr^2(\Sigma)\delta^T \Sigma \delta + ||\delta||^2 \delta^T \Sigma^2 \delta + ||\delta||^2 \delta^T \Sigma \delta Tr(\Sigma) \\
+ (\delta^T \Sigma \delta)^2 + \delta^T \Sigma \delta ||\delta||^4 \\
\approx Tr^2(\Sigma)\delta^T \Sigma \delta \\
G_1 = ||\delta||^2(\mathbb{E}[\delta^T YY^T YY^T \delta]) = ||\delta||^6 Tr(\Sigma) + ||\delta||^2 \delta^T \Sigma \delta Tr(\Sigma) \\
\leq G_2 \\
G_3 = \mathbb{E}[\delta^T \Gamma Z_2 \delta^T YY^T YY^T \delta] = 2\mathbb{E}[Z_2^T \Phi Z_2 Z_2^T \Pi Z_2] ||\delta||^2 + 2\mathbb{E}[(Z_2^T \Phi Z_2)^2] + 4\mathbb{E}[Z_2^T \Phi Z_2] ||\delta||^4 \\
\approx ||\delta||^2 \delta^T \Sigma \delta Tr(\Sigma) + ||\delta||^2 \delta^T \Sigma^2 \delta + (\delta^T \Sigma \delta)^2 + \delta^T \Sigma \delta ||\delta||^4 \\
\leq G_2 \\
G_4 = ||\delta||^2 \mathbb{E}[Z_2^T \Gamma^T YY^T YY^T] \delta = ||\delta||^4 \mathbb{E}[(Z_2^T \Pi Z_2)^2] + 3||\delta||^2 \mathbb{E}[Z_2^T \Pi Z_2 Z_2^T \Phi Z_2] \\
+ ||\delta||^6 \mathbb{E}[Z_2^T \Pi Z_2] + 3||\delta||^4 \mathbb{E}[Z_2^T \Phi Z_2] \\
\geq 180
\[ \varnothing \Rightarrow ||\delta||^4 \text{Tr}^2(\Sigma) + ||\delta||^2 \delta^T \Sigma \delta \text{Tr}(\Sigma) + ||\delta||^2 \delta^T \Sigma^2 \delta + ||\delta||^6 \text{Tr}(\Sigma) + ||\delta||^4 \delta^T \Sigma \delta \]

Hence \( \text{Var}(Y^TYY^T\delta) = \mathbb{E}[\delta^T Y^T \Sigma Y^T YY^T \delta] - \mathbb{E}^2[Y^TY Y^T \delta] \)
\[ \approx G_1 + G_2 + G_3 + G_4 - ||\delta||^4 \text{Tr}^2(\Sigma) \]
\[ \approx \text{Tr}^2(\Sigma) \delta^T \Sigma \delta \]
\[ \approx \text{Var}(X^T X X^T \delta) \]

**Lemma 29.**

\[ \text{Var}(\mathbb{E}[h_4|(X,Y)]) \approx \text{Tr}^2(\Sigma) \delta^T \Sigma \delta \]

**Proof:**

Returning back to Eq. (10.36), the 4 different variance terms involved in \( \text{Var}(\mathbb{E}[h_4|(X,Y)]) \) are

- \( \text{Var}(Y^T \delta T Y') \)
- \( \text{Var}(Y^T Y ||\delta||^2) \)
- \( \text{Var}(\text{Tr}(\Pi) \delta T (Z_2 - Z_1)) \)
- \( \text{Var}(Y^T Y Y^T \delta) \)

Under our assumptions, one can verify that the dominant term of \( \text{Var}(\mathbb{E}[h_4|(X,Y)]) \) is \( \approx \text{Tr}^2(\Sigma) \delta^T \Sigma \delta \).

**Lemma 30.**

\[ \text{Var}(h_4) \approx \text{Tr}^2(\Sigma) \text{Tr}(\Sigma^2) \]

**Proof:**

\[
\begin{align*}
h_4 &= 4[(X^T X')^2 + (Y^T Y')^2 - (X^T Y')^2 - (X^T Y)^2] \\
&+ 2[X^T X (X^T X' - Y^T Y') + Y^T Y (Y^T Y' - X^T X')] \\
&+ 4[Y^T Y' Y^T (X - Y) + X^T X' X^T (Y - X) + X^T X X^T (Y' - X') + Y^T Y Y^T (X' - Y')] \\
& \quad (10.38)
\end{align*}
\]

For example, let us calculate \( \text{Var}((X^T X')^2) \). Defining \( S' = X'X'^T \), we have

\[
\begin{align*}
\mathbb{E}[(X^T X')^4] &= \mathbb{E}_{X'} \mathbb{E}_X [(X^T S' X)^2] = \mathbb{E}_{X'} \mathbb{E}_Z [(Z^T \Pi X'X'^T \Pi Z)^2] \\
&= \mathbb{E}_{X'} [\text{Tr}(\Pi X'X'^T \Pi X'X'^T \Pi) + \text{Tr}^2(\Pi X'X'^T \Pi)] \\
&= \mathbb{E}_{X'} [(X'^T \Sigma X')^2 + (X'^T \Sigma X')^2] \\
&= \mathbb{E}_{X'} [(Z^T \Pi X'X'^T \Pi Z)^2 + (Z^T \Pi X'X'^T \Pi Z)^2] \\
&= 2 \text{Tr}(\Pi^4) + \text{Tr}^2(\Pi^2) \\
\mathbb{E}[(X^T X')^2] &= \mathbb{E}_{X'} \mathbb{E}_X [Z^T \Pi X'X'^T \Pi Z_1] = \mathbb{E}_{X'} \text{Tr}(\Pi X'X'^T \Pi) = \mathbb{E}_{Z_1} [Z_1^T \Pi Z_1] \\
&= \text{Tr}(\Pi^2) \\
\text{Var}((X^T X')^2) &= \mathbb{E}[(X^T X')^4] - \mathbb{E}[(X^T X')^2]^2 = \text{Tr}(\Pi^4) = \text{Tr}(\Sigma^4) = o(\text{Tr}^2(\Sigma) \text{Tr}(\Sigma^2)) \\
\text{Var}(X^T X' X^T X) &= \mathbb{E}[(X^T X)^2(X^T X')^2] - \mathbb{E}^2[X^T X X^T X'] \\
&= \mathbb{E}^2[(X^T X)^2] - \mathbb{E}^4[X^T X] \approx (8 \text{Tr}(\Sigma^2) + 4 \text{Tr}^2(\Sigma))^2 - (2 \text{Tr}(\Sigma))^4
\end{align*}
\]
\[ \text{Var}(Y^T Y Y^T Y') = \mathbb{E}^2[(Y^T Y)^2] - \mathbb{E}^4(Y^T Y) \]
\[ = (Tr^2(\Sigma) + 2Tr(\Sigma^2) + 4\delta^T \Sigma \delta + \delta^T \delta + 8\Delta_3 \text{diag} \Pi^T \Sigma \delta + 2\delta^T \delta \text{Tr}(\Sigma) - (Tr(\Sigma) + \delta^T \delta)^4 \]
\[ \times \quad Tr^2(\Sigma) Tr^2(\Sigma) \]

where we use Proposition [36] and the last step follows by larger terms canceling after direct expansion.

Next, let us bound \( \text{Var}(X^T X X^T X') \) and \( \text{Var}(Y^T Y Y^T Y') \) as follows (other terms are similar). Multiplying Eq. (10.37) by \( \Sigma \), we see that
\[ \mathbb{E}[XX^T XX^T XX^T \Sigma] = 8\Sigma^4 + 4Tr(\Sigma)\Sigma^3 + 2Tr(\Sigma^2)\Sigma^2 + Tr^2(\Sigma)\Sigma^2. \]

Now taking traces on both sides, and applying trace rotation to the left, we see that the dominant term is
\[ Tr(\mathbb{E}[XX^T XX^T XX^T \Sigma]) = \mathbb{E}[Tr(XX^T XX^T XX^T \Sigma X)] = \mathbb{E}[(XX^T XX^T XX^T \Sigma X)] \approx Tr(\Sigma^2)Tr^2(\Sigma). \]

Since \( \text{Var}(P) \leq \mathbb{E}[P^2] \), we conclude that
\[ \text{Var}(X^T X X^T X') \leq \mathbb{E}[XX^T XX^T (X'X'^T) XX^T X] = \mathbb{E}[XX^T XX^T XX^T XX^T] \approx Tr^2(\Sigma)Tr^2(\Sigma). \]

Then, taking expectations with respect to \( Y' \) first, we get
\[ \text{Var}(Y^T Y Y^T Y') = \mathbb{E}[Y^T (\Sigma + \delta \Sigma + \delta^T \Sigma + \delta^T \Sigma) YY^T Y Y^T Y'] - \mathbb{E}^2[Y^T YY^T \delta \delta] \]
\[ = \mathbb{E}[Y^T \Sigma Y (Y^T Y)] + \text{Var}(Y^T YY^T \delta \delta) \]
\[ \approx \mathbb{E}[Z^T \Sigma Z \Sigma^2 Z] + 2Tr^2(\Sigma) \delta^T \Sigma \delta \]
\[ \approx Tr(\Sigma^2)\delta^T \Sigma^2 \delta + 4Tr^2(\Sigma^2)\delta^T \Sigma^2 \delta + 8\Delta_3 \text{diag} \Pi^T \Sigma \delta + 8\delta^T \Sigma^3 \delta \]
\[ + 4Tr(\Sigma^2)\delta^T \Sigma^2 \delta + 6Tr(\Sigma)\delta^T \Sigma^3 \delta + Tr^2(\Sigma)Tr(\Sigma^2) \]
\[ + 4Tr(\Sigma^3)Tr(\Sigma) + 2Tr^2(\Sigma^2) \]
\[ \approx Tr^2(\Sigma)Tr^2(\Sigma). \]

The above results are obtained in a fashion similar to Proposition [36] for variance of uncentered quadratic forms, or Proposition [37] for \( \text{Var}(Y^T YY^T \delta \delta) \), or from the results of [15] about moments of products of non-normal quadratic forms (Pg. 255 of [219] for the Gaussian case). Hence, bounding the \( \text{Var}(h_4) \) by (a constant times) the sum of variances of the terms in the expansion Eq. (10.38), we see that
\[ \text{Var}(h_4) \approx Tr^2(\Sigma)Tr(\Sigma^2) \]

as required, concluding the proof of the lemma.

In summary, using Eq. (10.35), we have the variance of \( U_4 \) as
\[ \text{Var}(U_4) \leq C_1 \frac{Tr^2(\Sigma^2)Tr^2(\Sigma)}{n^2} + C_2 \frac{Tr^2(\Sigma)\delta^T \Sigma \delta}{n} \leq CT r^2(\Sigma) \text{Var}(U_{CQ}) \]

for some absolute constants \( C_1, C_2, C = \max\{C_1, C_2\} \).

Since \( \gamma^2 = \omega(Tr(\Sigma)) \), we see that
\[ \text{Var}(U_4/\gamma^4) = o(\text{Var}(U_{CQ}/\gamma^2)) \]

as required for step (iii).
Remark 15. Recall that it is typically stated in textbooks like [188], that for degenerate U-statistics, the variance under the null is $O(1/n^2)$, and variance under the alternative is $O(1/n)$. While this is true asymptotically when $n \to \infty$ in the fixed $d$ setting, the variance under the alternative can still be $O(1/n^2)$ in the high-dimensional setting, depending on the signal to noise ratio and dimension when $d, n \to \infty$.

The conclusion of step (iii) also concludes the proof of Theorem 25.

10.8.1 Proof of Theorem 26

The only difference from the above proof, is that instead of taking the Taylor expansion of the Gaussian kernel, we take the expansion of the (modified) Euclidean distance. This gives rise to the exact same set of terms to bound, with different constants. Indeed, when $\gamma^2 = \omega(Tr(\Sigma))$, by the exact form of Taylor’s theorem for $f(\cdot) = (1 + \cdot)^{1/2}$ at $a = \frac{\|S_i - S_j\|^2}{\gamma^2 - 2Tr(\Sigma)}$ around $\tau = \frac{2Tr(\Sigma)}{\gamma^2 - 2Tr(\Sigma)} = o(1)$,

$$f(a) = f(\tau) + \frac{(a - \tau)}{2(1 + \tau)^{1/2}} - \frac{(a - \tau)^2}{8(1 + \tau)^{3/2}} + \frac{3(a - \tau)^3}{48} (1 + \zeta)^{-5/2}$$  \hspace{1cm} (10.39)

for some $\zeta$ between $a$ and $\tau$. Comparing Eq.(10.39) with Eq.(10.31), we see that all the terms are exactly the same, except for constants. Hence, exactly the same proof of Theorem 25 goes through for Theorem 26 as well.
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10.8.2 An error in [36] : the power for high SNR

We briefly describe an error in [36], that has a few important repercussions. All notations, equation numbers and theorems in this paragraph refer to those in [36]. Using the test statistic $T_n/\hat{\sigma}_{n1}$ defined below Theorem 2 in [36], we can derive the power under their assumption (3.5) as

$$P_1\left(\frac{T_n}{\hat{\sigma}_{n1}} > \xi_\alpha\right) = P_1\left(\frac{T_n - \|\mu_1 - \mu_2\|^2}{\hat{\sigma}_{n2}} > \frac{\hat{\sigma}_{n1} \xi_\alpha}{\hat{\sigma}_{n2}} - \frac{\|\mu_1 - \mu_2\|^2}{\hat{\sigma}_{n2}}\right) \to \Phi\left(\frac{\|\mu_1 - \mu_2\|^2}{\hat{\sigma}_{n2}}\right)$$ (the denominator is not $\hat{\sigma}_{n1}$)

$$= \Phi\left(\frac{\sqrt{n}\|\mu_1 - \mu_2\|^2}{\sqrt{(\mu_1 - \mu_2)^T \Sigma (\mu_1 - \mu_2)}}\right)$$

which should be the expression for power that they derive in Eq.(3.12), the most important difference being the presence of $\sqrt{n}$ instead of $n$ in the numerator.
Chapter 11

Nonparametric testing: Sequential two sample testing using the Martingale LIL

Consider the problem of nonparametric two-sample mean testing, where we have access to i.i.d. samples from two multivariate distributions and wish to test whether they have the same mean. We propose a sequential test for this problem suitable for data-rich, memory-constrained situations. It is novel in several ways: it takes linear time and constant space to compute on the fly, and has robust high-dimensional statistical performance, including basically the same power guarantee (for a given false positive rate) as a batch/offline version of the test with the same computational constraints. Most notably, it has a distinct computational advantage over the batch test, because it accesses only as many samples as are required – its stopping time is adaptive to the unknown difficulty of the problem!

We analyze the test and prove these properties in a rigorously finite-sample fashion, using a novel uniform empirical Bernstein version of the law of the iterated logarithm (LIL), which may be of independent interest and allows analysis of sequential tests in a general framework. We demonstrate how to extend our ideas to nonparametric homogeneity and independence testing, and make a case for their even broader applicability.

11.1 Introduction

Nonparametric decision theory poses the problem of making a decision between a null and alternate hypothesis over a dataset with the aim of controlling both false positives and false negatives (or in statistical lingo, maximize power while controlling type-1 error), all without making distributional assumptions about the data being analyzed. There is increasing interest in solving such problems in a “big data” regime, in which both the sample size $N$ and its dimensionality $d$ can be large.

We present a sequential testing framework that is particularly suitable for two related scenarios:
1) The dataset is extremely large, and even a single pass through the data is prohibitive.
2) The data is arriving as a stream, and decisions must be made with minimal storage.

Hypothesis testing can be thought of as a “stochastic proof by contradiction” – the null hypothesis is assumed by default to be true, and is rejected only if the observed data are statistically very unlikely under the null. A sequential test accesses the data in an online/streaming fashion, assessing after every new datapoint whether it then has enough evidence to reject the null hypothesis.

Even outside the streaming setting, this problem setup is well-motivated. Suppose we have a gigantic amount of data (say a few million points of thousand-dimensional $X$ and $Y$), enough to detect even the
most minute differences in mean if they exist. Further suppose that, unknown to us, the decision problem at hand is actually statistically easy, meaning that one can conclude \( \mu_1 \neq \mu_2 \) with high confidence by just looking at a tiny fraction of the dataset. Can we take advantage of this structure despite our ignorance of its existence?

While one option would be to just discard most of the data and run an expensive test on a small subset, the main problem with this is the subsampling dilemma of not knowing how hard the problem is, and hence how large a subset will suffice — sampling too little data might miss the signal, and sampling too much could unnecessarily waste computational resources. In addressing this issue for the rest of this paper, we only compare algorithms with the *same computational budget*. Our sequential test avoids the subsampling dilemma entirely by automatically stopping after seeing an essentially optimal number of samples (where “optimal” is defined as the unknown number of samples that would suffice for a linear-time batch test to have a prespecified target type-2 error).

More specifically, we devise and formally analyze a sequential algorithm for nonparametric two-sample mean testing, where we have \( X_1, \ldots, X_n, \ldots \sim P \) and \( Y_1, \ldots, Y_n, \ldots \sim Q \) with \( P, Q \) are distributions on \( \mathbb{R}^d \) with means \( \mu_1 = \mathbb{E}_{X \sim P}[X], \mu_2 = \mathbb{E}_{Y \sim Q}[Y] \), and we need to decide between

\[
H_0 : \mu_1 = \mu_2 \quad \text{and} \quad H_1 : \mu_1 \neq \mu_2 \tag{11.1}
\]

We think of the data as arriving in two parallel infinite streams, with \( X_1, \ldots, X_t \) and \( Y_1, \ldots, Y_t \) having been seen by time point \( t \), and hence it is not feasible to store the data and process it afterwards. So we resort to a sequential test with a constant memory requirement to make this decision.

Our proposed procedure only keeps track of a single scalar statistic. We construct this “test statistic” to be a zero-mean random walk under the null hypothesis. It is used to test for \( H_0 \) vs. \( H_1 \) each time a new data point is processed. The main statistical issue is dealing with the apparent multiple hypothesis testing problem — if our algorithm observes its first rejection of the null at time \( t \), it might raise suspicions of being a false rejection, because \( t – 1 \) hypothesis tests were already conducted and the \( t \)-th may have been rejected purely by chance. Applying some kind of multiple testing correction, like the Bonferroni or Benjamini-Hochberg procedure, is very conservative and produces inferior results over so many tests.

But the tests are far from independent, because the random walk moves a relatively small amount every iteration. Formalizing this intuition requires a classical probability theory result, the law of the iterated logarithm (LIL), with which we control for type-1 error (when \( H_0 \) is true).

Alternatively when \( H_1 \) is true, instead of needing the whole dataset as a batch algorithm would, we prove that the sequential algorithm automatically stops after processing *just enough data points to detect \( H_1 \)*, depending on the unknown difficulty of the instance being solved. The near-optimal nature of this adaptive type-2 error control (when \( H_1 \) is true) is again due to the remarkable LIL.

The LIL can be described as follows: imagine tossing a fair coin, assigning +1 to heads and −1 to tails, and keeping track of the sum \( S_t \) of \( t \) coin flips. The LIL basically states that asymptotically, \( S_t \) remains always bounded between \( -\sqrt{2t \ln \ln t} \) and \( +\sqrt{2t \ln \ln t} \) (and this “LIL envelope” is tight).

As mentioned earlier, our test statistic will be a random walk, which behaves like \( S_t \) under \( H_0 \) (each quadruple of samples \( X_{2t}, Y_{2t}, X_{2t+1}, Y_{2t+1} \) plays the role of a new fair coin flip). The LIL then characterizes how this random walk behaves under \( H_0 \) — our algorithm will keep observing new data since the random walk values will simply bounce around within the LIL envelope. Under \( H_1 \), this random walk is designed to have nonzero mean, and hence will eventually stray outside the LIL envelope, at which point the process stops and rejects the null hypothesis.

For practically applying this argument to finite samples and examining power tradeoffs, we cannot use the classical asymptotic form of the LIL typically stated in textbooks [69]. We instead use recent results from [14] to derive a novel finite-sample empirical Bernstein version of the LIL that depends on an easily
calculated running estimate of the statistic’s empirical variance. This tool may be of independent interest to those interested in non-asymptotic guarantees. This technical contribution is required to control both the type I and type II errors non-asymptotically and uniformly over all $t$.

In summary, our sequential nonparametric mean test has the following properties:

(A) Each update takes linear time in $d$ and constant memory.

(B) Under $H_0$, it controls type I error, using a uniform empirical Bernstein LIL.

(C) Under any $H_1$, and with desired type II error controlled at $\beta$, it automatically stops after an optimal number of samples (or earlier if we had too few samples).

We discuss related work and our proposed test for problem (11.1) after a simple but instructive example.

### 11.2 A Detailed Illustrative Example

We first build intuition by studying in detail an introductory example which shows how a simple sequential test can perform statistically as well as the best batch test in hindsight, while automatically stopping essentially as soon as possible. We will show that such early stopping can be viewed as quite a general consequence of concentration of measure. Just for this section, let $C, C_1, C_2$ represent constants that may take different values on each appearance, but are always absolute.

Consider observing i.i.d. binary flips $A_1, A_2, \ldots \in \{-1, +1\}$ of a coin, which may be fair or biased towards $+1$. We want to test for fairness, detecting unfairness as soon as possible. Concretely, we therefore wish to test, for $\delta \in (0, \frac{1}{2}]$:

$$H_0: \quad P(A_1 = +1) = \frac{1}{2} \quad \quad H_1(\delta): \quad P(A_1 = +1) = \frac{1}{2} + \delta$$

For any sample size $n$, the natural test statistic for this problem is $S_n = \sum_{i=1}^{n} A_i$. $S_n$ is a (scaled) simple mean-zero random walk under $H_0$. A standard way to approach our problem is the batch test involving $S_N$, which tests for deviations from the null for a fixed sample size $N$. A basic Hoeffding bound shows that $S_N \leq \sqrt{N \ln \frac{1}{\alpha}} =: p_N$ with probability $\geq 1 - \alpha$ under the null, hence controls type I error at level $\alpha$:

$$P_{H_0}(\text{reject } H_0) = P_{H_0}(S_N > p_N) \leq e^{-2p_N^2/N} = \alpha.$$

![Figure 11.1: General one-sided batch (left) and sequential (right) tests.](image)

### A Sequential Test

The main test we propose will be a sequential test in the framework of [224], see Fig. 11.1. It sees examples as they arrive one at a time, up to a large time $N$, the maximum sample size we can afford. The sequential test is defined with a sequence of positive thresholds $\{q_n\}_{n \in \mathbb{N}}$. We show how to set $q_n$, making rough but instructive arguments for statements (B) and (C) in the introduction. These sketch the formal proofs of the corresponding results for the sequential two-sample test given later.
**Type I Error.** Just as the batch threshold \( p_N \) is determined by controlling the type I error with a concentration inequality, the sequential test also chooses \( q_1, \ldots, q_N \) to control the type I error at \( \alpha \):

\[
P_{H_0}(\text{reject } H_0) = P_{H_0} \left( \exists n \leq N : S_n > q_n \right) \leq \alpha \tag{11.2}
\]

This inequality concerns the uniform concentration over infinite tails of \( S_n \), but what \( \{q_n\}_{n \in \mathbb{N}} \) satisfies it? Asymptotically, the answer is governed by a foundational result, the LIL:

**Theorem 38** (Law of the iterated logarithm ([14])). With probability 1,

\[
\limsup_{t \to \infty} \frac{S_t}{\sqrt{t \ln \ln t}} = \sqrt{2}
\]

Theorem 2 in [14] proves a non-asymptotic LIL that is key to our sequential testing insights: w.p. at least \( 1 - \alpha \), we have \( |S_n| \leq \sqrt{C n \ln \left( \frac{\ln n}{\alpha} \right)} =: q_n \) simultaneously for all \( n \geq C_1 \ln \left( \frac{1}{\alpha} \right) := n_0 \). This choice of \( q_n \) satisfies (11.2) for \( n_0 \leq n \leq N \).

**Type II Error.** For practical purposes, \( \sqrt{\ln n} \leq \sqrt{\ln N} \) can be treated as a small constant (even when \( N = 10^{20} \), \( \sqrt{\ln N} < 2 \)). Hence, \( q_N \approx p_N \). With this approximation, the power is

\[
P_{H_1}(\delta) \left( \exists n \leq N : S_n > q_n \right) \geq P_{H_1}(\delta) \left( S_N > q_N \right) \approx P_{H_1}(\delta) \left( S_N > p_N \right). \tag{11.3}
\]

So the sequential test is essentially as powerful as a batch test with \( N \) samples (and similarly the \( n^{th} \) round of the sequential test is like an \( n \)-sample batch test).

**Early Stopping.** What is to be gained from using the sequential test? Following our earlier discussion, the standard motivation for using sequential tests is that they often require few samples to reject statistically distant alternatives. To investigate this with our working example, suppose \( N \) is large and the coin is actually biased, with a fixed unknown \( \delta > 0 \). Then, if we somehow had full knowledge of \( \delta \) when using the batch test, we would use just enough samples \( n^* = n^*(\delta) \) to ensure a desired type II error \( \beta < 1 \):

\[
n^*(\delta) = \min \left\{ n : P_{H_1}(\delta) (S_n \leq p_n) \leq \beta \right\} \tag{11.4}
\]

so that for all \( n \geq n^*(\delta) \), since \( p_n = o(n) \),

\[
\beta \geq P_{H_1}(\delta) (S_n \leq p_n) = P_{H_1}(\delta) (S_n - n\delta \leq p_n - n\delta) \geq P_{H_1}(\delta) (S_n - n\delta \leq -Cn\delta). \tag{11.5}
\]

Examining (11.5), note that \( S_n - n\delta \) is a mean-zero random walk; therefore, standard lower bounds for the binomial tail tell us that \( n^* \geq \frac{C \ln(1/\beta)}{\delta^2} \) suffices.

How many samples does the sequential test use? The quantity of interest is the test’s stopping time \( \tau \), which is \( < N \) when it rejects \( H_0 \) and \( N \) otherwise. For any sufficiently high \( n \), our definitions for \( q_n \) and \( p_n \) tell us that

\[
P_{H_1} (\tau \geq n) = P_{H_1} (\forall t \leq n : S_n \leq q_n) \leq P_{H_1} (S_n \leq q_n) \tag{11.6}
\]

\[
= P_{H_1} (S_n - n\delta \leq q_n - n\delta) \leq P_{H_1} (S_n - n\delta \leq -Cn\delta) \tag{11.7}
\]

\[
\leq \beta \tag{11.8}
\]

for \( n \geq n^* \), from (11.5) and the definition of \( n^* \). Also, using a Hoeffding bound on (11.7), we see that \( P_{H_1} (\tau \geq n) \leq e^{-Cn\delta^2} \), exponentially decreasing in \( n \). In particular, this implies that the expected stopping time of our algorithm \( \mathbb{E}_{H_1}[\tau] \) is of the same order as \( n^* \), because:

\[
\mathbb{E}_{H_1}[\tau] \leq \sum_{n=1}^{\infty} P_{H_1} (\tau \geq n) \leq n^* + \sum_{n=n^*}^{\infty} P_{H_1} (\tau \geq n) \leq n^* + \sum_{n=n^*}^{\infty} e^{-Cn\delta^2} \tag{11.9}
\]

188
\[
\leq n^* + \frac{\beta^C}{1 - e^{-C\delta^2}} \leq n^* + \beta^C \left( \frac{1}{C\delta^2} + 1 \right) \tag{11.10}
\]
\[
\leq \left( 1 + \frac{C_1\beta C_2}{\ln \frac{1}{\beta}} \right) n^* \tag{11.11}
\]

Here (11.10) first sums the infinite geometric series with first term \((e^{-n^*\delta^2})^C \leq \beta^C\), and then uses the fact that \(\frac{1}{1-e^{-x}} \leq \frac{1}{x} + 1\); and (11.11) uses \(n^* \geq \frac{C\ln \frac{1}{\beta}}{\delta^2}\).

This analysis, culminating in Eq. (11.11), proves that the sequential test stops as soon as we could hope for, under any alternative \(\delta\), despite our ignorance of \(\delta\)! In fact, with an increasingly stringent \(\beta \to 0\), we see that \(\frac{\mathbb{E}_{H_1}[\tau]}{n^*} \to 1\); so the sequential test in fact stops closer to \(n^*\), and hence \(\tau\) is almost deterministically best possible. We formalize this precise line of non-asymptotic reasoning in the analysis of the more nontrivial sequential test presented in Section 11.5.

### 11.3 Related Work

In a seminal line of work, Robbins and colleagues delved into sequential hypothesis testing in an asymptotic sense [174]. Apart from being asymptotic, his tests were most often for simple hypotheses (point nulls and alternatives), were univariate, or parametric (assuming Gaussianity or known density). That said, two of his most relevant papers are [173] and [46], that discuss statistical methods related to the LIL. They give an asymptotic version of the argument of Section 11.2 using it to design sequential Kolmogorov-Smirnov tests with power one, but once more is univariate and asymptotic; most of the other problems in these papers are parametric. Other old works that mention using the LIL for testing various simple or univariate or parametric problems include [48], [119], [125] and [47].

For testing a simple null against a simple alternative, Wald’s sequential probability ratio test (SPRT) was proved to be optimal by the seminal work [226], but this applies when both the null and alternative have a known parametric form (and hence their probability ratio can be explicitly calculated). The same authors also suggested a univariate nonparametric two-sample test in [225], but presumably did not find it clear how to combine these two lines of work.

We emphasize that there are several advantages to our proposed framework and analysis which, taken together, are unique in the literature to our knowledge. Firstly we tackle the nonparametric setting, with composite hypotheses. Secondly, we work in the multivariate setting, and even in the high dimensional setting with \(d, n \to \infty\). Thirdly, we do not only prove that the power is asymptotically one, but also derive finite sample rates that illuminate dependence of other parameters on \(\beta\). Fourthly, we take computational considerations into account – we provide a fair comparison by proving that when compared to a single batch test with the same computational resources, our sequential test has (essentially) the same power. Lastly, our sequential test has an optimal stopping property, not provable via asymptotic arguments.

Empirical Bernstein inequalities have been used for stopping algorithms in Hoeffding races [130] and other even more general contexts [138]. This line of work uses the empirical bounds very similarly to us, albeit in the nominally different context of direct estimation of a mean. As such, they too require uniform concentration over time, but achieve it with a crude union bound (failure probability \(\xi_n \propto \frac{\xi}{n^2}\)), resulting in a deviation bound of \(\sqrt{\hat{V}_n \log \frac{n}{\xi}}\). In fact, this is arbitrarily inferior to our bound of \(\sqrt{\hat{V}_n \log \log \frac{n}{\xi}}\), precisely in the case \(\hat{V}_n \ll n\) in which we expect the empirical Bernstein bounds to be most useful over Hoeffding bounds. Further exploration of the consequences of the non-asymptotic LIL bound of [14] in this context is an interesting topic outside our scope here.
To our knowledge, implementing sequential testing in practice has previously invariably relied upon CLT-type results arbitrarily patched together with heuristic adjustments of the CLT threshold (e.g. the well-known Haybittle-Peto for clinical trials \[151\] has an arbitrary conservative choice of \(q_h = 0.001\) through the sequential process and \(q_N = 0.05 = \alpha\) at the last datapoint). These perform as loose versions of our uniform finite-sample LIL upper bound, though further discussion is outside the scope of this current work. In general, it is unsound to use an asymptotically normal distribution under the null at stopping time \(\tau\) – the central limit theorem (CLT) applies to any fixed time \(t\), and it may not apply to a random stopping time \(\tau\). The additional conditions required are given by Anscombe’s random-sum CLT \[8, 88\]. This has caused myriad practical complications in implementing such tests (see \[120\], Section 4). One of our contributions is to rigorously derive a directly usable finite-sample sequential test, in a way we believe can be generically extended.

### 11.4 A Linear-Time Batch Two-Sample Mean Test

We now propose and study a simple test (proofs in appendices) for problem (11.1), following the conventional hypothesis testing template referred to as the “batch test” in Fig. [11.1]. The test is linear-time and its power analysis is of independent interest, but more importantly for us, as in Section 11.2, it is a reference point for the properties of the main sequential test introduced in the next section.

Denote the covariances of \(P, Q\) by \(\Sigma_1, \Sigma_2, \Sigma := \frac{1}{2}(\Sigma_1 + \Sigma_2)\). Define \(\delta := \mu_1 - \mu_2\) so that under \(H_0\), \(\delta = 0\). Assume for simplicity that the data is bounded: \(|x|, |y| \leq B\) a.s. and let \(\Phi(\cdot)\) denote the standard normal CDF. Define \(|\ln \ln|_+(x) = \ln \ln[\max(x, e^x)]\).

Consider the linear-time statistic after seeing \(N\) data points:

\[
U_N = \sum_{i=1}^{N} h_i
\]

where \(h_i = (x_{2i-1} - y_{2i-1})^T(x_{2i} - y_{2i})\). Note that the \(h_i\)s are also i.i.d.

**Proposition 39.** \(\mathbb{E}[U_N] = \mathbb{E}[h] = N\|\delta\|^2\) and \(\text{var}(U_N) = \text{var}(h) = N(4\text{tr}(\Sigma^2) + 4\delta^\top \Sigma \delta)\)

Let \(V_{N0}, V_{N1}\) be \(\text{var}(U_N)\) under \(H_0, H_1\) respectively: \(V_{N0} := NV_0 := 4N\text{tr}(\Sigma^2), V_{N1} := NV_1 := N(4\text{tr}(\Sigma^2) + 4\delta^\top \Sigma \delta)\). Then since \(U_N\) is an i.i.d. sum, the central limit theorem (CLT) implies that (where \(\overset{d}{\rightarrow}\) is convergence in distribution)

\[
\frac{U_N}{\sqrt{V_{N0}}} \overset{d}{\rightarrow} H_0 \mathcal{N}(0, 1), \quad \frac{U_N - N\|\delta\|^2}{\sqrt{V_{N1}}} \overset{d}{\rightarrow} H_1 \mathcal{N}(0, 1) \quad (11.12)
\]

Based on this information, our test rejects the null hypothesis whenever \(U_N > \sqrt{V_{N0}} z_\alpha\), where \(z_\alpha\) is the \(1 - \alpha\) quantile of the standard normal distribution. So Eq. (11.12) ensures that \(P_{H_0}\left(\frac{U_N}{\sqrt{V_{N0}}} > z_\alpha\right) \leq \alpha\) giving us type-1 error control under \(H_0\). In practice, we may not know \(V_{N0}\), so we standardize the statistic using the empirical variance – since we assume \(N\) is large, these scalar variance estimates do not change the effective power analysis (unlike for the sequential test which needs variance estimates at each \(n << N\)).

The (asymptotic) power of the batch test is

\[
P_{H_1}\left(\frac{U_N}{\sqrt{V_{N0}}} > z_\alpha\right) = P_{H_1}\left(\frac{U_N - N\|\delta\|^2}{\sqrt{V_{N1}}} > z_\alpha \sqrt{\frac{V_{N0}}{V_{N1}}} - \frac{N\|\delta\|^2}{\sqrt{V_{N1}}}\right)
\]

\(^1\)For non-asymptotic type-1 error control, we can use an empirical Bernstein inequality \[\text{Thm 11}\], based on an unbiased estimator of \(V_N\), specifically \(\hat{V}_N\), the empirical variance of \(h_i\)s, to reject the null whenever \(U_N > \sqrt{2\hat{V}_N \ln(2/\alpha)} + \frac{\sqrt{7N \ln(2/\alpha)}}{3(N-1)}\).
For convenience, we assume testing, about the empirical variance process bottleneck if the test runs for very many samples. We prove such a novel result, necessary for sequential its estimate must be concentrated tightly and uniformly over time and \( nV \) completely unknown a priori.

\[
\text{Lemma 31.} \quad \text{With probability } \geq 1 - \xi, \text{ for all } n \text{ simultaneously, there is an absolute constant } C_3 \text{ such that}
\]

\[
nV \leq C_3(\hat{V}_n + C_0(\xi))
\]

Note that the second term is a constant less than \( z_\alpha \). As a concrete example, when \( \Sigma = \sigma^2 I \), and we denote \( \Psi := \frac{\|\delta\|}{\sigma} \), then the power of the linear-time batch test is at least \( \Phi \left( \frac{\sqrt{N}\|\delta\|^2}{\sqrt{8\text{tr}(\Sigma^2) + 8\delta^\top\Sigma\delta}} - z_\alpha \right) \). This expression implies that the batch test is consistent, at constant SNR, whenever \( d = o(N) \), a property which is inherited by the sequential test.

### 11.5 A Linear-Time Sequential Two-Sample Mean Test

In this section, we present our main sequential two-sample test. It follows the scheme in Fig. 11.1, so we only need specify a sequence of rejection thresholds \( q_n \).

To do this, we interpret the unnormalized statistic \( T_n = \sum_{i=1}^n h_i \) as a stochastic process evolving with \( n \). Under the null, \( h_i \) has zero mean, and \( T_n \) is a zero-mean random walk computable from the data. We assume that our data is bounded i.e. \( \|X\|, \|Y\| \leq B \). Though we assume bounded random variables for convenience, Bernstein moment conditions [24], bounded or subgaussian random variables being a special case, suffice to prove the non-asymptotic Bernstein LIL in [14], exactly as is the case for the usual Bernstein concentration inequalities for averages. Note that by the Cauchy-Schwarz inequality, w.p. 1,

\[
|T_n - T_{n-1}| = |h_n| = |(x_{2n-1} - y_{2n-1})^\top(x_{2n} - y_{2n})| \leq (B + B)^2
\]

(11.14)

For convenience, we assume \( B = \frac{1}{2} \), so that Eq. (11.14) \( \leq 1 \). Since \( T_n \) has bounded differences, it exhibits Gaussian-like concentration under the null. However, analogously to the batch test, tighter concentration is desirable, in pursuit of which we examine the cumulative variance process of \( T_n \) under \( H_0 \), defined in the previous section:

\[
\sum_{i=1}^n \mathbb{E} \left[ (T_i - T_{i-1})^2 \mid h_{1:(i-1)} \right] = \sum_{i=1}^n \text{var} (h_i) = n \mathbb{E} [h^2] = nV_0
\]

This is the stochastic process version of the variance that we considered for the batch test. Using, this we have the following theorem that controls the behavior of \( T_n \) under \( H_0 \).

\textbf{Theorem 40} (Uniform Bernstein Inequality for Random Walks). \textit{Take any } \xi > 0. \textit{Then with probability} \( \geq 1 - \xi \), \textit{for all } \( n \text{ simultaneously,}

\[
|T_n| < C_0(\xi) + \sqrt{2C_1nV_0[\ln \ln]_+(nV_0) + C_1nV_0 \ln \left( \frac{4}{\xi} \right)}
\]

\[
\text{where } C_0(\xi) = 3(e - 2)e^2 + 2 \left( 1 + \sqrt{\frac{1}{\xi}} \right) \ln \left( \frac{8}{\xi} \right), \text{ and } C_1 = 6(e - 2).
\]

Its proof is in the Appendix. Unfortunately, we cannot use it directly to get computable deviation bounds for type I error control, because the covariance matrix \( \Sigma \) (and therefore \( V_0 \) under the null) is completely unknown a priori. \( nV_0 \) must instead be estimated on the fly as part of the sequential test, and its estimate must be concentrated tightly and uniformly over time, so as not to present a statistical bottleneck if the test runs for very many samples. We prove such a novel result, necessary for sequential testing, about the empirical variance process \( \hat{V}_n = \sum_i h_i^2 \).

\textbf{Lemma 31.} \textit{With probability} \( \geq 1 - \xi \), \textit{for all } \( n \text{ simultaneously, there is an absolute constant } C_3 \) \textit{such that}

\[
nV \leq C_3(\hat{V}_n + C_0(\xi))
\]
Its proof uses a self-bounding argument and is in the Appendix. Now, we can combine these to prove a novel uniform empirical Bernstein inequality to (practically) establish concentration of $T_n$ under $H_0$.

**Theorem 41** (Uniform Empirical Bernstein Inequality for Random Walks). Take any $\xi > 0$. Then with probability $\geq 1 - \xi$, for all $n$ simultaneously, there exists an absolute constant $C_3$ such that

$$|T_n| < C_0(\xi) + \sqrt{2C_3(\hat{V}_n + C_0(\xi)) \left( [\ln \ln]_+(C_3(\hat{V}_n + C_0(\xi))) + \ln \left( \frac{4}{\xi} \right) \right)}$$

where $C_0(\xi) = 3(e - 2)e^2 + 2 \left( 1 + \sqrt{\frac{1}{3}} \right) \ln \left( \frac{s}{x} \right)$.

Its proof follows immediately from a union bound on Theorem 40 and Lemma 31. Theorem 41 depends on $\hat{V}_n$, which is easily calculated by the algorithm on the fly in constant time per iteration (71). Armed with this inequality, we can now compare this sequential test’s statistical performance to the batch test, exactly following the generic example of Section 11.2.

**Type I Error.** By Thm. 41, the test controls type I error at $\alpha$ by setting, for a constant $C$,

$$q_n = \sqrt{C\hat{V}_n \left( \ln \ln (\hat{V}_n) + \ln \left( \frac{1}{\alpha} \right) \right)}$$

just as argued in Sec. 11.2. This choice of $q_n$ is basically unimprovable up to constants (a finite-time optimality result is in [14]).

**Type II Error.** Again arguing as in Section 11.2, the threshold $p_n$ that the batch test uses is within a $\sqrt{\ln \ln N}$ factor of $q_n$, so our sequential test has basically the same power as the batch test, in particular inheriting its favorable high-$d$ statistical performance.

**Early Stopping.** The argument is again identical to that Section 11.2, proving that $\mathbb{E}_{H_1} [\tau]$ is nearly optimal, and arbitrarily close to optimal as $\beta$ tends to zero.

This section hints at the generality of our arguments. The critical piece is just designing $h$ so that $\sum_{i=1}^n h_i$ is a mean zero random walk under the null. Then we can use the LIL to control type-I error, and the rest of the arguments are identical, holding for any such random walk.

Finally, note that the LIL itself, as well as the non-asymptotic LIL bounds of [14], apply to martingales – much more general versions of random walks capable of modeling dependence. Our ideas could conceivably be extended to this setting, outside the scope of this paper.

### 11.6 Extensions

**A General Two-Sample Test.** Given two independent multivariate streams of i.i.d. data, instead of testing for differences in mean, we could also test for differences in any moment, i.e. differences in distribution, a subtler problem which may require much more data to ascertain differences in higher moments. In other words, we would be testing

$$H_0 : P = Q \text{ versus } H_1 : P \neq Q.$$ (11.15)

One simple way to do this is by using a kernel two-sample test, like the Maximum Mean Discrepancy (MMD) test proposed by [82]. The population MMD is defined as

$$MMD(P, Q) = \sup_{f \in H_k} (\mathbb{E}_{X \sim P} f(X) - \mathbb{E}_{Y \sim Q} f(Y))$$

where $H_k$ is the unit ball of functions in the Reproducing Kernel Hilbert Space corresponding to some positive semidefinite Mercer kernel $k$. One common choice is the Gaussian kernel $k(a,b) = \exp(-||a -
\( b \|t\|^2 / \gamma^2 \). With this choice, the population MMD has an interesting interpretation, given by Bochner’s theorem \(179\) as \( MMD = \int_{\mathbb{R}^d} |\varphi_X(t) - \varphi_Y(t)|^2 e^{-\gamma^2 \|t\|^2} dt \) where \( \varphi_X(t), \varphi_Y(t) \) are the characteristic functions of \( P, Q \). This means that the population MMD is nonzero iff the distributions differ (i.e. the alternative holds).

The authors propose the following (linear-time) batch test statistic after seeing \( 2N \) samples: \( MMD_N = \frac{1}{N} \sum_{i=1}^{N} h_i \). where \( h_i = k(x_{2i}, x_{2i+1}) + k(y_{2i}, y_{2i+1}) - k(x_{2i}, y_{2i+1}) - k(x_{2i+1}, y_{2i}) \). The associated test is consistent against all fixed (and some local) alternatives where \( P \neq Q \); see \[82\] for a proof, and \[168\] for a high-dimensional analysis of this test (in the limited setting of mean-testing). Both properties are inherited by the following sequential test.

Note that \( \mathbb{E} [MMD_N] = \mathbb{E} [h_i] = 0 \) under \( H_0 \). Hence, the sequential statistic we construct after seeing \( n \) batches (\( 2n \) samples) is the mean zero random walk \( T_n = \sum_{i=1}^{n} h_i \). The similarity with our mean-testing statistic is not coincidental; when \( k(a, b) = a^\top b \), they coincide. As before, we use the LIL to get type-1 error control, the same power up to a \( \sqrt{\ln \ln N} \) factor, and also early stopping much before seeing \( N \) points if the problem at hand is simple.

A General Independence Test. Given a single multivariate stream of i.i.d data, where each datapoint is a pair \( (X_i, Y_i) \in \mathbb{R}^{p+q} \), the independence testing problem involves testing whether \( X \) is independent of \( Y \) or not. More formally, we want to test

\[ H_0 : X \perp Y \text{ versus } H_1 : X \not\perp Y. \] (11.16)

A test of linear correlation/covariance only detects linear dependence. As an alternative to this, [208] proposed a population quantity called distance covariance, given by the formula

\[
d\text{Cov}(X, Y) = \mathbb{E}\|X - X'||\|Y - Y'|| + \mathbb{E}\|X - X'||\mathbb{E}\|Y - Y'|| - 2\mathbb{E}\|X - X'||\|Y - Y'||
\]

where \((X, Y), (X', Y'), (X'', Y'')\) are i.i.d. pairs from the joint distribution on \((X, Y)\). Remarkably, an alternative representation is

\[
d\text{Cov}(X, Y) = \int_{\mathbb{R}^{p+q}} |\phi_{X,Y}(t, s) - \phi_X(t) \phi_Y(s)|^2 w(t, s) \, dt \, ds
\]

where \( \phi_X, \phi_Y, \phi_{X,Y} \) are the characteristic functions of the marginals and joint distribution of \( X, Y \) and \( w(t, s) \propto \|t\|^{1+p}\|s\|^{1+q} \). Using this, the authors conclude that \( d\text{Cov}(X, Y) = 0 \) iff \( X \perp Y \). One way to form a linear-time statistic to estimate \( d\text{Cov} \) is to process the data in batches of size four — let us denote \( B_i := \{(X_{4i}, Y_{4i}), (X_{4i+1}, Y_{4i+1}), (X_{4i+2}, Y_{4i+2}), (X_{4i+3}, Y_{4i+3})\} \), and calculate the scalar

\[
h_i = \frac{1}{6} \sum_{(t)} \|X - X'||\|Y - Y'|| + \frac{1}{6} \sum_{(t)} \|X - X'||\|Y'' - Y'''|| - \frac{1}{24} \sum_{4 \times 3} \|X - X'||\|Y - Y'||
\]

where the summations are over all possible ways of assigning \((X, Y) \neq (X', Y') \neq (X'', Y'') \neq (X''', Y''')\), each pair being one from \( B_i \). The expectation of this quantity is exactly \( d\text{Cov} \), and the batch test statistic given \( 2N \) datapoints, is simply \( d\text{Cov}_N = \frac{1}{N} \sum_{i=1}^{N} h_i \). As before, the associated test is consistent for any fixed alternatives where \( X \not\perp Y \). Noting that \( \mathbb{E} [d\text{Cov}_N] = \mathbb{E} [h_i] = 0 \) under the null, our random walk after seeing \( n \) batches (i.e. \( 4n \) points) will just be \( T_n = \sum_{i=1}^{n} h_i \). As in previous sections, we use the LIL to get type-1 control; the same power up to a \( \sqrt{\ln \ln N} \) factor; and also optimal early stopping much before seeing \( N \) points, if the problem at hand is simple.

**Conclusion**

In this paper we present a sequential scheme for multivariate nonparametric hypothesis testing against composite alternatives, which comes with a full finite-sample analysis in terms of on-the-fly estimable...
quantities. Its desirable properties include type-1 error control thanks to a new uniform-over-time empirical Bernstein LIL (of independent interest); near-optimal type-2 error compared to linear-time batch tests, due to the $\sqrt{\ln \ln n}$ term in the LIL; and most importantly, essentially optimal early stopping, uniformly over a large class of alternatives. We presented some simple applications in learning and statistics, but our design and analysis techniques are general, and their extensions to other settings are of continuing future interest.

11.7 Proof of Proposition 39

**Proof:** [Proposition 39] Since $x, x', y, y'$ are all independent, $E[h] = (E[x] - E[y])^\top (E[x'] - E[y']) = \delta^\top \delta$. Next,

$$E[h^2] = E[((x - y)^\top (x' - y'))^2] = E[(x - y)^\top (x' - y')(x' - y)^\top (x - y)]$$

$$= E[\text{tr}((x - y)(x - y)^\top (x' - y')(x' - y)^\top))]$$

$$= \text{tr}(E[(x - y)(x - y)^\top] E[(x' - y')(x' - y)^\top])$$

Since $E[(x - y)(x - y)^\top] = \Sigma_1 + \Sigma_2 + \delta \delta^\top = 2 \Sigma + \delta \delta^\top$, we have

$$\text{var}(h) = E[h^2] - (Eh)^2 = \text{tr}((2 \Sigma + \delta \delta^\top)^2] - \|\delta\|^4$$

$$= 4\text{tr}(\Sigma^2) + 4\delta^\top \Sigma \delta$$

from which the result is immediate.

11.8 Proof of Theorem 40

We rely upon a variance-dependent form of the LIL. Upon noting that $E[T_n - T_{n-1}] = 0$ and $E[(T_n - T_{n-1})^2] = V_0$, it is an instance of a general martingale concentration inequality from [14].

**Theorem 42** (Uniform Bernstein Bound (Instantiation of [14], Theorem 4)). Suppose $|T_n - T_{n-1}| \leq 1$ w.p. 1 for all $n \geq 1$. Fix any $\xi < 1$ and define $\tau_0(\xi) = \min \left\{ s : s V_0 \geq \frac{1 + \sqrt{1/\xi}}{e^2} \ln \left( \frac{4}{\xi} \right) \right\}$. Then with probability $\geq 1 - \xi$, for all $n \geq \tau_0$ simultaneously, $|T_n| \leq \frac{2(e - 2)}{1 + \sqrt{1/\xi}} t V_0$ and

$$|T_n| \leq \sqrt{6(e - 2) t V_0 \left( 2 \ln \ln \left( \frac{3(e - 2)e^2 t V_0}{|T_n|} \right) + \ln \left( \frac{2}{\xi} \right) \right)}$$

In principle this tight control by the second moment is enough to achieve our goals, just as the second-moment Bernstein inequality for random variables suffices for proving empirical Bernstein inequalities.

However, the version we use for our empirical Bernstein bound is a more convenient though looser restatement of Theorem 42. To derive it, we refer to the appendices of [14] for the following result:

**Lemma 32** ([14], Theorem 16). Take any $\xi > 0$, and define $T_n$ and $\tau_0(\xi)$ as in Theorem 42. With probability $\geq 1 - \frac{\xi}{2}$, for all $n < \tau_0(\xi)$ simultaneously,

$$|T_n| \leq 2 \left( 1 + \sqrt{1/\xi} \right) \ln \left( \frac{4}{\xi} \right)$$
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Theorem 40 follows by loosely combining the above two uniform bounds.

**Proof:** [Proof of Theorem 40] Recall $V_n := nV_0$. Theorem 42 gives that w.p. $1 - \frac{\xi}{2}$, for all $n \geq \tau_0(\xi/2)$,

$$|T_n| \leq \frac{2(e-2)}{(1+\sqrt{1/3})} V_n$$

and

$$|T_n| \leq \max \left( 3(e-2)e^2, \sqrt{2C_1V_n \ln \ln V_n + C_1V_n \ln \left( \frac{4}{\xi} \right)} \right) \quad (11.17)$$

Taking a union bound of (11.17) with Lemma 32 gives that w.p. $\geq 1 - \xi$, the following is true for all $n$ simultaneously:

$$|T_n| \leq \begin{cases} 2 \left(1 + \sqrt{\frac{3}{4}}\right) \ln \left(\frac{8}{\xi}\right) & \text{if } t < \tau_0(\xi/2) \\ \frac{2(e-2)}{(1+\sqrt{1/3})} V_n \text{ and } \max \left( 3(e-2)e^2, \sqrt{2C_1V_n \ln \ln V_n + C_1V_n \ln \left( \frac{4}{\xi} \right)} \right) & \text{if } n \geq \tau_0(\xi/2) \end{cases}$$

For all $n$ we have $|T_n|$ bounded by the maximum of the two cases above. The result can be seen to follow, by relaxing the explicit bound $|T_n| \leq \frac{2(e-2)}{(1+\sqrt{1/3})} V_n$ to instead transform $\ln \ln$ into $[\ln \ln]_+.$

### 11.9 Proof of Lemma 31

**Proof:** Here, $\nu_i := h_i^2 - \mathbb{E} [h_i^2]$ has mean zero by definition. It has a cumulative variance process that is self-bounding:

$$B_n := \sum_{i=1}^n \mathbb{E} [\nu_i^2] = \sum_{i=1}^n \mathbb{E} \left( (h_i^2 - \mathbb{E} [h_i^2])^2 \right) = \sum_{i=1}^n \left( \mathbb{E} [h_i^4] - (\mathbb{E} [h_i^2])^2 \right) \leq \sum_{i=1}^n \mathbb{E} [h_i^4]$$

\[ \leq \sum_{i=1}^n \mathbb{E} [h_i^2] = nV_0 := A_n \quad (11.18) \]

where the last inequality (a) uses that $|h_i| \leq 1$, and we define the process $A_n$ for convenience.

Applying Theorem 40 to the mean-zero random walk $\sum_{i=1}^n \nu_i$ gives $(1 - \xi)$-a.s. for all $t$ that:

$$|\hat{V}_n - A_n| = \left| \sum_{i=1}^n (h_i^2 - \mathbb{E} [h_i^2]) \right| < C_0(\xi) + \sqrt{2C_1B_n[\ln \ln]_+(B_n) + C_1B_n \ln \left( \frac{4}{\xi} \right)}$$

$$\leq C_0(\xi) + \sqrt{2C_1A_n[\ln \ln]_+(A_n) + C_1A_n \ln \left( \frac{4}{\xi} \right)}$$

This can be relaxed to

$$A_n - \sqrt{2C_1A_n[\ln \ln]_+(A_n) + C_1A_n \ln \left( \frac{4}{\xi} \right)} - C_0(\xi) - \hat{V}_n \leq 0 \quad (11.19)$$

Suppose $A_n \geq 108 \ln \left( \frac{4}{\xi} \right)$. Then a straightforward case analysis confirms that

$$A_n \geq 8 \max \left( 2C_1[\ln \ln]_+(A_n), C_1 \ln \left( \frac{4}{\xi} \right) \right)$$
This is precisely the condition needed to invert (11.19) using Lemma 33. Doing this yields that
\[ \sqrt{A_n} \leq \sqrt{2C_1 [\ln \ln)_+ \left( 2C_0(\xi) + 2\hat{V}_n \right) + C_1 \ln \left( \frac{4}{\xi} \right) + \sqrt{C_0(\xi) + \hat{V}_n}} \]  
(11.20)

For sufficiently high \( \hat{V}_n (\Omega \left( \ln \left( \frac{4}{\xi} \right) \right) \) suffices), the first term on the right-hand side of (11.20) is bounded as
\[ \sqrt{2C_1 [\ln \ln)_+ \left( 2C_0(\xi) + 2\hat{V}_n \right) + C_1 \ln \left( \frac{4}{\xi} \right) \leq \sqrt{4C_1 [\ln \ln)_+ \left( 2C_0(\xi) + 2\hat{V}_n \right) \leq \sqrt{8C_1 (C_0(\xi) + \hat{V}_n)}} \]

Resubstituting into (11.20) and squaring both sides yields the result. It remains to check the case \( A_n \leq 108 \ln \left( \frac{4}{\xi} \right) \). But this bound clearly holds in the statement of the result, so the proof is finished.

The following lemma is useful to invert inequalities involving the iterated logarithm.

**Lemma 33.** Suppose \( b_1, b_2, c \) are positive constants, \( x \geq 8 \max(b_1 [\ln \ln)_+ (x), b_2) \), and
\[ x - \sqrt{b_1 x [\ln \ln)_+ (x) + b_2 x} - c \leq 0 \]  
(11.21)

Then
\[ \sqrt{x} \leq \sqrt{b_1 [\ln \ln)_+ (2c) + b_2 + \sqrt{c}} \]

**Proof:** Suppose \( x \geq 8 \max(b_1 [\ln \ln)_+ (x), b_2) \). Since \( x \geq 8b_2 \), we have
\[ 0 \leq \frac{x}{8} - b_2 = \frac{x}{4} - b_1 \left( \frac{x}{8b_1} \right) - b_2 \quad \Longrightarrow \quad 0 \leq \frac{x^2}{4} - b_1 x \left( \frac{x}{8b_1} \right) - b_2 x \]

Substituting the assumption \( \frac{x}{8b_1} \geq [\ln \ln)_+ (x) \) gives
\[ 0 \leq \frac{x^2}{4} - b_1 x [\ln \ln)_+ (x) - b_2 x \quad \Longrightarrow \quad \sqrt{b_1 x [\ln \ln)_+ (x) + b_2 x} \leq \frac{1}{2} x \]

Substituting this into (11.21) gives \( x \leq 2c \). Therefore, again using (11.21),
\[ 0 \geq x - \sqrt{b_1 x [\ln \ln)_+ (x) + b_2 x} - c \geq x - \sqrt{b_1 x [\ln \ln)_+ (2c) + b_2 x} - c \]

This is now a quadratic in \( \sqrt{x} \). Solving it (using \( \sqrt{x} \geq 0 \) gives
\[ \sqrt{x} \leq \frac{1}{2} \left( \sqrt{b_1 [\ln \ln)_+ (2c) + b_2 + \sqrt{b_1 [\ln \ln)_+ (2c) + b_2 + 4c}} \right) \leq \sqrt{b_1 [\ln \ln)_+ (2c) + b_2} + \sqrt{c} \]
using the subadditivity of \( \sqrt{\cdot} \).
Chapter 12

Nonparametric testing : Smoothed Wasserstein two sample testing

Nonparametric two sample or homogeneity testing is a decision theoretic problem that involves identifying differences between two random variables without making parametric assumptions about their underlying distributions. The literature is old and rich, with a wide variety of statistics having been intelligently designed and analyzed, both for the unidimensional and the multivariate setting. Our contribution is to tie together many of these tests, drawing connections between seemingly very different statistics. Specifically, we form a chain of connections from univariate methods like the Kolmogorov-Smirnov test, QQ plots and ROC curves, to multivariate tests involving the Wasserstein distance, energy statistics and kernel based maximum mean discrepancy, that proceeds through the construction of a smoothed Wasserstein distance. Some observations in this chain are implicit in the literature, while others seem to have not been noticed thus far. We hope this will be a useful resource for theorists and practitioners familiar with one subset of methods but not with others.

12.1 Introduction

Nonparametric two sample testing (or homogeneity testing) deals with detecting differences between two $d$-dimensional distributions, given samples from both, without making any parametric distributional assumptions. The popular tests for $d = 1$ are rather different from those for $d \geq 1$, and our interest is in tying together different tests used in both settings.

There is a massive literature on the two-sample problem, having been formally studied for nearly a century, and there is no way we can cover the breadth of this huge and historic body of work. Our aim is much more restricted — we wish to form connections between several seemingly distinct families of such tests, both intuitively and formally, in the hope of informing both practitioners and theorists who may have familiarity with some sets of tests, but not others. We will also only introduce related work that has a direct relationship with this chapter.

There are also a large number of tests for parametric two-sample testing (assuming a form for underlying distributions, like Gaussianity), and yet others for testing only differences in means of distributions (like Hotelling’s t-test, Wilcoxon’s signed rank test, Mood’s median test). Our focus will be much more restricted — in this chapter, we will restrict our attention only to nonparametric tests for testing differences in (any moment of the underlying) distribution.

This chapter started as an attempt to understand testing with the Wasserstein distance (also called earth-mover’s distance or transportation distance). The main prior work in this area is the study of uni-
variate goodness-of-fit testing (or one-sample testing) by del Barrio and his colleagues in [52, 53, 54], and summarized extremely well in [51]. There are other (more parametric) works specific to goodness-of-fit testing for location-scale families that we do not mention here. The only papers related to Wasserstein two-sample testing seem to involve studying the “trimmed comparison of distributions” by [2, 3].

In this chapter, we uncover an interesting relationship between the multivariate Wasserstein test and the (Euclidean) Energy distance test, also called the Cramer test, proposed independently by [207] and [16]. This proceeds through the construction of a smoothed Wasserstein distance, by adding an entropic penalty/regularization — varying the weight of the regularization interpolates between the Wasserstein distance at one extreme and the Energy distance at the other extreme.

This also gives rise to a new connection between the univariate Wasserstein test and popular univariate data analysis tools like quantile-quantile (QQ) plots and the Cramer von-Mises (CvM) test. Due to the relationship between distances and kernels, we will also establish connections to the kernel-based multivariate test by [82, 85] called the Maximum Mean Discrepancy, or MMD. Finally, the desire to design a univariate distribution-free Wasserstein test will lead us to the formal study of Receiver Operating Characteristic (ROC) curves, relating to work by [104].

Intuitively, the underlying reasons for the similarities and differences between these above tests can be seen through two lenses. First is the population viewpoint of how different tests work with different representations of distributions; most of these tests are based on differences between quantities that completely specify a distribution — (a) cumulative distribution functions (CDFs), (b) quantile functions (QFs), and (c) characteristic functions (CFs). Second is from the sample viewpoint of the behavior these statistics under the null hypothesis that the distributions are identical; most of these tests have null distributions based on norms of Brownian bridges, alternately viewed as infinite sums of weighted chi-squared distributions (due to the Karhunen-Loeve expansion). We will return to these points later in this chapter.

While we connect a wide variety of popular and seemingly disparate families of tests, there are still further classes of tests that we do not discuss. Some examples of tests quite different from the ones studied here include rank based tests as covered by the excellent book [124], the runs test by [225], spanning tree methods by [74], nearest-neighbor based tests by [183] and [96], and the “cross-match” tests by [175]. We also found the book by [210] to be a very useful reference for a broader perspective on comparing distributions.

Chapter Outline and Contributions. The rest of this chapter proceeds as follows. In Section 12.2, we formally present the notation and setup of nonparametric two sample testing, as well as briefly introduce three different ways of comparing distributions — using CDFs, QFs and CFs. In Section 12.3 we will introduce the multivariate Wasserstein distance, and connect it to the multivariate Energy Distance, and to the kernel MMD, through an entropy-smoothed Wasserstein distance. In Section 12.4 we will discuss a univariate Wasserstein two-sample test, and connect it to QQ plots and the KS test. Lastly, in Section 12.5 we will design a different univariate Wasserstein test that is also distribution-free, connecting it to ROC curves, but providing a careful and rigorous analysis of its limiting distribution.

12.2 Nonparametric Two Sample Testing

More formally, given samples \( X_1, \ldots, X_n \sim P \) and \( Y_1, \ldots, Y_m \sim Q \), where \( P \) and \( Q \) are distributions on \( \mathbb{R}^d \). A test \( \eta \) is a function from the data \( D_{m,n} := \{X_1, \ldots, X_n, Y_1, \ldots, Y_m\} \in \mathbb{R}^{d(m+n)} \) to \{0, 1\} (or to \([0, 1]\) if it is a randomized test).

Most tests proceed by calculating a scalar test statistic \( T_{m,n} := T(D_{m,n}) \in \mathbb{R} \) and deciding \( H_0 \) or \( H_1 \) depending on whether \( T_{m,n} \), after suitable normalization, is smaller or larger than a threshold \( t_\alpha \). \( t_\alpha \) is
calculated based on a prespecified false positive rate $\alpha$, chosen so that, $\mathbb{E}_{H_0}\eta \leq \alpha$, at least asymptotically.

Indeed, all tests considered in this chapter are of the form

$$\eta(X_1, \ldots, X_n, Y_1, \ldots, Y_m) = \mathbb{I}(T_{m,n} > t_\alpha)$$

We follow the Neyman-Pearson paradigm, we a test is judged by its power $\phi = \phi(m, n, d, P, Q, \alpha) = \mathbb{E}_{H_1}\eta$. We say that a test $\eta$ is consistent, in the classical sense, when

$$\phi \to 1 \text{ as } m, n \to \infty, \alpha \to 0.$$  

All the tests we consider in this chapter will be consistent in the classical sense mentioned above. Establishing general conditions under which these tests are consistent in the high-dimensional setting is largely open.

### 12.2.1 Three Ways to Compare Distributions

The literature broadly has three dominant ways of comparing distributions, both in one and in multiple dimensions. These are based on three different ways of characterizing distributions — cumulative distribution functions (CDFs), characteristic functions (CFs) and quantile functions (QFs). Many of the tests we will consider involve calculating differences between (empirical estimates of) these quantities.

For example, it is well known that the Kolmogorov-Smirnov (KS) test by [116] and [194] involves differences in empirical CDFs. We shall later see that in one dimension, the Wasserstein distance calculates differences in QFs.

While the KS test, and the related Cramer von-Mises and Anderson-Darling tests are very popular in one dimension, their usage has been slightly more restricted in higher dimension. This is mostly due to the curse of dimensionality involved with estimating multivariate empirical CDFs. While there has been work on generalizing these popular one-dimensional to higher dimensions, like [19], but these are seemingly not the most common multivariate tests.

Two classes of tests that are actually quite popular are kernel and distance based tests. As we will recap in more detail in later sections, it is also known that the Gaussian kernel MMD implicitly calculates a difference in CFs and the Euclidean energy distance implicitly works with a difference in (projected) CDFs.

### 12.2.2 PP and QQ plots

Let us consider two distributions $P$ and $Q$ on $\mathbb{R}$ and let $X_1, \ldots, X_n$ and $Y_1, \ldots, Y_m$ be two independent samples of $P$ and $Q$ respectively. We denote by $P_n$ and $Q_m$ the corresponding empirical measures.

We present some results on the asymptotic distribution of the difference between $P_n$ and $Q_m$ when using the distance between the cdfs $F_n$ and $G_m$ or the distance between the quantile functions $F_n^{-1}$ and $G_m^{-1}$. For simplicity we assume that both distributions $P$ and $Q$ are supported on the interval $[0, 1]$; we remark that under mild assumptions on $P$ and $Q$, the results we present in this section still hold without such a boundedness assumption. Moreover we assume for simplicity that $F$ and $G$ have positive densities on $[0, 1]$.

Note that $F_n$ may be interpreted as a random element taking values in the space $\mathcal{D}([0, 1])$ of right continuous functions with left limits. It is well known that

$$\sqrt{n}(F_n - F) \xrightarrow{w} \mathbb{B} \circ F$$  \hspace{1cm} (12.1)

where $\mathbb{B}$ is a standard Brownian bridge in $[0, 1]$ and where the weak convergence is understood as convergence of probability measures in the space $\mathcal{D}([0, 1])$; see Chapter 3 in [20] for details.
From this fact and the independence of the samples, it follows that under the null hypothesis $H_0 : P = Q$, as $n, m \to \infty$

$$\sqrt{\frac{nm}{n + m}} (F_n - G_m) = \sqrt{\frac{mn}{m + n}} (F_n - F) + \sqrt{\frac{mn}{m + n}} (G - G_m) \to w \circ F. \quad (12.2)$$

The previous fact, and continuity of the function $h \in D([0, 1]) \mapsto \int_0^1 (h(t))^2 dt$, imply that as $n, m \to \infty$,

$$\frac{nm}{n + m} \int_0^1 (F_n(t) - G_m(t))^2 dt \to w \int_0^1 (\mathbb{B}(F(t)))^2 dt.$$ 

We observe from the previous expression that the asymptotic distribution of

$$\frac{nm}{n + m} \int_0^1 (F_n(t) - G_m(t))^2 dt$$

depends on $F$ which is unknown in practice. This observation creates an obstacle when considering a two sample test problem based on the $L^2$-distance (or any $L^p$-distance with $1 \leq p < \infty$) between the empirical cdfs $F_n$ and $G_m$.

In the context of goodness-of-fit testing, that is when we want to test whether the sample $X_1, \ldots, X_n$ was drawn from a known cdf $F$ or not, there is a way to go around the dependence on $F$ of the asymptotic distribution of the $L^2$ difference between $F_n$ and $F$. This is the original purpose of the $L^2$-statistics of the von Mises type. In fact, (12.1) and the fact that the function $f \in D([0, 1]) \mapsto \int_0^1 f(t)^2 dF(t)$ is continuous imply that

$$\int_0^1 (F_n(t) - F(t))^2 dF(t) \to w \int_0^1 (\mathbb{B}(F(t)))^2 dF(t).$$

After changing variables we deduce that

$$\int_0^1 \mathbb{B}(F(t))^2 dF(t) = \int_0^1 (\mathbb{B}(s))^2 ds,$$

which we observe does not depend on $F$.

For the two sample problem an analogous procedure to the one presented above is not possible because in practice the distribution $F$ is unknown. Nevertheless, a different situation occurs when one considers the $L^\infty$-distance between $F_n$ and $G_m$ as opposed to their $L^p$-distance for $1 \leq p < \infty$. In fact, using again (12.1) we deduce that

$$\sqrt{\frac{mn}{m + n}} \|F_n - G_m\|_{\infty} \to w \|\mathbb{B} \circ F\|_{\infty} = \|\mathbb{B}\|_{\infty}, \quad (12.3)$$

where the equality in the previous expression follows from the fact that the continuity of $F$ implies that the interval $[0, 1]$ is mapped onto the interval $[0, 1]$. In other words, we conclude that the asymptotic distribution of $\sqrt{\frac{mn}{m + n}} \|F_n - G_m\|_{\infty}$ is distribution free. This makes the Kolmogorov-Smirnov test appropriate for two sample problems.

We now turn our attention to the QQ plots and specifically the $L^2$-distance between $F_n^{-1}$ and $G_m^{-1}$. In fact, it can be shown that if $F$ has a differentiable density $f$ which (for the sake of simplicity) we assume is bounded away from zero, then

$$\sqrt{n}(F_n^{-1} - F^{-1}) \to w \int \frac{\mathbb{B}}{f \circ F^{-1}}.$$
For a proof of the above statement see Chapter 18 in [190] or [51] for a proof where the weak convergence is considered in the space of probability measures on $L^2((0,1))$.

We note that from this result, independence, and assuming the null hypothesis $H_0 : P = Q$, it follows that
\[
\sqrt{\frac{m n}{m + n}} (F_n^{-1} - G_m^{-1}) \rightarrow_w B \circ F^{-1}.
\]

In particular by continuity of the function $h \in L^2((0,1)) \mapsto \int_0^1 (h(t))^2 dt$, we deduce that
\[
\frac{m n}{m + n} \int_0^1 (F_n^{-1} - G_m^{-1})^2 dt \rightarrow \int_0^1 (B(t))^2 dt.
\]

As when we considered the difference of the cdfs $F_n$ and $G_m$, we remark that the asymptotic distribution of the $L^2$-difference of the empirical quantile functions is also distribution dependent.

Note however that there is an important difference between QQ and PP plots when using the $L^\infty$ norm. In fact, we saw that the asymptotic distribution of the $L^\infty$ norm of the difference of $F_n$ and $G_m$ is distribution free. Unfortunately, in the quantile case, we obtain
\[
\sqrt{\frac{m n}{m + n}} \|F_n^{-1} - G_n^{-1}\|_\infty \rightarrow_w B \circ F^{-1},
\]
which of course is also distribution dependent.

### 12.3 Entropy Smoothed Wasserstein Distances ($d > 1$)

The theory of optimal transport [221] provides a set of powerful tools to compare probability measures and distributions on $\mathbb{R}^d$ through the knowledge of a metric $D$ on $\mathbb{R}^d$, which we assume to be the usual Euclidean metric between vectors in what follows. Among that set of tools, the family of $p$-Wasserstein distances between probability measures is the best known and the subject of the next section.

#### 12.3.1 Wasserstein Distance

Given an exponent $p \geq 1$, the definition of the $p$-Wasserstein distance reads:

**Definition 43 (Wasserstein Distances).** For $p \in [1,\infty)$ and probability measures $\mu, \nu$ in $P(\Omega)$, their $p$-Wasserstein distance [227, Sect. 6] is

\[
W_p(\mu, \nu) = \left( \inf_{\pi \in \Gamma(\mu, \nu)} \int_{\Omega^2} \|x - y\|^p d\pi(x, y) \right)^{1/p},
\]

where $\Gamma(\mu, \nu)$ is the set of all joint probability measures on $\mathbb{R}^d \times \mathbb{R}^d$ whose marginals are $\mu, \nu$, i.e. such that for all subsets $A \subset \mathbb{R}^d$ we have $\pi(A \times \mathbb{R}^d) = \mu(A)$ and $\pi(\mathbb{R}^d \times A) = \nu(A)$.

A remarkable feature of Wasserstein distances is that Definition 43 applies to all measures regardless of their absolute continuity with respect to the Lebesgue measure: the same definition works for both empirical measures and for their densities if they exist.

When comparing two empirical measures $\mu, \nu$ supported respectively on $X = (X_1, \ldots, X_n) \in \mathbb{R}^{d \times n}$, $Y = (Y_1, \ldots, Y_m) \in \mathbb{R}^{d \times m}$, with uniform weights vectors $1_n/n$ and $1_m/m$ $\mu = \frac{1}{n} \sum_{i=1}^n \delta_{X_i}$, $\nu = \frac{1}{m} \sum_{j=1}^m \delta_{Y_j}$.

1The Wasserstein machinery works also for non-uniform weights. We do not mention this in this chapter because all of the measures we consider in the context of two-sample testing are uniform.
$\frac{1}{m} \sum_{j=1}^{m} \delta_{Y_j}$, the Wasserstein distance $W_p(\mu, \nu)$ between $\mu$ and $\nu$ exponentiated to the power $p$ is the optimum of a network flow problem known as the transportation problem [18, Section 7.2]. This problem has a linear objective and a polyhedral feasible set, defined respectively through the matrix $M_{XY}$ of pairwise distances between elements of $X$ and $Y$ raised to the power $p$,

$$M_{XY} := [\|X_i - Y_j\|^p]_{ij} \in \mathbb{R}^{n \times m}, \quad (12.5)$$

and the polytope $U_{nm}$ defined as the set of $n \times m$ nonnegative matrices such that their row and column marginals are equal to $1_n/n$ and $1_m/m$ respectively. Writing $1_n$ for the $n$-dimensional vector of ones, $U_{nm} := \{ T \in \mathbb{R}_+^{n \times m} : T1_m = 1_n/n, T^T1_n = 1_m/m \}$. \quad (12.6)

Let $\langle A, B \rangle := \text{tr}(A^T B)$ be the Frobenius dot-product of matrices. Combining Eq. (12.5) & (12.6), we have that $W_p^p(\mu, \nu)$ is the optimum of a linear program $S$ of $n \times m$ variables,

$$W_p^p(\mu, \nu) = \min_{T \in U_{nm}} \langle T, M_{XY} \rangle, \quad (12.7)$$

of feasible set $U_{nm}$ and cost matrix $M_{XY}$.

### 12.3.2 Smoothed Wasserstein Distance

Aside from the slow convergence rate of the Wasserstein distance between samples from two different measures to their distance in population, computing the optimum of Equation (12.7) is expensive. This can be easily seen by noticing that the transportation problem boils down to an optimal assignment problem when $n = m$. Since the resolution of the latter has a cubic cost in $n$, all known algorithms that can solve the optimal transport problem scale at least super-cubically in $n$.

Using an idea can be traced back as far as Schrodinger [186]. Cuturi [44] has recently proposed to use an entropic regularization of the optimal transport problem, to define the Sinkhorn divergence between two measures $\mu, \nu$

$$S^p_\lambda(\mu, \nu) := \langle T_\lambda, M_{XY} \rangle \quad (12.8)$$

where $\lambda > 0$,

$$T_\lambda := \arg \min_{T \in U_{nm}} \langle T, M_{XY} \rangle - \frac{1}{\lambda} E(T), \quad (12.9)$$

and $E(T)$ is the entropy of $T$ seen as a discrete joint probability distribution, namely

$$E(T) := -\sum_{ij} T_{ij} \log(T_{ij}).$$

This regularization has two benefits: (i) because the entropic penalization term in Equation (12.9) is 1-strongly convex with respect to the $\ell_1$ norm, the regularized problem is itself strongly convex and admits a unique optimal solution $T_\lambda$ (as opposed to the initial OT problem, for which the minimizer may not be unique); (ii) the optimal solution $T_\lambda$ in Equation (12.9) is a diagonal scaling of $e^{-M_{XY}}$, the element-wise exponential matrix of $-M_{XY}$. Indeed, one can easily show using the Lagrange method of multipliers that there must exist two non-negative vectors $u \in \mathbb{R}^n, v \in \mathbb{R}^m$ such that $T_\lambda := D_u e^{-M_{XY}} D_v$, where $D_u, D_v$ are diagonal matrices with $u$ and $v$ on their diagonal. The solution to this diagonal scaling problem can be found efficiently through Sinkhorn’s algorithm [193], which has a linear convergence rate [72]. Sinkhorn’s algorithm can be implemented in a few lines of code that only require matrix vector products and elementary operations, which can all be easily parallelized on modern hardware.
12.3.3 Smoothing the Wasserstein Distance to Energy Distance

An interesting class of modern tests are distance-based “energy statistics” as introduced in parallel by [16] and [207] (and generalized to other metrics, for a related independence testing problem, by [133]). The test statistic is called the Cramer statistic by the former paper but we use the term Energy Distance as done by the latter, and corresponds to the population quantity

$$ED := 2\mathbb{E}\|X - Y\| - \mathbb{E}\|X - X'\| - \mathbb{E}\|Y - Y'\|$$

(where our convention is always $X, X' \sim P$ and $Y, Y' \sim Q$). An unbiased and a biased test statistic can be calculated as

$$ED_u := \frac{2}{mn} \sum_{i=1}^{n} \sum_{j=1}^{m} \|X_i - Y_j\| - \frac{1}{n(n-1)} \sum_{i \neq j=1}^{n} \|X_i - X_j\| - \frac{1}{m(m-1)} \sum_{i \neq j=1}^{m} \|Y_i - Y_j\|$$

$$ED_b := \frac{2}{mn} \sum_{i=1}^{n} \sum_{j=1}^{m} \|X_i - Y_j\| - \frac{1}{n^2} \sum_{i,j=1}^{n} \|X_i - X_j\| - \frac{1}{m^2} \sum_{i,j=1}^{m} \|Y_i - Y_j\|$$ (12.10)

 Appropriately thresholding $ED_u$ or $ED_b$ leads to a test which is consistent (in the classical sense) against all fixed (and some local) alternatives where $P \neq Q$ under very general conditions (natural restrictions do exist, like finiteness of $\mathbb{E}[X], \mathbb{E}[Y]$ and so on) and such results can be found in the associated references.

Writing, as we did in Section 12.3.1, $\mu = \frac{1}{n} \sum_{i=1}^{n} \delta_{X_i}$ and $\nu = \frac{1}{m} \sum_{j=1}^{m} \delta_{Y_j}$ for the empirical measures corresponding to the samples of $P$ and $Q$, the Sinkhorn divergence defined in Equation (12.8) can be linked to the the energy distance through the following formula

$$ED_u = \frac{n-1}{n} \lim_{\lambda \to 0} \left(2S^1_\lambda(\mu, \nu) - S^1_\lambda(\mu, \mu) - S^1_\lambda(\nu, \nu)\right)$$

This can proved by noticing that $T_0 := \lim_{\lambda \to 0} T_\lambda = ab^T$, namely the maximal entropy table in $U(a, b)$ is the tensor product of the marginals $a$ and $b$. Following this, we have that

$$S^1_0(\mu, \nu) = \frac{1}{nm} \sum_{ij} \|X_i - Y_j\|$$

and we recover the four terms described in Equation (12.10).

12.3.4 From Energy Distance to Kernel Maximum Mean Discrepancy

Another popular class of tests that has emerged over the last decade, are kernel-based tests introduced independently by [85] and [70], and expanded on in [82]. Without getting into technicalities that are irrelevant for this chapter, the Maximum Mean Discrepancy between $P, Q$ is defined as

$$\text{MMD}(H_k, P, Q) := \max_{\|f\|_{H_k} \leq 1} \mathbb{E}_P f(X) - \mathbb{E}_Q f(Y)$$

where $H_k$ is a Reproducing Kernel Hilbert Space associated with Mercer kernel $k(\cdot, \cdot)$, and $\|f\|_{H_k} \leq 1$ is its unit norm ball. While it is easy to see that $\text{MMD} \geq 0$ always, and also that $P = Q$ implies $\text{MMD} = 0$, [85] show that if $k$ is “characteristic”, the equality holds iff $P = Q$ (see their paper for more details; the Gaussian kernel $k(a, b) = \exp(-\|a - b\|^2/\gamma^2)$ is a popular example).
One can easily argue that
\[
\text{MMD}(\mathcal{H}_k, P, Q) = \| \mathbb{E}_P k(X, \cdot) - \mathbb{E}_Q k(Y, \cdot) \|_{\mathcal{H}_k}
\]
and hence by the reproducing property,
\[
\text{MMD}^2 = \mathbb{E} k(X, X') + \mathbb{E} k(Y, Y') - 2 \mathbb{E} k(X, Y)
\]
This gives rise to a natural associated test, that involves thresholding the following unbiased estimator of \( \text{MMD}^2 \):
\[
\text{MMD}^2_u(k(\cdot, \cdot)) := \frac{1}{n(n-1)} \sum_{i \neq j=1}^{n} k(X_i, X_j) + \frac{1}{m(m-1)} \sum_{i \neq j=1}^{m} k(Y_i, Y_j) - \frac{2}{mn} \sum_{i=1}^{n} \sum_{j=1}^{m} k(X_i, Y_j)
\]
Apart from the fact that \( \text{MMD}(P, Q) = 0 \) iff \( P = Q \) (which is also satisfied by the KL-divergence, for example) the other fact that makes this a useful test statistic is that its estimation error, i.e. the error of \( \text{MMD}^2_u \) in estimating \( \text{MMD}^2 \), scales like \( 1/\sqrt{n} \), independent of \( d \) (unlike the KL-divergence which is in general hard to estimate in high dimensions). See [85] for a detailed proof of this fact.

At first sight, the Energy Distance and the MMD look like fairly different tests. However, there is a natural connection that proceeds in two steps. Firstly, there is no reason to stick to only the Euclidean norm \( \| \cdot \|_2 \) to measure distances for ED — the test can be extended to other norms, and in fact also other metric spaces (where the corresponding metric replaces the Euclidean distance in the calculation of the test statistic); [133] explains the details for the closely related independence testing problem. Following that, [187] discuss the relationship between distances and kernels (again for independence testing, but the same arguments hold in the two sample testing setting also), and show that there is a (nearly) one-to-one mapping between these two concepts and corresponding test statistics. Loosely speaking, for every kernel, there exists a metric such that MMD with that kernel equals ED with that metric, and also vice versa. This is a very strong connection between these two families of tests.

### 12.4 Wasserstein Distance and QQ plots \( (d = 1) \)

We recall that in general, for \( p \in [1, \infty) \) the \( p \)-Wasserstein distance between two probability measures \( P, Q \) on \( \mathbb{R} \) with finite \( p \)-moments is given by
\[
W_p(P, Q) := \inf_{\pi \in \Pi(P, Q)} \left( \int_{\mathbb{R} \times \mathbb{R}} \| x - y \|^p d\pi(x, y) \right)^{1/p}.
\]

Because the Wasserstein distance measures the cost of transporting mass from the original distribution \( P \) into the target distribution \( Q \), one can say that it measures "horizontal" discrepancies between \( P \) and \( Q \). Intuitively, two probability distributions \( P \) and \( Q \) that are different over "long" (horizontal) regions will be far away from each other in the Wasserstein distance sense, because in that case mass has to travel long distances to go from the original distribution to the target distribution.

In the one dimensional case (in contrast with what happens in dimension \( d \geq 2 \)), the \( p \)-Wasserstein distance has a simple interpretation in terms of the quantile functions \( F^{-1} \) and \( G^{-1} \) of \( P \) and \( Q \) respectively. The reason for this is that the optimal way to transport mass from \( P \) to \( Q \) has to satisfy certain monotonicity property which we describe in the proof of the following Lemma.

**Proposition 44.** The \( p \)-Wasserstein distance between two probability measures \( P \) and \( Q \) on \( \mathbb{R} \) with \( p \)-finite moments can be written as
\[
W^p_P(P, Q) = \int_0^1 |F^{-1}(t) - G^{-1}(t)|^p dt.
\]
Proof: This is a well known fact that can be found in [210], nevertheless here we present its proof for the sake of completeness. We first observe that the \textit{infimum} in the definition of $W_p(P,Q)$ can be replaced by \textit{minimum}, namely, there exists a transportation plan $\pi \in \Gamma(P,Q)$ that achieves the infimum in \eqref{W_p}. This can be deduced in a straightforward way by noting that the expression $\int_{\mathbb{R} \times \mathbb{R}} |x-y|^p d\pi(x,y)$ is linear in $\pi$ and that the set $\Gamma(P,Q)$ is compact in the sense of weak convergence of probability measures on $\mathbb{R} \times \mathbb{R}$. Let us denote by $\pi^*$ an element in $\Gamma(P,Q)$ realizing the minimum in \eqref{W_p}. Let $(x_1, y_1) \in \text{supp}(\pi^*)$ and $(x_2, y_2) \in \text{supp}(\pi^*)$ and suppose that $x_1 < x_2$. We claim that the optimality of $\pi^*$ implies that $y_1 \leq y_2$. To see this, suppose for the sake of contradiction that this is not the case, that is, suppose that $y_2 < y_1$. We claim that in that case

$$|x_1 - y_2|^p + |x_2 - y_1|^p < |x_1 - y_1|^p + |x_2 - y_2|^p. \tag{12.12}$$

Note that for $p = 1$ this follows in a straightforward way. For the case $p > 1$, first note that $x_1 < x_2$ and $y_2 < y_1$ imply that there exists $t \in (0,1)$ such that $tx_1 + (1-t)y_1 = tx_2 + (1-t)y_2$. Now, note that

$$|x_1 - y_2| = |x_1 - (tx_1 + (1-t)y_1)| + |(tx_1 + (1-t)y_1) - y_2|$$

because the points $x_1, y_2$ and $tx_1 + (1-t)y_1$ all lie on the same line segment. But then, using the fact that $tx_1 + (1-t)y_1 = tx_2 + (1-t)y_2$, we can rewrite the previous expression as

$$|x_1 - y_2| = (1-t)|x_1 - y_1| + t|y_2 - x_2|.$$ 

Using the strict convexity of the function $t \mapsto t^p$ (when $p > 1$), we deduce that

$$|x_1 - y_2|^p < (1-t)|x_1 - y_1|^p + t|y_2 - y_2|^p.$$ 

In a similar fashion, we obtain

$$|x_2 - y_1|^p < t|x_2 - y_1|^p + (1-t)|x_2 - y_2|^p.$$ 

Adding the previous two inequalities we obtain \eqref{12.12}. However, we notice that this inequality contradicts the optimality of $\pi^*$, because it shows that $\pi^*$ is not \textit{cyclically monotone}, which essentially means that it is possible to rearrange the way mass is transported from $P$ to $Q$ by $\pi^*$ in order to reduce the transportation cost. Therefore, we conclude that if $(x_1, y_1) \in \text{supp}(\pi^*)$ and $(x_2, y_2) \in \pi^*$ and $x_1 < x_2$, then $y_1 \leq y_2$. The previous monotonicity property of $\pi^*$, together with the fact that $\pi^* \in \Gamma(P,Q)$ imply that if $x \in \text{supp}(P)$ and $y \in \text{supp}(Q)$ then $(x, y) \in \text{supp}(\pi^*)$ if and only if $F(x) = G(y)$. From this fact we conclude that

$$\int_{\mathbb{R} \times \mathbb{R}} |x-y|^p d\pi^*(x,y) = \int_{\text{supp}(\pi^*)} |x-y|^p d\pi^*(x,y) = \int_0^1 |F^{-1}(t) - G^{-1}(t)|^p dt,$$

as we wanted to show.

Having consider the $p$-Wasserstein distance $W_p(P,Q)$ for $p \in [1, \infty)$, we turn to the case $p = \infty$. Let $P, Q$ be two probability measures on $\mathbb{R}$ with bounded support. That is, assume that there exist a number $N > 0$ such that $\text{supp}(P) \subseteq [-N, N]$ and $\text{supp}(Q) \subseteq [-N, N]$. We define the $\infty$-Wasserstein distance between $P$ and $Q$ by

$$W_\infty(P,Q) := \inf_{\pi \in \Gamma(P,Q)} \text{esssup}_\pi |x-y|.$$ 

Proceeding as in the case $p \in [1, \infty)$, it is possible to show that the $\infty$-Wasserstein distance between $P$ and $Q$ with bounded supports can be written in terms of the difference of the corresponding quantile functions as

$$W_\infty(P,Q) = \|F^{-1} - G^{-1}\|_\infty.$$ 
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12.5 A Distribution-Free Wasserstein Test

As we saw in Section 12.2.2 under the null hypothesis $H_0 : P = Q$, the statistic
\[
\frac{mn}{m+n} \int_0^1 (F_n^{-1}(t) - G_m^{-1}(t))^2 \, dt
\]

has an asymptotic distribution which is not distribution free, i.e., it depends on $F$. We also saw that as opposed to what happens with the asymptotic distribution of the $L^\infty$ distance between $F_n$ and $G_m$, the asymptotic distribution of $\|F_n^{-1} - G_m^{-1}\|_\infty$ does depend on the cdf $F$.

In this section we introduce the ROC and ODC curves associated to two distributions. The ultimate goal is to relate those curves to a distribution-free Wasserstein test.

12.5.1 ROC and ODC curves

Let $P$ and $Q$ be two distributions on $\mathbb{R}$ with cdfs $F$ and $G$ and quantile functions $F^{-1}$ and $G^{-1}$ respectively. We define the **ROC curve** between $F$ and $G$ as the function.

\[
ROC(t) := 1 - F(G^{-1}(1 - t)), \quad t \in [0, 1].
\]

In addition, we define their **ODC curve** by,

\[
ODC(t) := G(F^{-1}(t)), \quad t \in [0, 1].
\]

We observe that the ROC curve can be obtained from the ODC curve after reversing the axes. In addition, the following are straightforward properties of the ROC curve (see [103]).

1. The ROC curve is increasing and $ROC(0) = 0$, $ROC(1) = 1$.
2. If $G(t) \geq F(t)$ for all $t$ then $ROC(t) \geq t$ for all $t$.
3. If $F$ and $G$ have densities with monotone likelihood ratio, then the ROC curve is concave.
4. The area under the ROC curve is equal to $\mathbb{P}(Y < X)$, where $Y \sim Q$ and $X \sim P$.

Intuitively speaking, the faster the ROC curve increases towards the value 1, the easier it is to distinguish the distributions $P$ and $Q$. Given that the ROC curve can be obtained from the ODC curve by reversing the axes, we focus from this point on the ODC curve.

The first observation about the ODC curve is that it can be regarded as the quantile function of the distribution $G_m P$ (the push forward of $P$ by $G$) on $[0, 1]$ which is defined by

\[
G_m P([0, \alpha)) := P \left( G^{-1}([0, \alpha)) \right), \quad \alpha \in [0, 1].
\]

Similarly, for $X_1, \ldots, X_n$ and $Y_1, \ldots, Y_m$ two independent samples drawn from $P$ and $Q$ respectively, we can consider the measure $G_{m, n} P_n$, that is, the push forward of $P_n$ by $G_m$. We note that the empirical ODC curve $G_m \circ F_n^{-1}$ is the quantile function of $G_{m, n} P_n$.

From the results of the previous section, we deduce that

\[
W_p^p (G_{m, n} P_n, G_{m, n} P) = \int_0^1 |G_m \circ F_n^{-1}(t) - G \circ F^{-1}(t)|^p \, dt
\]

for every $p \in [1, \infty)$ and also

\[
W_\infty(G_{m, n} P_n, G_{m, n} P) = \|G_m \circ F_n^{-1} - G \circ F^{-1}\|_\infty.
\]
That is, the $p$-Wasserstein distance between the measures $G_{m^p}P_n$ and $G_zP$ can be computed by considering the $L^p$ distance of the ODC curve and its empirical version.

First we observe that under the null hypothesis $H_0 : F = Q$, the distribution of empirical ODC curve is actually independent of $P$. In particular, $W_p^p(G_{m^p}P_n, G_zP)$ and $W_\infty(G_{m^p}P_n, G_zP)$ are distribution free. This is the content of the next lemma.

**Lemma 34** (Reduction to uniform distribution). Let $F$ be a continuous and strictly increasing cdf and let $X_1, \ldots, X_n$ and $Y_1, \ldots, Y_m$ be two independent samples of $F$. Consider

$$
\tilde{U}_k := F(X_k),
$$

and

$$
\hat{U}_k := F(Y_k).
$$

Let $\hat{G}_m$ be the c.d.f. associated to $\hat{U}_1, \ldots, \hat{U}_m$. Then,

$$
G_m(X_k) = \hat{G}_m(\hat{U}_k), \quad \forall k \in \{1, \ldots, n\}.
$$

In particular,

$$
G_m \circ F_n^{-1}(t) = \hat{G}_m \circ \hat{F}_n^{-1}(t), \quad \forall t \in [0, 1].
$$

**Proof:** We denote by $Y_{(1)} \leq \cdots \leq Y_{(m)}$ the order statistic associated to the $Y$s. For $k = 1, \ldots, m-1$ and $t \in (0, 1)$, we have $G_m(t) = \frac{k}{m}$ if and only if $t \in [Y_{(k)}, Y_{(k+1)})$ which holds if and only if $t \in [F^{-1}(\hat{U}_k), F^{-1}(\hat{U}_{(k+1)})]$, which in turn is equivalent to $F(t) \in [\hat{U}_k, \hat{U}_{(k+1)})$. Thus, $G_m(t) = \frac{k}{m}$ if and only if $\hat{G}_m(F(t)) = \frac{k}{m}$. From the previous observations we conclude that $G_m = \hat{G}_m \circ F$. Finally, since $X_k = F^{-1}(\hat{U}_k)$ we conclude that

$$
G_m(X_k) = \hat{G}_m \circ F \circ F^{-1}(\hat{U}_k) = \hat{G}_m(\hat{U}_k).
$$

Now we establish a result related to the asymptotic distribution of $W_p^p(G_{m^p}P_n, G_zP)$ and $W_\infty(G_{m^p}P_n, G_zP)$ . We do this by first considering the asymptotic distribution of the difference between the empirical ODC curve and the population ODC curve regarding both of them as elements in the space $D([0, 1])$. This is the content of the following Theorem which follows directly from the work of [117] (see [103]).

**Theorem 45.** Suppose that $F$ and $G$ are two cdfs with densities $f$, $g$ satisfying

$$
\frac{g(F^{-1}(t))}{f(F^{-1}(t))} \leq C,
$$

for all $t \in [0, 1]$. Also, assume that

$$\frac{n}{m} \to \lambda \in [0, \infty)$$

as $m, n \to \infty$. Then,

$$
\sqrt{\frac{m n}{m+n}} (G_m(F_n^{-1}(\cdot)) - G(F^{-1}(\cdot))) \Rightarrow w \sqrt{\frac{\lambda}{\lambda + 1}} B_1(G \circ F^{-1}(\cdot)) + \sqrt{\frac{1}{\lambda + 1}} \frac{g(F^{-1}(\cdot))}{f(F^{-1}(\cdot))} B_2(\cdot),
$$

where $B_1$ and $B_2$ are two independent Brownian bridges and where the weak convergence must be interpreted as weak convergence in the space of probability measures on the space $D([0, 1])$. 207
As a corollary, under the null hypothesis $H_0 : P = Q$ we obtain the following. Suppose that $F$ is a continuous, strictly increasing cdf. Then,

$$\frac{mn}{n + m} W_2^2(G_{mP}, G_{nP}) = \frac{mn}{n + m} \int_0^1 (G_m(F_n^{-1}(t)) - t)^2 dt \to_w \int_0^1 (B(t))^2 dt$$

and

$$\sqrt{\frac{mn}{n + m}} W_\infty(G_{mP}, G_{nP}) = \sqrt{\frac{mn}{n + m}} \sup_{t \in [0,1]} |G_m(F_n^{-1}(t)) - t| \to_w \sup_{t \in [0,1]} |B(t)|.$$

To see this, note that by Lemma 34 it suffices to consider $F(t) = t$ in $[0,1]$. In that case, the assumptions of Theorem 45 are satisfied and the result follows directly.

**Conclusion**

In this chapter, we connect a wide variety of univariate and multivariate test statistics, with the central piece being the Wasserstein two-sample test statistic. The Wasserstein statistic is closely related to univariate tests like Kolmogorov-Smirnov, Cramer-von-Mises, and Anderson Darling, QQ plots and a distribution-free variant of the test is connected to ROC curves. Through entropic smoothing, the Wasserstein test is also related to the multivariate tests of Energy Distance and Kernel Maximum Mean Discrepancy. We hope that this is a useful resource to connect the seemingly vastly different families of two sample tests.
Chapter 13

Nonparametric testing: Stein shrinkage for kernel independence testing

This chapter deals with the problem of nonparametric independence testing, a fundamental decision-theoretic problem that asks if two arbitrary (possibly multivariate) random variables $X, Y$ are independent or not, a question that comes up in many fields like causality and neuroscience. While quantities like correlation of $X, Y$ only test for (univariate) linear independence, natural alternatives like mutual information of $X, Y$ are hard to estimate due to a serious curse of dimensionality. A recent approach, avoiding both issues, estimates norms of an operator in Reproducing Kernel Hilbert Spaces (RKHSs). Our main contribution is strong empirical evidence that by employing shrunk operators when the sample size is small, one can attain an improvement in power at low false positive rates. We analyze the effects of Stein shrinkage on a popular test statistic called HSIC (Hilbert-Schmidt Independence Criterion). Our observations provide insights into two recently proposed shrinkage estimators, SCOSE and FCOSE - we prove that SCOSE is (essentially) the optimal linear shrinkage method for estimating the true operator; however, the non-linearly shrunk FCOSE usually achieves greater improvements in test power. This work is important for more powerful nonparametric detection of subtle nonlinear dependencies for small samples.

13.1 Introduction

The problem of nonparametric independence testing deals with ascertaining if two random variables are independent or not, making no parametric assumptions about their underlying distributions. Formally, given $n$ samples $(x_i, y_i)$ for $i \in \{1, \ldots, n\}$ where $x_i \in \mathbb{R}^p, y_i \in \mathbb{R}^q$, that are drawn from a joint distribution $P_{XY}$ supported on $X' \times Y' \subseteq \mathbb{R}^{p+q}$, we want to decide between the null and alternate hypotheses

$$
\mathcal{H}_0 : P_{XY} = P_X \times P_Y \text{ vs. } \mathcal{H}_1 : P_{XY} \neq P_X \times P_Y
$$

where $P_X, P_Y$ are the marginals of $P_{XY}$ w.r.t. $X, Y$. A test is a function from the data to $\{0, 1\}$. Tests aim to have high power (probability of detecting dependence, when it exists) at a prespecified allowable type-I error rate $\alpha$ (probability of detecting dependence when there isn’t any).

Independence testing is often a precursor to further analysis. Consider for instance conditional independence testing for inferring causality, say by the PC algorithm [198], whose first step is (unconditional) independence testing. It is also useful for scientific discovery like in neuroscience, to see if a stimulus $X$ (say an image) is independent of the brain activity $Y$ (say fMRI) in a relevant part of the brain. Since

\[1\text{See Ramdas}^* \text{ and Wehbe}^* [163].\]
detecting nonlinear correlations is much easier than estimating a nonparametric regression function (of \( Y \) onto \( X \)), it can be done at smaller sample sizes, with further samples collected for estimation only if an effect is detected by the hypothesis test. For such situations, correlation only tests for univariate linear independence, while other statistics like mutual information that do characterize multivariate independence are hard to estimate from data, suffering from a serious curse of dimensionality. A recent popular approach for this problem (and a related two-sample testing problem) involve the use of quantities defined in reproducing kernel Hilbert spaces (RKHSs) - see [66, 81, 82, 84].

This chapter will concern itself with increasing the statistical power at small samples of a popular kernel statistic called HSIC, by using shrunk empirical estimators of the unknown population quantity (introduced below).

### 13.1.1 Hilbert Schmidt Independence Criterion

Due to limited space, familiarity with RKHS terminology is assumed - see [184] for an introduction. Let \( k : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R} \) and \( l : \mathcal{Y} \times \mathcal{Y} \rightarrow \mathbb{R} \) be two positive-definite reproducing kernels that correspond to RKHSs \( \mathcal{H}_k \) and \( \mathcal{H}_l \), respectively. Let \( k, l \) arise from (implicit) feature maps \( \phi : \mathcal{X} \rightarrow \mathcal{H}_k \) and \( \psi : \mathcal{Y} \rightarrow \mathcal{H}_l \). In other words, \( \phi, \psi \) are not functions, but mappings to the Hilbert space. i.e. \( \phi(x) \in \mathcal{H}_k, \psi(y) \in \mathcal{H}_l \) respectively. These functions, when evaluated at points in the original spaces, must satisfy \( \phi(x)(x') = \langle \phi(x), \phi(x') \rangle_k = k(x, x') \) and \( \psi(y)(y') = \langle \psi(y), \psi(y') \rangle_l = l(y, y') \).

The mean embedding of \( P_X \) and \( P_Y \) are defined as \( \mu_X := \mathbb{E}_{x \sim P_X} \phi(x) \in \mathcal{H}_k \) and \( \mu_Y := \mathbb{E}_{y \sim P_Y} \psi(y) \in \mathcal{H}_l \) whose empirical estimates are \( \hat{\mu}_X := \frac{1}{n} \sum_{i=1}^n \phi(x_i) \) and \( \hat{\mu}_Y := \frac{1}{n} \sum_{i=1}^n \psi(y_i) \). Finally, the cross-covariance operator of \( X, Y \) is defined as

\[
\Sigma_{XY} := \mathbb{E}_{(x,y) \sim P_{XY}} (\phi(x) - \mu_X) \otimes (\psi(y) - \mu_Y)
\]

where \( \otimes \) is an outer-product. For unfamiliar readers, if we used the linear kernel \( k(x, x') = x^T x' \) and \( l(y, y') = y^T y' \), then the cross-covariance operator is just the cross-covariance matrix. The plug-in empirical estimator of \( \Sigma_{XY} \) is

\[
S_{XY} := \frac{1}{n} \sum_{i=1}^n (\phi(x_i) - \hat{\mu}_X) \otimes (\psi(y_i) - \hat{\mu}_Y)
\]

For conciseness, define \( \tilde{\phi}(x_i) = \phi(x_i) - \hat{\mu}_X, \tilde{\psi}(y_i) = \psi(y_i) - \hat{\mu}_Y, \tilde{k}(x, x') = \langle \tilde{\phi}(x), \tilde{\phi}(x') \rangle_k \) and \( \widetilde{l}(y, y') = \langle \tilde{\psi}(y), \tilde{\psi}(y') \rangle_l \). The test statistic Hilbert-Schmidt Independence Criterion (HSIC) defined in [81] is the squared Hilbert-Schmidt norm of \( S_{XY} \), and can be calculated using centered kernel matrices \( K, L \), where \( K_{ij} = k(x_i, x_j), L_{ij} = \widetilde{l}(y_i, y_j) \), as

\[
\text{HSIC} := \|S_{XY}\|_{HS}^2 = \frac{1}{n^2} \text{tr}(\widetilde{K} \widetilde{L})
\]

(13.1)

For unfamiliar readers, if we used the linear kernel, this just corresponds to the Frobenius norm of the cross-covariance matrix. The most important property is: when the kernels \( k, l \) are “characteristic”, then the corresponding population statistic \( \|\Sigma_{XY}\|_{HS}^2 \) is zero iff \( X, Y \) are independent [81]. This gives rise to a natural test - calculate \( \|S_{XY}\|_{HS}^2 \) and reject the null if it is large.

Examples of characteristic kernels include Gaussian \( k(x, x') = \exp \left( -\frac{\|x-x'\|^2}{\gamma} \right) \) and Laplace \( k(x, x') = \exp \left( -\frac{\|x-x'\|}{\gamma} \right) \), for any bandwidth \( \gamma \), while the aforementioned linear kernel is not characteristic — the corresponding HSIC tests only linear relationships, and a zero cross-covariance matrix characterizes independence only for multivariate Gaussian distributions. Working with the infinite dimensional operator
with characteristic kernels, allows us to identify any general nonlinear dependence (in the limit) between any pair of distributions, not just Gaussians.

13.1.2 Independence Testing using HSIC

A permutation-based test is described in [81], and proceeds in the following manner. From the given data, calculate the test statistic $T := \|S_{XY}\|_{HS}^2$. Keeping the order of $x_1, \ldots, x_n$ fixed, randomly permute $y_1, \ldots, y_n$ a large number of times, and recompute the permuted HSIC each time. This destroyed any dependence between $x, y$ simulating a draw from the product of marginals, making the empirical distribution of the permuted HSICs behave like the null distribution of the test statistic (distribution of HSIC when $H_0$ is true). For a pre-specified type-1 error $\alpha$, calculate threshold $t_\alpha$ in the right tail of the null distribution. Reject $H_0$ if $T > t_\alpha$. This test was proved to be consistent against any fixed alternative, meaning for any fixed type-1 error $\alpha$, the power goes to 1 as $n \to \infty$. Empirically, the power can be calculated using simulations by repeating the above permutation test many times for a fixed $P_{XY}$ (for which dependence holds), and reporting the empirical probability of rejecting the null (detecting the dependence). Note that the power depends on $P_{XY}$ (unknown to the user of the test).

Shrunk Estimators of $S_{XY}$

Even though $S_{XY}$ is an unbiased estimator of $\Sigma_{XY}$, it typically has high variance at low sample sizes. The idea of Stein shrinkage [203] is to trade-off bias and variance, first introduced in the context of Gaussian mean estimation. This strategy of introducing some bias and decreasing the variance to get different estimators of $\Sigma_{XY}$ was followed by [139] who define a linear shrinkage estimator of $S_{XY}$ called SCOSE (Simple Covariance Shrinkage Estimator) and a nonlinear shrinkage estimator called FCOSE (Flexible Covariance Shrinkage Estimator). When we refer to shrunk estimators, we implicitly mean SCOSE and FCOSE. We will describe these briefly in the next section.

Contributions

Our first contribution is the following:

1. We provide evidence that employing shrunk estimators of $\Sigma_{XY}$, instead of $S_{XY}$, to calculate the aforementioned test statistic, can increase the power of the associated independence test at low false positive rates, when the sample size is small (there is higher variance in estimating infinite-dimensional operators).

Our second contribution is to analyze the effect of shrinkage on the test statistic, to provide some practical insight.

2. The effect of shrinkage on the test-statistic is very similar to soft-thresholding, shrinking very small statistics to zero, and shrinking other values nearly (but not) linearly, and nearly (but not) monotonically.

Our last contribution is an insight on the two estimators considered in this chapter, SCOSE and FCOSE.

3. We prove that SCOSE is (essentially, up to lower order terms) the optimal/oracle linear shrinkage estimator with respect to quadratic risk. However, we observe that FCOSE typically achieves higher power than SCOSE. This indicates that it may be useful to search for the optimal estimator in a larger class than linearly shrunk estimators, and also that quadratic loss may not be the right loss function for the purposes of test power.

The rest of this chapter is organized as follows. Section 13.2 introduces SCOSE, FCOSE and their corresponding shrunk test statistics. Section 13.4 presents illuminating experiments that bring out the
13.2 Shrunken Estimators and Test Statistics

Let $\mathcal{H}S(\mathcal{H}_k, \mathcal{H}_l)$ represent the set of Hilbert-Schmidt operators from $\mathcal{H}_k$ to $\mathcal{H}_l$. We first note that $S_{XY}$ can be written as the solution to the following optimization problem.

$$S_{XY} := \min_{Z \in \mathcal{HS}(\mathcal{H}_k, \mathcal{H}_l)} \frac{1}{n} \sum_{i=1}^{n} \left\| \tilde{\phi}(x_i) \otimes \tilde{\psi}(y_i) - Z \right\|_{HS}^2$$

Using this idea [139] suggest the following two shrunk/regularized estimators.

From SCOSE to HSIC$_S$

This is derived in [139] by solving

$$\min_{Z \in \mathcal{HS}(\mathcal{H}_k, \mathcal{H}_l)} \frac{1}{n} \sum_{i=1}^{n} \left\| \tilde{\phi}(x_i) \otimes \tilde{\psi}(y_i) - Z \right\|_{HS}^2 + \lambda \|Z\|_{HS}^2$$

and the optimal solution (called SCOSE) is

$$S_{XY}^S := \left( 1 - \frac{\lambda}{1 + \lambda} \right) S_{XY}$$

where $\lambda$ (and hence the shrinkage intensity) is estimated by leave-one-out cross-validation (LOOCV), in closed form as

$$\rho^S := \left( \frac{\lambda^{CV}}{1 + \lambda^{CV}} \right) = \left[ \frac{\frac{1}{n} \sum_{i=1}^{n} \tilde{K}_{ii} \tilde{L}_{ii} - \frac{1}{n^2} \sum_{i,j=1}^{n} \tilde{K}_{ij} \tilde{L}_{ij}}{(n-2) \frac{1}{n^2} \sum_{i=1}^{n} \tilde{K}_{ii} \tilde{L}_{ii} + \frac{1}{n^2} \sum_{i=1}^{n} \tilde{K}_{ij} \tilde{L}_{ij}} \right]$$

Observing the expression for $\lambda^{CV}$ in [139], the denominator can be negative (for example, with the Gaussian kernel for small bandwidths, resulting in a kernel matrix close to the identity). This can cause $\lambda^{CV}$ to be negative, and $\rho^S$ to be (unintentionally) outside the range $[0, 1]$. Though not discussed in [139], we shall follow the convention that when $\rho^S < 0$, we shall use $\rho^S = 0$ and if $\rho^S > 1$, we use $\rho^S = 1$.

Indeed, one can show that $\left( 1 - \frac{\lambda}{1 + x} \right) S_{XY}$ dominates $\left( 1 - \frac{\lambda}{1 + x} \right) S_{XY}$ where $(x)_+ = \max\{x, 0\}$. We later prove that $S_{XY}^S$ is (essentially) the optimal/oracle linear shrinkage estimator with respect to quadratic risk.

We can now calculate the corresponding shrunk statistic $HSIC^S = \|S_{XY}^S\|_{HS}^2 =$

$$\left( 1 - \frac{\frac{1}{n} \sum_{i=1}^{n} \tilde{K}_{ii} \tilde{L}_{ii} - HSIC}{(n-2)HSIC + \frac{1}{n} \sum_{i=1}^{n} \tilde{K}_{ii} \tilde{L}_{ii}} \right)^2 HSIC$$

(13.2)

While the above expression looks daunting, one thing to note is that the amount that HSIC is shrunk (i.e. the multiplicative factor) depends on the value of HSIC. As we shall later, small HSIC values get shrunk to zero, but as can be seen above, the shrinkage of HSIC is non-monotonic.
From FCOSE to HSIC\textsuperscript{F}

The Flexible Covariance Shrinkage Estimator is derived by relying on the Representer theorem, see \cite{184}, to instead minimize

\[
\frac{1}{n} \sum_{i=1}^{n} \left\| \tilde{\phi}(x_i) \otimes \tilde{\psi}(y_i) - \sum_{i=1}^{n} \frac{\beta_i}{n} \tilde{\phi}(x_i) \otimes \tilde{\psi}(y_i) \right\|^2_{HS} + \lambda \|\beta\|^2
\]

over all $\beta \in \mathbb{R}^n$, and the optimal solution (called FCOSE) is

\[
S_{XY}^{F} := \sum_{i=1}^{n} \frac{\beta_i}{n} \tilde{\phi}(x_i) \otimes \tilde{\psi}(y_i)
\]

where $\circ$ denotes elementwise (Hadamard) product, $1$ is the vector $[1, 1, ..., 1]^T$, and as before the best $\lambda$ is determined by LOOCV. The procedure to evaluate the optimal $\lambda$ efficiently is described by \cite{139} - a single eigenvalue decomposition of $\tilde{K} \circ \tilde{L}$ costing $O(n^3)$ can be done, following which evaluating LOOCV is only $O(n^2)$ per $\lambda$, see \cite{139}, section 3.1 for more details. As before, after picking the $\lambda$ by LOOCV, we can derive the corresponding shrunk test statistic as

\[
HSIC^{F} = \|S_{XY}^{S}\|^2_{HS}
\]

\[
= \frac{1}{n^2} \text{tr}(M(M + \lambda I)^{-1}M(M + \lambda I)^{-1}M)
\]

where $M = \tilde{K} \circ \tilde{L}$. Note here that the shrinkage is not linear, and the effect on HSIC cannot be seen immediately. Similar to SCOSE, as we shall later see, small HSIC values get shrunk to zero (LOOCV chooses a large $\lambda$).

### 13.3 Linear Shrinkage and Quadratic Risk

In this section, we prove that SCOSE is (essentially) optimal within a particular class of estimators. Such “oracle” arguments also exist elsewhere in the literature, like \cite{121}, so we provide only a brief proof outline.

**Proposition 46.** The oracle (with respect to quadratic risk) linear shrinkage estimator and intensity is defined as

\[
S^*, \rho^* := \arg \min_{Z \in HS \mid Z = (1 - \rho)S_{XY}, 0 \leq \rho \leq 1} \|Z - \Sigma_{XY}\|^2_{HS}
\]

and is given by $S^* := (1 - \rho^*)S_{XY}$ where

\[
\rho^* := \frac{\mathbb{E}\|S_{XY} - \Sigma_{XY}\|^2_{HS}}{\mathbb{E}\|S_{XY}\|^2_{HS}}
\]

**Proof:** Define $\alpha^2 = \|\Sigma_{XY}\|^2_{HS}$, $\beta^2 = \mathbb{E}\|S_{XY} - \Sigma_{XY}\|^2_{HS}$, $\delta^2 = \mathbb{E}\|S_{XY}\|^2_{HS}$. Since $\mathbb{E}[S_{XY}] = \Sigma_{XY}$, it is easy to verify that $\alpha^2 + \beta^2 = \delta^2$. Substituting and expanding the objective, we get:

\[
\mathbb{E}\|Z - \Sigma_{XY}\|^2_{HS} = \mathbb{E}\| - \rho S_{XY} + (S_{XY} - \Sigma_{XY})\|^2_{HS}
\]

\[
= \rho^2 \delta^2 + \beta^2 - 2\rho(\delta^2 - \alpha^2)
\]

\[
= \rho^2 \alpha^2 + (1 - \rho)^2 \beta^2
\]

Differentiating and equating to zero, gives $\rho^* = \frac{\beta^2}{\delta^2}$. 
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This $\rho^*$ appears in terms of quantities that depend on the unknown underlying distribution (hence the term oracle estimator). We use plugin estimates $b, d$ for $\beta, \delta$. Let $d^2 = \|S_{XY}\|_H^2 = \frac{1}{n^2} \sum_{i,j=1}^n \tilde{K}_{ij} \tilde{L}_{ij} = HSIC$. Since $\delta^2$ is the variance of $S_{XY}$, let $b^2$ be the sample variance of $S_{XY}$, i.e. $b^2 = \frac{1}{n} \sum_{k=1}^n \tilde{\phi}(x_i) \tilde{\psi}(x_i) - S_{XY}^2 = \frac{1}{n} \left[ \frac{1}{n} \sum_{i=1}^n \tilde{K}_{ii} \tilde{L}_{ii} - \frac{1}{n^2} \sum_{i,j=1}^n \tilde{K}_{ij} \tilde{L}_{ij} \right]$. Plugging these into $S^*$ and simplifying, we see that $HSIC^* := \|S^*\|_H^2$ is

$$HSIC^* = \left( 1 - \frac{1}{n} \sum_{i=1}^n \tilde{K}_{ii} \tilde{L}_{ii} - \frac{\text{HSIC}}{n\text{HSIC}} \right)^2 \text{HSIC}$$  \hspace{1cm} (13.3)

Comparing Eq.(13.3) with Eq.(13.2) shows that SCOSE is essentially $S^*$, up to a factor in the denominator which is of the same order as the bias of the HSIC empirical estimator (see Theorem 1 in [81]). In other words, SCOSE just corresponds to using a slightly different estimator for $\delta^2$ than the simple plugin $d^2$, which varies on the same order as the bias $\delta^2 - \mathbb{E}d^2$. Hence SCOSE, as estimated via regularization and LOOCV, is (essentially) the optimal linear shrinkage estimator under quadratic risk.

To the best of our knowledge, this is the first such characterization of optimality of an estimator achieved through leave-one-out cross-validation. We are only able to prove this because one can explicitly calculate both the oracle linear shrinkage intensity $\rho^*$ as well as the optimal $\lambda^{CV}$ (as mentioned earlier). This raises a natural open question — can we find other situations where the LOOCV estimator is optimal with respect to some risk measure? (perhaps when explicit calculations are not possible, like ridge regression).

### 13.4 Experiments

In this section, we run three kinds of experiments: a) to verify that SCOSE has better quadratic risk than FCOSE and original sample estimator, b) detailed synthetic experiments to verify that shrinkage does improve power, across interesting regimes of $\alpha = \{0.01, 0.05, 0.1\}$, and c) real data obtained from MNIST, to show that we shrinkage detect dependence at much lower samples than the original data size.

#### Quadratic Risk

Figure[13.1] shows that SCOSE is indeed much better than both $S_{XY}$ and FCOSE with respect to quadratic risk. Here, we calculate $\mathbb{E}\|Z - \Sigma_{XY}\|_H^2$ for the distribution given in dataset (A) for $Z \in \{S_{XY}, S^S_{XY}, S^F_{XY}\}$. The expectation is calculated by repeating the experiment 1000 times. Each time $Z$ is calculated according to $N \in \{20, 50, 100\}$ samples and $\Sigma_{XY}$ is approximated by the empirical cross-covariance matrix on 5,000 samples. The four panels use four different kernels which are linear, polynomial, Laplace and Gaussian from top to bottom. The shrink estimators are always better than the unshrunk, with a larger difference between SCOSE and FCOSE for finite-dimensional feature spaces (top two). In infinite-dimensional feature spaces (bottom two), SCOSE and FCOSE are much better than the unshrunk estimator but very similar to each other. The differences between all estimators decreases with increasing $n$, since the sample cross-covariance operator itself becomes very accurate.

#### Synthetic Data

We perform synthetic experiments in a wide variety of settings to demonstrate that the shrunk test statistics achieve higher power than HSIC in a variety of settings. We follow the schema provided in the introduction

$$2\text{HSIC} - 2\frac{\text{HSIC}}{n} - \frac{C}{n^2}$$ both converge to population HSIC at same rate determined by the dominant term (HSIC).
Figure 13.1: All panels show quadratic risk $\mathbb{E} \|X - \Sigma_{XY}\|_{HS}^2$ for $X \in \{S_{XY}, S^S_{XY}, S^F_{XY}\}$. Dataset (A) was used in all four panels, but the kernels were varied - from top to bottom is the linear, quadratic, Gaussian and Laplace kernel.

for independence testing and calculating power. We only consider difficult distributions with nonlinear dependence between $X, Y$, on which linear methods like correlation are shown to fail to detect dependence (some of them were used in previous papers on independence testing like [86] and [40]).

For all experiments, $\alpha \in \{0.01, 0.05, 0.1\}$ is chosen as the type-1 error (for choosing the threshold level of the null distribution’s right tail). For every setting of parameters of each experiment, power is calculated as the percentage of rejection over 200 repetitions (independent trials), with 2000 permutations per repetition (permutation testing to find the null distribution threshold at level $\alpha$). We use the Gaussian kernel where the bandwidth is chosen by the common median heuristic [184]. Table 13.1 is a representative sample from what we saw on other examples - either large, small or no improvement in power was seen but almost never a worsening of power. The improvements in power may not always be huge, but they are statistically significant - it is difficult to detect such non-linear dependencies at low sample sizes, so any increase in power can be important in scientific applications.

**Real Data**

We use two real datasets - the first is a good example where shrinkage helps a lot, but in the second it does not help (we show it on purpose). Like the synthetic datasets, for most real datasets it either helps or does not hurt (being very rarely worse; see remark in the discussion section).

The first is the Eckerle dataset [60] from the NIST Statistical Reference Datasets (NIST StRD) for Nonlinear Regression, data from a NIST study of circular interference transmittance (n=35, $Y$ is transmittance, $X$ is wavelength). A plot of the data in Figure 13.2 reveals a nonlinear relationship between $X, Y$ (though the correlation is 0.035 with p-value 0.84). We subsample the data to see how often we can detect a relationship at 10%, 20%, 30% of the original data size, when the false positive level is always controlled at 0.05. The second is the Aircraft dataset [25] (n=709, $X$ is log(speed), $Y$ is log(span)). Once again, correlation is low, with a p-value of over 0.8, and we subsample the data to 5%, 10%, 20% of the original data size.
Table 13.1: The first column shows scatterplots of $X$ vs $Y$ (all having dependence between $X$, $Y$). There are 3 sets of 5 columns each - for $\alpha = 0.01, 0.05, 0.1$ (controlled by running 2000 permutations). In each set, the first three columns show the power of HSIC, HSIC$_S$, HSIC$_F$ (with standard deviation over 200 repetitions below). The fourth column shows when HSIC$_S$ is significantly better than HSIC, and the fifth column shows when HSIC$_S$ has significantly higher power than HSIC. A blank means the powers are not significantly better or worse. In the first dataset (A) (top 4) we show how the power varies with increasing $F$ (fifth column when HSIC$_S$). In the second dataset (B) (second 4) we show how the power varies with rotation (goes from near-independence to clear dependence). In the third dataset (C) (third 4), we demonstrate a case where shrinkage does not help much, which is a circle with a hole. In the last dataset (D) (last 4), we demonstrate a case where HSIC$_S$ does as well as HSIC$_F$. We tried many more datasets, these are a few representative samples.
Figure 13.2: Top Row: The left figure shows a plot of wavelength against transmittance. The right figure shows the power of HSIC, HSIC$^S$, HSIC$^F$ when the data are subsampled to 10%, 20%, 30% (error bars over 100 repetitions). Bottom Row: The left figure shows a plot of $\log(wingspan)$ vs $\log(airspeed)$. The right figure shows the power of HSIC, HSIC$^S$, HSIC$^F$ when the data are subsampled to 5%, 10%, 20% (error bars over 100 repetitions).

13.5 Discussion

Why might shrinkage improve power? Let us examine the net effect of using shrunk estimators on the value of HSIC, i.e. let us compare HSIC$^S$ and HSIC$^F$ to HSIC by computing these over all the repetitions of the permutation testing procedure described in the introduction. In Fig. 13.3, both estimators are visually similar in transforming the actual test statistic. Perhaps the more interesting phenomenon is that Fig. 13.3 is reminiscent of the graph of a soft-thresholding operator $ST_t(x) = \max\{0, x - t\}$. Intuitively, if the unshrunk HSIC value is small, the shrinkage methods deem it to be “noise” and it is shrunk to zero. Looking at the X-axis scaling of the top and bottom row, the size of the region that gets shrunk to zero
decreases with $n$ - as expected, shrinkage has less effect when $S_{XY}$ has low variance). The shrinkage being non-monotone (more so for $n = 20$ than $n = 50$ in Figure 13.3) is key to achieving an improvement in power.

Figure 13.3: The top row corresponds to $n = 20$, and the bottom row has $n = 50$. The left plots compare HSIC$^S$ to HSIC, and the right plots compare HSIC$^F$ to HSIC. Each cross mark corresponds to the shrunk and unshrunk HSIC calculated during a single permutation of a permutation test.

Using the intuition from the above figure, we can finally piece together why shrinkage may yield benefits. A rejection of $H_0$ occurs when the test statistic stands out in the right tail of its null distribution. Typically, when the alternative is true (this is when rejecting the null improves power) the unshrunk test statistics calculated from the permuted samples is smaller than the unshrunk HSIC calculated on the original sample. However, the effect of shrinking the small statistics towards zero, and setting the smallest ones to zero, is that the unpermuted test statistic under the alternative distribution stands out more in the right tail of the null.

In other words, relative to the unshrunk null distribution and the unshrunk test statistic, the tail of the null distribution is shrunk more towards zero than the unpermuted test statistic, causing the latter to have a higher quantile in the right tail of the former (relative to the quantile before shrinkage). Let us verify this experimentally. In Fig. 13.4 we plot for each of the datasets in Table 13.1 the average ratio of unpermuted statistic $T$ to the 95th percentile of the permuted statistics, for $T \in \{\text{HSIC}, \text{HSIC}^S, \text{HSIC}^F\}$. Recall that for dataset (C), we didn’t see much of an improvement in power, but for (A),(B),(D) it is clear from Fig. 13.4 that the unpermuted statistic is shrunk less than its null distribution’s 95th quantile.

**Remark.** In our experiments, real and synthetic, shrinkage usually improves (and almost never worsens) power in false-positive regimes that we usually care about. Will shrinkage always improve power? Possibly not. Even though shrunk the shrunk $S_{XY}$ dominates $S_{XY}$ for estimation error, it may not be the case that shrunk HSIC always dominates unshrunk HSIC for test power (i.e. the latter may not be
Figure 13.4: All panels show the ratio of the unpermuted HSIC to the 95th percentile of the null distribution based on HSICs calculated from the permuted data. (see Table 13.1) The top row has datasets (C) with radius 2.2, (B) with angle $3 \times \pi/32$, and the bottom row has (D) with $N = 25$, (A) with $N = 40$. These observations were qualitatively the same in all other synthetic data parameter settings, and also for other percentiles than 95th, and since the figures look identical in spirit, they were omitted due to lack of space.

...inaadmissible). However, just as no single classifier always outperforms another, it is still beneficial to add techniques like shrinkage, that seem to consistently yield benefits in practice, to the practitioner’s array of tools.

**Conclusion**

We presented evidence for an important phenomenon - using biased but lower variance shrunk estimators of cross-covariance operators can often significantly improve test power of HSIC at small sample sizes. This observation (that shrinkage can improve power) has rarely been made in the statistics and machine learning testing literature. We think the reason is that most test statistics for independence testing cannot be immediately expressed as the norm of an empirical operator, making it less obvious how to apply shrinkage to improve their power at low sample sizes.

We also showed the optimality (among linear shrinkage estimators) of SCOSE, but observe that the nonlinear shrinkage of FCOSE usually yields higher power. To the best of our knowledge, there seems to be no current literature showing that the choice made by leave-one-out cross-validation (SCOSE) ex-
plicitly leads to an estimator that is "optimal" in some sense (among linear shrinkage estimators). This may be because it is often not possible to explicitly calculate the form of the LOOCV estimator, nor the explicit form of the best linear shrinkage estimator, as can both be done in this simple setting.

Since even the best possible linear shrinkage estimator (as represented by SCOSE) is usually worse than FCOSE, this result indicates that in order to improve upon FCOSE, it will be necessary to further study the class of non-linear shrinkage estimators for our infinite dimensional operators, as done for finite dimensional covariance matrices in [122] and other papers by the same authors.

We ended with a brief investigation into the effect of shrinkage on HSIC and why shrinkage may intuitively improve power. We think that our work will be important for more powerful nonparametric detection of subtle nonlinear dependencies at low sample sizes, a common problem in scientific applications.
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