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Abstract

Many of today’s high level parallel languages support dynamic, fine-grained parallelism. These languages allow the user to expose all the parallelism in the program, which is typically of a much higher degree than the number of processors. Hence an efficient scheduling algorithm is required to assign computations to processors at runtime. Besides having low overheads and good load balancing, it is important for the scheduling algorithm to minimize the space usage of the parallel program. This paper presents a scheduling algorithm that is provably space-efficient and time-efficient for nested parallel languages. In addition to proving the space and time bounds of the parallel schedule generated by the algorithm, we demonstrate that it is efficient in practice. We have implemented a runtime system that uses our algorithm to schedule parallel threads. The results of executing parallel programs on this system show that our scheduling algorithm significantly reduces memory usage compared to previous techniques, without compromising performance.
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1 Introduction

Many of today’s high level parallel programming languages provide constructs to expose dynamic, fine-grained parallelism. Such languages include data-parallel languages such as Nestl [2] and HPF [21], as well as control-parallel languages such as ID [1], Cilk [5], CC++ [12], Sisal [17], Proteus [28], and C with light-weight thread libraries [25, 30]. These languages allow the user to expose all the parallelism in the program, which is typically of a much higher degree than the number of processors. The language implementation is responsible for scheduling this parallelism onto the processors. If the scheduling is done at runtime, then the performance of the high-level code relies heavily on the scheduling algorithm, which should have low scheduling overheads and good load balancing.

Several systems providing dynamic parallelism have been implemented with efficient runtime schedulers [7, 11, 13, 18, 19, 22, 23, 33, 34, 35], resulting in good parallel performance. However, in addition to good time performance, the memory requirements of the parallel computation must be taken into consideration. In an attempt to expose a sufficient degree of parallelism to keep all processors busy, schedulers often create many more parallel threads than necessary, leading to excessive memory usage [16, 32, 36]. Further, the order in which the threads are scheduled can greatly affect the total size of the live data at any instance during the parallel execution, and unless the threads are scheduled carefully, the parallel execution of a program may require much more memory than its serial execution. Since the price of the memory is a significant portion of the price of a parallel computer, and parallel computers are typically used to run big problem sizes, reducing memory usage is often as important as reducing running time. Many researchers have addressed this problem in the past. Early attempts to reduce the memory usage of parallel computations were based on heuristics that limited the parallelism [10, 16, 32, 36], and are not guaranteed to be space-efficient in general. These were followed by scheduling techniques that provide proven space bounds for parallel programs [6, 7, 8, 9]. If $S_1$ is the space required by the serial execution, these techniques generate schedules for a multithreaded computation on $p$ processors that require no more than $p \cdot S_1$ space. These ideas are used in the implementation of the Cilk programming language [5].

A recent scheduling algorithm improved these space bounds from a multiplicative factor on the number of processors to an additive factor [3]. The algorithm generates a schedule that uses only $S_1 + O(p \cdot D)$ space, where $D$ is the depth of the parallel computation (i.e., the longest sequence of dependencies or the critical path in the computation). This bound is asymptotically lower than the previous bound of $p \cdot S_1$ when $D < S_1$, which is true for parallel computations that have a sufficient degree of parallelism. For example, a simple algorithm to multiply two $n \times n$ matrices has depth $D = \Theta(\log n)$ and serial space $S_1 = \Theta(n^3)$, giving space bounds of $O(n^2 + p \log n)$ instead of $O(n^2 p)$ on previous systems. The low space bound of $S_1 + O(p \cdot D)$ is achieved by ensuring that the parallel execution follows an order that is as close as possible to the serial execution. However, the algorithm has scheduling overheads that are too high for it to be practical. Since it is synchronous, threads need to be
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*More recent work provides a stronger upper bound than $p \cdot S_1$ for space requirements of regular divide-and-conquer algorithms in Cilk [4].*
rescheduled after every unit computation to guarantee the space bounds. Moreover, it ignores the issue of locality — a thread may be moved from processor to processor at every timestep.

This paper presents a variant on the scheduling algorithm proposed in [3] that overcomes the above mentioned problems. The paper then gives experimental results that demonstrate that the algorithm does achieve good performance both in terms of memory and time. The main goal in the design of the algorithm was to allow threads to execute non-preemptively and asynchronously, allowing for better locality and lower scheduling overhead. This is achieved by allocating a pool of a constant \( K \) units of memory to each thread when it starts up, and allowing a thread to execute non-preemptively on the same processor until it runs out of memory from that pool or reaches a synchronization point. When a thread suspends, the processor accesses a new thread in a non-blocking manner from a work queue which is kept in the appropriate priority order (according to when it would have executed sequentially). The algorithm also delays large block allocations by effectively lowering their priority.

Although the nonpreemptive and asynchronous nature of our scheduling algorithm results in an execution order that differs from the order generated by the previous algorithm, we show that it retains the same space bound. In particular, it bounds the memory allocated at any time to \( S_1 + 2K \cdot D \) bytes, and bounds the space required by the scheduler itself to \( (2pD + D + 5p + 1) \cdot c \), where \( c \) is the small, constant amount of memory required to store a thread\(^2\). Together these are within the \( S_1 + O(p \cdot D) \) bounds. In addition to proving space-efficiency, as with [3] we bound the time required to execute the schedule for a parallel computation in terms of its work (total number of operations) and depth. For a parallel computation with \( D \) depth and \( W \) work, if the total space allocated is \( O(W) \), then the generated schedule runs in \( O(W/p + D) \) time, making it time-efficient [6]. We note that a bigger \( K \) leads to a lower running time since it reduces scheduling costs, but also results in a larger space bound. The \( K \) parameter therefore provides a trade-off between the running time and the memory requirement of a parallel computation. For the benchmarks used in our experiments, a value of \( K = 1000 \) bytes yields good performance in both space and time.

Our scheduling algorithm assumes a shared memory programming model and applies to languages providing nested parallelism. These include nested data-parallel languages, and control-parallel languages with a fork-join style of parallelism.

We have built a runtime system that uses our algorithm to schedule parallel threads on the SGI Power Challenge. To test its effectiveness in reducing memory usage, we have executed a number of parallel programs on it, and compared their space and time requirements with previous scheduling techniques. The experimental results show that, compared to previous techniques, our system significantly reduces the maximum amount of live data at any time during the execution of the programs. In addition, good single-processor performance and high parallel speedups indicate that the scheduling overheads in our system are low, that is, memory requirements can be effectively reduced without compromising performance.

\( ^2 \)This is the memory required to store its state such as registers, not including the stack and heap data.

1.1 An example

The following pseudo-code illustrates the main ideas behind our scheduling algorithm, and how they result in lower memory usage compared to previous scheduling techniques.

\[
\text{In parallel for } i = 1 \text{ to } n \\
\text{Temporary } B[n] \\
\text{In parallel for } j = 1 \text{ to } n \\
F(B, i, j) \\
\text{Free } B
\]

This code has two levels of parallelism: the \( i \)-loop at the outer level and the \( j \)-loop at the inner level. In general, the number of iterations in each loop may not be known at compile time. Space for an array \( B \) is allocated at the start of each \( i \)-iteration, and is freed at the end of the iteration. Assuming that \( F(B, i, j) \) does not allocate any space, the serial execution requires \( O(n) \) space, since the space for array \( B \) is reused for each \( i \)-iteration.

Now consider the parallel implementation of this function on \( p \) processors, where \( p < n \). Previous scheduling systems [6, 8, 9, 14, 19, 23, 32, 36], which include both heuristic-based and provably space-efficient techniques, would schedule the outer level of parallelism first. This results in all the \( p \) processors executing one \( i \)-iteration each, and hence the total space allocated is \( O(p \cdot n) \). Our scheduling algorithm also starts by scheduling the outer parallelism, but stalls big allocations of space. Moreover, it prioritizes operations by their serial execution order. As a result, the processors suspend the execution of their respective \( i \)-iterations before they allocate \( O(n) \) space each, and execute \( j \)-iterations belonging to the first \( i \)-iteration instead. Thus, if each \( i \)-iteration has sufficient parallelism to keep the processors busy, our technique schedules iterations of a single \( i \)-loop at a time. This allows the parallel computation to run in just \( O(n + p \cdot D) \) space, where \( D \) is the depth of the function \( F \).

As a related example, consider \( n \) users of a parallel machine, each running parallel code. Each user program allocates a large block of space as it starts and deallocates the block when it finishes. In this case the outer parallelism is across the users and the inner parallelism is within each user’s program. A scheduler that schedules the outer parallelism would schedule \( p \) user programs to run simultaneously, requiring a total memory equal to the sum over the memory requirements of \( p \) programs. On the other hand, our scheduling algorithm would schedule one program at a time (in their serial execution order), as long as there is sufficient parallelism within each program to keep the processors busy. In this case, the total memory required is just the maximum over the memory requirement of each user’s program.

A potential problem with our algorithm is that since it often preferentially schedules inner parallelism (which is finer grained), it can cause larger scheduling overheads compared to algorithms that schedule outer parallelism. We overcome this problem by grouping the fine-grained iterations of innermost loops into chunks. Our experimental results demonstrate that this approach is sufficient to yield good performance in time and space (see Section 6). In the results reported in this paper we have blocked the iterations into chunks by hand, but in Section 7 we discuss some ongoing work on automatically chunking the iterations. In general there is a tradeoff between memory use and scheduling efficiency.
1.2 Outline of the paper

We begin by defining the multithreaded programming model that our scheduling algorithm implements in Section 2. Section 3 describes how any parallel computation in this model can be represented as a DAG—this representation is used in the proofs throughout the paper. Section 4 presents our online scheduling algorithm; the space and time bounds for schedules generated by it are stated in Section 5. The implementation of our runtime system and the results of executing parallel programs on it are described in Section 6. Finally, we summarize and describe future work in Section 7.

2 Model of parallelism

Our scheduling algorithm is applicable to languages that support nested parallelism, which include data-parallel languages (with nested parallel loops and nested parallel function calls), control-parallel languages (with fork-join constructs), and any mix of the two. The algorithm assumes a shared memory programming model, in which parallel programs can be described in terms of threads.Threads may be either active (executing or ready to execute) or suspended. The computation starts with one initial thread. On encountering a parallel loop (or fork), a thread forks one child thread for each iteration and suspends itself. Each child thread may, in turn, fork more threads. We assume that the child threads do not communicate with each other. The last child thread to terminate reactivates the suspended parent thread. We call the last instruction of a thread its synchronization point. A thread may fork any number of child threads, and this number need not be known at compile time. We assume the program is deterministic and does not include speculative computation.

A thread is said to be scheduled when a processor begins executing its computations; a thread that suspends must be reactivated (made ready) before it is rescheduled. The work in a parallel computation is the total number of unit operations executed in it (that is, the time taken to execute it serially), and the depth is the length of the critical path (the time required to execute the computation on an infinite number of processors). The space requirement of an execution is the maximum of the total memory allocated across all processes at any time during the execution.

To maintain our space bounds, we impose an additional restriction on the threads. Once scheduled, a new or reactivated thread may perform a memory allocation from a global pool of memory only in its first step. The memory allocated becomes its private pool of memory, and may be subsequently used for a variety of purposes, such as, for dynamically allocated data or activation records. When the thread runs out of its private pool and reaches a computational step that needs to allocate more memory, the thread must suspend itself, to be rescheduled at a later time. The reason to suspend threads just before they allocate more space is to allow threads which have a higher priority (an earlier order in the serial execution) to get scheduled instead. The thread scheduling policy is transparent to the programmer.

3 Representing the computation as a DAG

To formally define the space required by a parallel computation and help us prove the time and space bounds we view the computation as a precedence graph, that is, a directed acyclic graph (DAG) in which each node corresponds to a unit of sequential computation (work) that takes one timestep to be executed. The edges of the DAG express the dependencies between the computations. We will denote the amount of memory allocated from the global pool in the computational step of a node $v$ by $m(v)$. If the step performs a deallocation, $m(v)$ is negative.

For the nested parallelism model described in Section 2, the dynamically unfolding DAG has a series-parallel structure. A series-parallel DAG [3] can be defined inductively: the DAG $G_0$ consisting of a single node (which is both its source and sink) and no edges, is series-parallel. If $G_1, \ldots , G_n$, $n \geq 1$ are series-parallel, then the DAG obtained by adding to $G_1 \cup \ldots \cup G_n$ a new source node $u$, with edges from $u$ to the source nodes of $G_1, \ldots , G_n$, and a new sink node $v$, with edges from the sink nodes of $G_1, \ldots , G_n$ to $v$ is series-parallel.

Since the program is deterministic and does not include speculative computation, the DAG is independent of the implementation. The total number of nodes in the DAG corresponds to the total work of the computation, and the longest path in the DAG corresponds to the depth. A thread that performs $w$ work is represented as a sequence of $w$ nodes in the DAG. When a thread forks child threads, edges from its current node to the initial nodes of the child threads are revealed. Similar dependency edges are revealed at the synchronization point. Since we do not restrict the number of threads that can be forked, a node may have an arbitrary in-degree and out-degree. For example, Figure 1 shows a small portion of a DAG. Only the first node of a new or reactivated thread may allocate space; a thread must suspend itself on reaching a subsequent node that performs an allocation. The points where threads are suspended and subsequently reactivated and rescheduled are marked as dashed lines.

Definitions. In a DAG $G = (V, E)$, for every edge $(u, v) \in E$, we call $u$ a *parent* of $v$, and $v$ a *child* of $u$. A *serial schedule* of the DAG is a topologically sorted sequence $s_1 = v_1, v_2, \ldots , v_w$ of its nodes in which each node appears exactly once, and a node can appear only after all its parent nodes have appeared, since the edges are dependency edges. A serial schedule for a DAG $G$ represents a serial execution of the computation represented by $G$. Thus, a node $v$ appears in the serial schedule at position $i$ if the computation of $v$ is executed at timestep $i$. Similarly, the parallel execution of the computation on $p$ processors can be represented by a $p$-schedule $s_p = V_1, V_2, \ldots , V_p$, where $V_i$ is the set of nodes executed at timestep $i$. Since each processor can execute at most one node in each timestep, each set $V_i$ contains at most $p$ nodes. As in the serial case, this schedule must obey the dependency edges, that is, a node may appear in a set $V_i$ only if all its parent nodes appear in previous sets. We say a node $v$ in ready at timestep $i$, if all the parents of $v$ have been executed, but $v$ has not been executed.

For a serial execution represented by the serial schedule $v_1, v_2, \ldots , v_w$, the total space requirement is defined as $S_1 = n + \max_{j=1}^{w} \left( \sum_{i=1}^{j} m(v_i) \right)$, where $n$ is the
space required to store the input. Similarly, the space required by a parallel execution represented as \( V_1, V_2, \ldots, V_r \) is \( S_p = n + \max_{i=1, \ldots, r} \left( \sum_{v \in V_i} \text{Space}(v) \right) \), where \( \text{Space}(v) = \sum_{v \in V_i} m(v) \).

**1Dr-schedule:** In most languages, a serial execution can be represented by a depth-first schedule (1Dr-schedule) of the computation DAG. The first step of a 1Dr-schedule executes the root node; at every subsequent step, the leftmost ready child of the most recently executed node with a ready child is executed. The order in which the nodes are executed determines their 1Dr-numbers. For example, Figure 2 shows the 1Dr-numbering of a simple program DAG.

![Figure 2](image)

Figure 2: 1Dr-schedule of a program DAG: each node is labeled with the order in which it is executed. Note that a node cannot be executed until all the nodes that have edges into it have been executed. Most systems execute nodes of a serial computation in this order.

**4 The scheduling algorithm**

The key idea behind our scheduling algorithm is to schedule threads in an order that is as close to a 1Dr ordering (serial ordering) of their nodes as possible. Since we must schedule multiple threads simultaneously to keep all the processors busy, threads get scheduled earlier than they would be in the serial execution. These are the threads that cause the parallel execution to require more memory; however, we can limit the number of such threads by following an order of execution dictated by the 1Dr-numbers.

We first describe the data structures used in the system, followed by a description of the algorithm. We assume for now that every time a thread is scheduled, the number of bytes it allocates from the global pool is at most a constant \( K \), and that it suspends when it reaches a computational step requiring more memory. This assumption is valid if no single computational step in a thread needs to allocate more than \( K \) memory; we will explain how to handle allocations larger than \( K \) later in this section.

**Runtime Data Structures.** The central data structure is the **ready-queue**, which is a priority queue containing ready threads (threads that are ready to be executed), suspended threads, and stubs that act as place-holders for threads that are currently being executed. Threads in the ready-queue are stored from, say, left to right, in increasing order of the 1Dr-numbers of their **leading** nodes (the first nodes to be executed when the thread is next scheduled). The lower the 1Dr-number of the leading node of a thread, the higher is the thread’s priority. Maintaining threads in this order requires the ready-queue to support operations such as inserting or deleting from the middle of the queue. Implementing fast, concurrent operations on such a queue is difficult; instead, we introduce two additional queues called the **in-queue** and the **out-queue**. These queues are simple FIFOs that support efficient concurrent inserts and deletes. They act as input and output buffers to store threads that are to be inserted or that have been removed, respectively, from the ready-queue (see Figure 3). Thus processors can perform fast, non-blocking accesses to these queues. In this paper we use a serial algorithm to move threads between the buffers and the ready-queue. Elsewhere we discuss how this can be done in parallel [29].
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Figure 3: The movement of threads between the processors and the scheduling queues. The in-queue and out-queue are FIFOs, whereas the ready-queue allows insertions and deletions of intermediate nodes. Threads in the ready-queue are always stored in increasing order of the 1Dr-numbers of their leading nodes (the first nodes to be executed when the thread gets scheduled). The in- and out-queues contain at most \( 3p \) threads combined.

**Algorithm description.** The pseudocode for the scheduling algorithm is given in Figure 4. The processors normally act as **workers**, when they take threads off the out-queue,
begin worker
  while (there exist threads in the system)
    \( \tau := \text{remove-thread(out-queue)}; \)
    if (\( \tau \) is a scheduling thread) then scheduler()
    else
      execute the computation associated with \( \tau ; \)
      if (\( \tau \) terminates) or (\( \tau \) suspends)
        then insert-thread(\( \tau \), in-queue);
  end worker

begin scheduler
  acquire scheduler-lock;
  insert a scheduling thread into the out-queue;
  \( T := \text{remove-all-threads(in-queue)}; \)
  for each thread \( \tau \) in \( T \)
    insert \( \tau \) into the ready-queue in its original position;
    if \( \tau \) has terminated
      if \( \tau \) is the last among its siblings to synchronize,
        reactivate \( \tau \)’s parent;
      delete \( \tau \) from the ready-queue;
    select the leftmost \( p \) ready threads from the ready-queue;
    if there are less than \( p \) ready threads, select them all;
    fork child threads in place if needed;
    insert these selected threads into the out-queue;
  release scheduler-lock;
end scheduler

Figure 4: The asynchronous scheduling algorithm. When the scheduler forks child threads, it inserts them into the ready-queue in the positions of their parents. This maintains the invariant that the threads in the ready queue are always in the order of increasing TID-numbers of their leading nodes. Therefore, at every scheduling step, the \( p \) ready threads whose leading nodes have the smallest TID-numbers, are moved to the out-queue. Child threads are forked only when they are to be added to the out-queue, that is, when they are among the leftmost \( p \) ready threads in the ready-queue.

execute them until they suspend or terminate, and then return them to the in-queue. A new or reactivated thread that is picked off the out-queue may allocate space from a global pool in its first computational step; it must suspend itself before any subsequent step that requires more space. A thread that performs a fork must also suspend itself; it is reawakened when the last of its forked child threads terminates. A child thread terminates upon reaching the synchronization point.

In addition to acting as workers, the processors take turns in acting as the scheduler. For this purpose, we introduce special scheduling threads into the system. Whenever the thread taken off the out-queue by a processor turns out to be a scheduling thread, it assumes the role of the scheduling processor and executes one scheduling step. Only one processor can be executing a scheduling step at a time.

The algorithm begins with a scheduling thread and the first (root) thread of the program on the out-queue.

A processor that executes a scheduling step starts by putting a new scheduling thread on the out-queue. Next, it moves threads from the in-queue to the ready-queue. Each thread has a pointer to a stub that marks its original position relative to the other threads in the ready-queue; it is inserted back in that position. The scheduler then compacts the ready queue by removing threads that have terminated. These are child threads that have reached their synchronization point and the root thread at the end of the entire computation. If a thread is the last among its siblings to reach its synchronization point, its suspended parent thread is reactivated. All threads that were suspended due to a memory allocation are immediately reactivated on being returned to the ready-queue. If a thread performs a fork, its child threads are inserted immediately before it, and the forking thread suspends. The child threads are placed in the ready-queue in order of the TID-numbers of their leading nodes. Finally, the scheduler moves the leftmost \( p \) ready threads from the ready-queue to the out-queue, leaving behind stubs to mark their positions in the ready-queue. If the ready-queue has less than \( p \) ready threads, the scheduler moves them all to the out-queue. The scheduling thread then completes, and the processor resumes the task of a worker.

This scheduling algorithm ensures that the total number of threads in the in-queue and out-queue is at most \( 3p \) (see Lemma 7). Further, to limit the number of threads in the ready-queue, we \textit{lazily} create the child threads of a forking thread: a child thread is not explicitly created until it is to be moved to the out-queue, that is, when it is among the leftmost \( p \) threads represented in the ready-queue. Until then, the parent thread implicitly represents the child thread. A single parent may represent several child threads. This optimization ensures that a thread does not have an entry in the ready-queue until it has been scheduled at least once before, or is in (or about to be inserted into) the out-queue. Note that if a thread \( T_i \) is ready to fork child threads, all its child threads will be forked (created) and scheduled before any other threads in the ready-queue to the right of \( T_i \) can be scheduled.

Handling large allocations of space. We had assumed earlier in this section that every time a thread is scheduled, it allocates at most \( K \) bytes for its use from a global pool of memory. This does not allow a unit computational step within a thread to allocate more than \( K \) bytes. We now show how such allocations are handled, similar to the technique suggested in [3]. The key idea is to delay the big allocations, so that if threads with lower TID numbers become ready, they will be executed instead. Consider a thread with a node that allocates \( m \) units of space in the original DAG; and \( m > K \). We transform the DAG by inserting a fork of \( m/K \) parallel threads before the memory allocation (see Figure 5). These new child threads perform a unit of work (a no-op), but do not allocate any space; they simply consist of dummy nodes. However, we treat the dummy nodes as if they allocate space, and the original thread is suspended at the fork. It is reactivated when all the dummy threads have been executed, and may now proceed with the allocation of \( m \) space. This transformation of the DAG increases its depth by at most a constant factor. If \( S_a \) is the total space allocated in the program (not counting the deallocations), the number of nodes in the transformed DAG is at most \( W + S_a/K \). This transformation takes place at runtime, and our scheduling algorithm generates a schedule for this transformed DAG. This ensures that the space requirement of the generated schedule does not exceed our space bounds, as proved in Appendix A.

We state the following lemma about the order of the nodes in the ready-queue maintained by our algorithm.
5.2 Time bound

The proof for the following theorem on the time bound is also presented in Appendix A.

**Theorem 3** Consider a computation of depth $D$ and work $W$ that allocates a total of $S_2$ space. Our scheduling algorithm executes this computation on $p$ processors in $O(W/p + S_2/p + D)$ timesteps.  

Our time bounds do not include the cost of the scheduler. We have described a serial scheduler in this paper; however, the scheduler can be parallelized as described in [29], and its time and space costs can be included to execute a schedule in $O(W/p + S_2/p + D \log p)$ time and $S_1 + O(pD \log p)$ space. Such a parallel implementation is important when the number of processors is large, to ensure the scalability of the scheduler. In this paper, we restrict our discussion to the serial scheduler, and concentrate on its implementation and experimental results on a moderate number of processors.

6 Experimental results

We have built a runtime system that uses our algorithm to schedule parallel threads, and have run several experiments to analyze both the time and the memory required by parallel computations. In this section we briefly describe the implementation of the system and the benchmarks used to evaluate its performance, followed by the experimental results.

6.1 Implementation

The runtime system has been implemented on a 16-processor SGI Power Challenge, which has a shared memory architecture with processors and memory connected via a fast shared bus interconnect. Since the number of processors on this architecture is not very large, a serial implementation of the scheduler as described in Section 4 does not create a bottleneck in our runtime system. The ready-queue is implemented as a simple, singly-linked list. The in-queue and out-queue, which are accessed by the scheduler and the workers, are required to support concurrent enqueue and dequeue operations. They are implemented using variants of lock-free algorithms based on atomic fetch-and-phi primitives [27].

The parallel programs executed using this system have been explicitly hand-coded in the continuation-passing style, similar to the code generated by the Cilk preprocessor [5]. Each continuation points to a C function representing the next computation of a thread, and a structure containing all its arguments. These continuations are created dynamically and moved between the queues. A worker processor takes a continuation off the out-queue, and simply applies the function pointed to by the continuation, to its arguments. The high-level program is broken into such functions at points where it executes a parallel fork, a recursive call, or a memory allocation.

For nested parallel loops, we group iterations of the innermost loop into equal-sized chunks, provided it does not contain calls to any recursive functions\(^6\). Scheduling a chunk

\(6\)We expect a preprocessor-generated version on our system to have similar efficiency as the straightforward hand-coded version.

\(6\)It should be possible to automate such coarsening with compiler support.
at a time improves performance by reducing scheduling overheads and providing good locality, especially for fine-grained iterations.

6.2 Benchmark programs

We implemented five parallel programs on our runtime system. We briefly describe the implementation of these programs, along with the problem sizes we used in our experiments.

- **Blocked recursive matrix multiply (Rec MM).** This program multiplies two dense \( n \times n \) matrices using a simple recursive divide-and-conquer method, and performs \( O(n^3) \) work. The recursion stops when the blocks are down to the size of \( 64 \times 64 \), after which the standard row-column matrix multiply is executed serially. This algorithm significantly outperforms the row-column matrix multiply for large matrices (e.g., by a factor of over \( 4 \) for \( 1024 \times 1024 \) matrices) because its use of blocks results in better cache locality. At each step, the eight recursive calls are made in parallel. Each recursive call needs to allocate temporary storage, which is deallocated before returning from the call. The results reported are for the multiplication of two \( 1024 \times 1024 \) matrices of double-precision floats.

- **Strassen's matrix multiply (Str MM).** The DAG for this algorithm is very similar to that of the blocked recursive matrix multiply, but performs only \( O(n^{2.81}) \) work and makes seven recursive calls at each step [37]. Once again, a simple serial matrix multiply is used at the leaves of the recursion tree. The sizes of matrices multiplied were the same as for the previous program.

- **Fast multipole method (FMM).** This is an \( n \)-body algorithm that calculates the forces between \( n \) bodies in \( O(n) \) work [20]. We have implemented the most time-consuming phases of the algorithm, which are a bottom-up traversal of the octree followed by a top-down traversal. In the top-down traversal, for each level of the octree, the forces on the cells in that level due to their neighboring cells are calculated in parallel. For each cell, the forces over all its neighbors are also calculated in parallel, for which temporary storage needs to be allocated. This storage is freed when the forces over the neighbors have been added to get the resulting force on that cell. With two levels of parallelism, the structure of this code looks very similar to the pseudocode described in Section 1. We executed the FMM on a uniform octree with 4 levels (8° leaves), using 5 multipole terms for force calculation.

- **Sparse matrix-vector multiplication (Sparse MV).** This multiplies an \( m \times n \) sparse matrix with a \( n \times 1 \) dense vector. The dot product of each row of the matrix with the vector is calculated to get the corresponding element of the resulting vector. There are two levels of parallelism: over each row of the matrix, and over the elements of each row multiplied with the corresponding elements of the vector to calculate the dot product. For our experiments, we used \( m = 20 \) and \( n = 1500000 \), and 30% of the elements were non-zeroes. (Using a large value of \( n \) provides sufficient parallelism within a row, but using large values of \( m \) leads to a very large size of the input matrix, making the amount of dynamic memory allocated in the program negligible in comparison.)

- **ID3.** This algorithm by Quinlan [31] builds a decision tree from a set of training examples in a top-down manner, using a recursive divide-and-conquer strategy. At the root node, the attribute that best classifies the training data is picked, and recursive calls are made to build subtrees, with each subtree using only the training examples with a particular value of that attribute. Each recursive call is made in parallel, and the computation of picking the best attribute at a node, which involves counting the number of examples in each class for different values for each attribute, is also parallelized. Temporary space is allocated to store the subset of training examples used to build each subtree, and is freed once the subtree is built. We built a tree from 4 million test examples, each with 4 multi-valued attributes.

6.3 Time performance

Figure 6 shows the speedups for the above programs for up to 16 processors. The speedup for each program is with respect to its efficient serial C version, which does not use our runtime system. Since the serial C program runs faster than our runtime system on a single processor, the speedup shown for one processor is less than 1. However, for all the programs, it is close to 1, implying that the overheads in our system are low. The timings on our system include the delay introduced before large allocations, in the form of \( m/K \) dummy nodes for an allocation of \( m \) bytes. We have used a value of \( K = 1000 \) bytes in our experiments. Figure 6 also shows the speedups for the same programs running on an existing space-efficient system Cilk. To make a fair comparison, we have chunked innermost iterations of the Cilk programs in the same manner as we did for our programs. The timings show that the performance on our system is comparable with that on Cilk. The memory-intensive programs such as sparse matrix-vector multiply do not scale well on either system beyond 12 processors; their performance is probably affected by bus contention as the number of processors increases.

![Speedup curves](image)

Figure 6: The speedups achieved on up to 16 R10000 processors of a Power Challenge machine, using a value of \( K=1000 \) bytes. The speedup on \( p \) processors is the time taken for the serial C version of the program divided by the time for our runtime system to run it on \( p \) processors. For each application, the solid line represents the speedup using our system, while the dashed line represents the speedup using the Cilk system. All programs were compiled using \texttt{gcc -O2 -mips2}.

Figure 7 shows the breakdown of the running time for
one of the programs, blocked recursive matrix multiplication. The results show that the percentage of time spent waiting for threads to appear in the out-queue increases as the number of processors increases (since we use a serial scheduler). A parallel implementation of the scheduler, such as one described in [29], will be more efficient for a larger number of processors.

Figure 7: The total processor time (the running time multiplied by the number of processors \( p \)) for blocked recursive matrix multiplication. “Serial work” is the time taken by a single processor executing the equivalent serial C program. For ideal speedups, all the other components would be zero. The other components are overheads of the parallel execution and the runtime system. “Idle time” is the total time spent waiting for threads to appear in the out-queue; “queue access” is the total time spent by the worker processors inserting threads into the in-queue and removing them from the out-queue. “Scheduling” is the total time spent as the scheduler, and “work overhead” includes overheads of creating continuations, building structures to hold arguments, executing dummy nodes, and (de)allocating memory from a shared pool of memory, as well as the effects of cache misses and bus contention.

6.4 Space performance

Figure 8 shows the memory usage for each application. Here we compare three implementations for each program—one in Cilk and the other two using our scheduling system. Of the two implementations on our system, one uses dummy nodes to delay large allocations, while the other does not. For the programs we have implemented, the version without the delay results in approximately the same space requirements as would result from scheduling the outermost level of parallelism. For example, in Strassen’s matrix multiplication, our algorithm without the delay would allocate temporary space required for \( p \) branches at the top level of the recursion tree before reverting to the execution of the subtre under the first branch. On the other hand, scheduling the outer parallelism would allocate space for the \( p \) branches at the top level, with each processor executing a subtre serially. Hence we use our algorithm without the delay to estimate the memory requirements of previous techniques like [14, 29], which schedule the outer parallelism with higher priority. Cilk uses less memory than this estimate due to its use of randomization: an idle processor steals the topmost thread (representing the outermost parallelism) from the private queue of a randomly picked processor; this thread may not represent the outermost parallelism in the entire computation. Previous techniques like [8, 9, 19] use a strategy similar to that of Cilk. The results show that when big allocations are delayed with dummy nodes, our algorithm results in a significantly lower memory usage, particularly as the number of processors increases. We have not compared it to naive scheduling techniques, such as breadth-first schedules, which have much higher memory requirements.

As mentioned above, the number of dummy nodes introduced depends on the number of bytes \( K \) that a thread is allowed to allocate before being suspended. Hence there is a trade-off between memory usage and running time. For example, Figure 9 shows how the running time and memory usage for blocked recursive matrix multiplication are affected by \( K \). For all the programs we implemented, the trade-off curves looked similar; however, they may vary for other parallel programs. A default value of \( K = 1000 \) bytes resulted in a good balance between space and time performance for all our programs, although in practice it might be useful to allow users to tune the parameter for their needs.

7 Summary and discussion

We have presented an asynchronous scheduling algorithm for languages that support nested parallelism, and have shown that it is space-efficient and time-efficient in both theory and practice. The space bound presented in this paper is significantly lower than space bounds on existing systems for programs with a sufficient amount of parallelism \((D \gg S_1)\). Most parallel programs, including all programs in \( NC \) [15], fall in this category. We have built a low-overhead runtime system that schedules parallel threads using our algorithm. The results demonstrate that our approach is more effective in reducing space usage than previous scheduling techniques, and at the same time yields good parallel performance. A more detailed specification of the theoretical framework on which the scheduling algorithm is based, along with a description of an efficient parallelized scheduler, can be found in [29].

We are currently considering methods to further improve the scheduling algorithm, particularly to provide better support for fine-grained computations. At present, fine-grained iterations of innermost loops are statically grouped
Figure 8: The memory requirements of the parallel programs. For $p = 1$ the memory usage shown is for the serial C version. We compare the memory usage of each program when the big memory allocations are delayed by inserting dummy threads (using $K = 1000$), with when they are allowed to proceed without any delay, as well as with the memory usage on Cilk. The version without the delay on our system (labeled “No delay”) is an estimate of the memory usage resulting from previous scheduling techniques. These results show that delaying big allocations significantly changes the order of execution of the threads, and results in much lower memory usage, especially as the number of processors increases.
into fixed-size chunks. A dynamic, decreasing-size chunking scheme such as [24, 26, 38] can be used instead. We are considering ways of automatically introducing such coarsening at runtime through the scheduling algorithm; for example, by allowing the execution order to differ to a limited extent from the order dictated by the 1/n-numbers. We also plan to reduce contention for the shared queue by introducing multiple queues; the processors will access separate queues at any given time. Finally, we plan to implement faster parallel calls to efficiently execute fine-grained computations.
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the node representing the first computation of a new or re-activated thread its heavy node, and the other nodes light nodes. Thus, heavy nodes may allocate space, while light nodes allocate no space (but may deallocate space). When a thread is moved from the ready-queue to the out-queue by a scheduling processor, we will consider its leading heavy node to be scheduled. This is because once threads are put on the out-queue, they are taken out and executed by processors in the FIFO order. Note that a heavy node may get executed after several steps if it becomes ready and after it is scheduled. However, a light node is executed in the timestep it becomes ready, since a processor executes each consecutive light nodes preemptively.

Let \( s_p = V_1, \ldots, V_i \) be the parallel schedule of the DAG generated by our scheduling algorithm. Here \( V_i \) is the set of nodes that are executed at timestep \( i \). Let \( s_1 \) be the 1reschedule for the same DAG. Consider an arbitrary prefix, \( \sigma_p \), of \( s_p \). Let \( \sigma_1 \) be the longest prefix of \( s_1 \) containing only nodes in \( \sigma_p \), that is, \( \sigma_1 \) does not contain any nodes that are not part of \( \sigma_p \). We call the nodes that are in \( \sigma_p \) but not in \( \sigma_1 \) the premature nodes, since they have been executed out of order. For example, Figure 10 shows a simple DAG with a parallel prefix \( \sigma_p \) and its corresponding serial prefix \( \sigma_1 \).

![Figure 10: A simple program DAG in which the heavy nodes (a, b, c, d, e, and f) are shown as bold. The 1reschedule for this DAG is \( s_1 = [a, b, c, i, f, j, m, c, g, k, d, h, l, n] \). For \( p = 2 \), a possible parallel schedule is \( s_p = \{[a], [b, c], [c, d, g], [i, k], [f, d], [j, h], [m, l], [n]\}. Once a heavy node is executed, the processor continues to execute the subsequent light nodes of the thread. For a prefix \( \sigma_p = [\{a\}, \{b, c\}, \{c, d, g\}, \{i, k\}, \{f, d\}, \{j, h\}, \{m, l\}, \{n\}] \) of \( s_p \), the corresponding prefix of \( s_1 \) is \( \sigma_1 = \{a, b, c, i, f\} \). Thus, the premature nodes in \( \sigma_p \) are \( c, d, g, \) and \( k \) (shown shaded). Of these, the heavy premature nodes are \( c \) and \( d \).

The parallel execution has higher memory requirements because of the space allocated by the computations associated with the premature nodes. Hence we need to bound the space overhead of the premature nodes in \( \sigma_p \). To get this bound, we need to consider only the heavy premature nodes, since the light nodes do not allocate any space.

The parallel execution has higher memory requirements because of the space allocated by the computations associated with the premature nodes. Hence we need to bound the space overhead of the premature nodes in \( \sigma_p \). To get this bound, we need to consider only the heavy premature nodes, since the light nodes do not allocate any space.
Lemma 4 Let $G$ be a DAG of $W$ nodes and depth $D$. Let $s_1$ be the 1DFC-schedule for $G$, and $s_p$ the parallel schedule for $G$ executed by our scheduling algorithm on $p$ processors. Then the number of heavy premature nodes in any prefix of $s_p$ with respect to the corresponding prefix of $s_1$ is at most $2pD$.

Proof: Consider an arbitrary prefix $s_{ip}$ of $s_p$, and let $s_1$ be the corresponding prefix of $s_1$. For any node in the DAG, we will call the length of the longest path from the root to the node its level. Let $L_i$ be the set of nodes in $s_1$ at level $i$. Let $t_i$ be the earliest timestep in the parallel execution by which all the nodes in $L_1, L_2, \ldots, L_i$ get executed in the parallel schedule. For example, in Figure 10, with $s_{ip} = [\{a\}, \{b, c\}, \{e, g\}, \{f, d\}]$ and $s_1 = [\{a\}, \{b\}, \{e, f\}]$. Let $L_1 = \{a\}, L_2 = \{b\}$, and $L_3 = \{e, f\}$ and $L_4 = \{i\}$. Hence $t_1 = 1$, $t_2 = 2$, $t_3 = 5$ and $t_4 = 5$. Note that $i < j$ implies that $t_i \leq t_j$.

After timestep $t_i$, all the nodes in $L_{i+1}$ have either been executed, or are ready, since all the nodes with edges into them have been executed. Let interval $I_i$ be the sequence of timesteps $(t_i, t_{i+1})$, that is, $I_i = (t_i + 1, \ldots, t_{i+1})$.

Consider any interval $I_i$ of the parallel execution. We show that no more than two of the scheduling threads that begin execution in the interval $I_i$ can schedule heavy premature nodes. After timestep $t_i$, the nodes in $L_{i+1}$ are either ready or have already been executed. All light nodes in $L_{i+1}$ that are ready at timestep $t_i + 1$ are executed in that timestep. Further, all the heavy nodes in $L_{i+1}$ get scheduled before any premature nodes are scheduled, because, given a choice between ready nodes, the scheduling processor schedules those that have lower 1DF numbers, and all nodes in $s_1$ have lower 1DF numbers than any of the premature nodes. Once all the heavy nodes in $L_{i+1}$ are scheduled, there may be at most two scheduling threads that begin execution before these nodes get executed, that is, before or at timestep $t_{i+1}$. These two scheduling threads may schedule nodes that are premature, since the nodes in the next level, $L_{i+2}$, may not be ready yet. The number of steps is two because of the asynchronous nature of the algorithm; there is a delay between the time a thread is inserted into the out-queue, and the time it begins execution.

Since at most two scheduling threads that begin execution in interval $I_i$ may schedule premature nodes, and each scheduling thread can schedule at most $p$ heavy nodes, at most $2p$ heavy nodes get scheduled in the interval $I_i$. Since the depth of the DAG is $D$, there can be at most $D$ such intervals, and hence at most $2pD$ heavy premature nodes can be scheduled.

We have shown that any prefix of $s_p$ has at most $2pD$ heavy premature nodes. Since we have assumed that the computation associated with each heavy node allocates at most $K$ space, we can state the following lemma.

Lemma 5 Let $G$ be a program DAG with depth $D$, in which every heavy node allocates at most $K$ space. If the serial execution of the DAG requires $S_1$ space, then our scheduling algorithm results in an execution on $p$ processors that requires at most $S_1 + 2pDK = S_1 + O(pD)$ space.

Handling allocations bigger than $K$. We described how to transform the program DAG to handle allocations bigger than $K$ bytes in Section 4. Consider any heavy premature node $v$ that allocates $m > K$ space. The $m/K$ dummy nodes inserted before it would have been scheduled before it. Being dummy nodes, they do not actually allocate any space, but are entitled to allocate a total of $m$ space ($K$ units each) according to our scheduling technique. Hence $v$ can allocate these $m$ units without exceeding the space bound in Lemma 5. With this transformation, a parallel computation with $W$ work and $D$ depth that allocates a total of $S_a$ units of memory results in a DAG with at most $W + S_a/K$ nodes and $O(D)$ depth. Therefore, using Lemma 5, we can state the following lemma.

Lemma 6 A computation of depth $D$ and work $W$, which requires $S_1$ space to execute on one processor, is executed on $p$ processors by our scheduling algorithm using $S_1 + O(pD)$ space.

Finally, we bound the space required by the scheduler to store the three queues.

Lemma 7 The space required by the scheduler is $O(pD)$.

Proof: When a processor starts executing a scheduling iteration, it first empties the in-queue. At this time, there can be at most $p - 1$ threads running on the other processors, and the out-queue can have another $p$ threads in it. The scheduler adds at most another $p$ threads (plus one scheduling thread) to the out-queue, and no more threads are added to the out-queue until the next scheduling iteration. Since all the threads executing on the processors can end up in the in-queue, the in-queue and out-queue can have a total of at most $3p$ threads at any time. Finally, we bound the number of threads in the ready-queue. We will call a thread that has been created but not yet deleted from the system a free thread; the ready queue has one entry for each live thread. At any stage during the execution, the number of live threads is at most the number of premature nodes scheduled, plus the maximum number of threads in the out-queue ($2p + 1$), plus the maximum number of live threads in the in-queue. Any step of the in-queue can have at most $D$ live threads, since it executes threads in a depth-first manner. Since the number of premature nodes is at most $2pD$, the ready-queue has at most $2pD + D + 2p + 1$ threads. Since each thread can be stored using a constant $c$ units of memory, the total space required by the three scheduling queues is $(2pD + D + 5p + 1)\cdot c = O(pD)$.

Theorem 2 follows from Lemmas 6 and 7.

A.2 Time bound

Finally, we prove Theorem 3, which bounds the time required to execute the parallel schedule generated by our scheduling algorithm. Our algorithm generates a greedy schedule, that is, whenever at least $p$ nodes are ready, $p$ nodes will be executed. Greedy schedules for DAGs with $W$ nodes and $D$ depth require at most $W/p + D$ timesteps to execute [6]. This bound does not include scheduling overheads. Since our transformed DAG has $W + S_a / K$ nodes and $O(D)$ depth, the schedule generated by our algorithm requires $O(W/p + S_a / Kp + D)$ timesteps. If the allocated space $S_a$ is $O(W)$, the number of timesteps required is $O(W/p + D)$.