Effective information extraction and question answering require modeling of the deep syntactic and semantic structures of natural language. At the same time, acquiring training data specifying these full structures is prohibitively expensive. Our goal is therefore to learn models of language that can induce latent structures (e.g., parse trees) from raw observations (e.g., sentences) in an unsupervised way. First, I will present spectral methods for learning latent parse tree models. In contrast to existing algorithms for learning latent-variable models such as EM, our method has global convergence guarantees. Second, I will present a semantic model that maps natural language questions to answers via a latent database query, and show results on large-scale question.
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