
Sentiment and Opinion 

Sep13, 2012 
Analysis of Social Media Seminar 

William Cohen 



First assignment: due Tuesday 

•  Go to your user page 
–  Your real name & a link to your home page 
–  Preferably a picture 
–  Who you are and what you hope to get out of the class (Let me 

know if you’re just auditing) 
–  One sentence about what you might want to do for a project 



Announcements 

•  Office hours 
– William: 1-2pm Fri 
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Motivations 
Analysis	  :	  modeling	  	  &	  learning	  

Communica4on,	  
Language	  

People	  

Networks	  

Social	  
Media	  
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MAY 2011 
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Some sentences expressing “opinion” 
or something a lot like opinion 

– Wow, this is my 4th Olympus camera.  
– Most voters believe that he's not going to 

raise their taxes. 
-  The United States fears a spill-over from the 

anti-terrorist campaign. 
-  “We foresaw electoral fraud but not daylight 

robbery,” Tsvangirai said. 



Manual and Automatic 
Subjectivity and Sentiment 

Analysis  
Jan Wiebe 

Josef Ruppenhofer 
Swapna Somasundaran 
University of Pittsburgh 

Content cheerfully pilfered from this 250+slide 
tutorial:  EUROLAN SUMMER SCHOOL 2007, Semantics, 
Opinion and Sentiment in Text, July 23-August 3, University 
of Iaşi, Romania http://www.cs.pitt.edu/~wiebe/tutorialsExtendedTalks.html  
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And an invited talk from Lillian Lee at ICWSM 2008  
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Specific motivation:  
“Opinion Question Answering” 

Q: What is the international reaction 
to the reelection of Robert Mugabe 
as President of Zimbabwe?   

 
A: African observers generally 
approved of his victory while 
Western Governments denounced 
it. 
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More motivations 

•  Product review mining: What features of the 
ThinkPad T43 do customers like and which do they 
dislike?  

•  Review classification: Is a review positive or negative 
toward the movie? 

•  Tracking sentiments toward topics over time: Is 
anger ratcheting up or cooling down? 

•  Etc. 
 [These are all ways to summarize one sort of 
content that is common on blogs, bboards, 
newsgroups, etc. –W] 



13 

More motivations 
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Some early work on opinion 



18 ICWSM 2008 18 

A source of information about semantic 
orientation: conjunction 



19 ICWSM 2008 19 

Hatzivassiloglou & McKeown 1997 

1.  Build training set: label all adj. with frequency > 
20; test agreement with human annotators 

2.  Extract all conjoined adjectives 

nice and comfortable 

nice and scenic 



20 ICWSM 2008 20 

Hatzivassiloglou & McKeown 1997 

3. A supervised learning algorithm builds a graph of 
adjectives linked by the same or different 
semantic orientation 

nice 

handsome 

terrible 

comfortable 

painful 

expensive 

fun 

scenic 
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Hatzivassiloglou & McKeown 1997 

4. A clustering algorithm partitions the adjectives into 
two subsets 

 

nice 

handsome 

terrible 

comfortable 

painful 

expensive 

fun 

scenic 
slow 

+ 
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Hatzivassiloglou & McKeown 1997 

•  Specifics: 
–  21M words of POS-tagged WSJ text 
–  Hand-labeled 1336 adjectives appearing >20 times 

ignoring ones like “unpredictable”, “cheap”,.. 
–  Good inter-annotator agreement (97% on direction of 

orientation, 89% on existence of orientation) 
–  Used hand-built grammer to find conjunctions using 

and, or, but, either-or, neither-nor 
–  Also looked at pairs like thoughtful, thoughtless: 

almost always oppositely oriented, but not frequent. 
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Hatzivassiloglou & McKeown 1997 
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•  Can you predict if two words are same/different 
orientation given their participation in these patterns? 

Hatzivassiloglou & McKeown 1997 
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•  Given learned P(orientation(a)=orientation(b)) find ML 
cluster (heuristically).  Mark the most bigger cluster as  
positive.  Cross-validate based on #links in the graph. 

Hatzivassiloglou & McKeown 1997 
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•  Later/related work: 

–  LIWC, General Inquirer, other hand-built lexicons 
–  Turney & Littman, TOIS 2003: Similar performance with 100M 

word corpus and PMI – higher accuracy better if you allow 
abstention on 25% of the “hard” cases. 

–  Kamps et al, LREC 04: Determine orientation by graph analysis 
of Wordnet (distance to “good”, “bad” in graph determined by 
synonymy relation) 

–  SentiWordNet, Esuli and Sebastiani, LREC 06: Similar to Kamps 
et al, also using a BOW classifier and WordNet glosses 
(definitions). 

Hatzivassiloglou & McKeown 1997 
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First, some early & influential 
papers on opinion: 
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Turney’s paper 

•  Goal: classify reviews as “positive” or 
“negative”. 
–  Epinions “[not] recommended” as given by authors. 

•  Method: 
–  Find (possibly) meaningful phrases from review (e.g., 

“bright display”, “inspiring lecture”, …) 
•  (based on POS patterns, like ADJ NOUN) 

–  Estimate “semantic orientation” of each candidate 
phrase 

–  Assign overall orentation of review by averaging 
orentation of the phrases in the review 
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William’s picture of Jan’s picture of this 
paper… 

Seeds Separate 
corpus 

Distributional 
similarity 

Seeds + 
Similar 
Words 

SO 
Words 

p(subjective  |  SOs) 

{excellent,poor} 

Altavista (appear in 
same contexts) 

Review 
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Key ideas in Turney 2002 
•  Simplification:  

–  classify an entire document, not a piece of it. (Many 
reviews are mixed.) 

•  Focus on what seems important:  
–  Extract semantically oriented words/phrases from the 

document. (Phrases are less ambiguous than words – 
eg “Even poor students will learn a lot from this 
lecture”). 

•  Bootstrapping/semi-supervised learning: 
–  To assess orientation of phrases, use some kind of 

contextual similarity of phrases 
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Issues 

•  Is polarity context-independent? 
– “Unpredictable plot” vs “Unpredictable 

steering” 
– “Read the book” 

•  Turney’s solution: 
– Use “unpredictable plot” as feature, not 

“unpredictable”. 
•  Other ideas? 

– … ? 
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Pang et al EMNLP 2002 
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Methods 

•  Movie review classification as pos/neg. 
•  Method one: count human-provided polar words 

(sort of like Turney): 
–  Eg, “love, wonderful, best, great, superb, still, 

beautiful” vs “bad, worst, stupid, waste, boring, ?, !” 
gives 69% accuracy on 700+/700- movie reviews 

•  Method two: plain ‘ol text classification 
–  Eg, Naïve Bayes bag of words: 78.7; SVM-lite “set of 

words”: 82.9 was best result 
–  Adding bigrams and/or POS tags doesn’t change 

things much. 
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Results 
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Intuitions 

•  Objective descriptions of what happens in 
the movie vs the review author’s opinion 
about it are confusing things? 

•  Start and end of the review have most of 
the information? 

•  ---? 
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Pang & Lee EMNLP 2004 
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Pang & Lee EMNLP 2004 

•  Can you capture the discourse in the document? 
–  Expect longish runs of subjective text and longish 

runs of objective text. 
–  Can you tell which is which? 

•  Idea:  
–  Classify sentences as subjective/objective, based on 

two corpora: short biased reviews, and IMDB plot 
summaries. 

–  Smooth classifications to promote longish 
homogeneous sections. 

–  Classify polarity based on the K “most subjective” 
sentences 
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Pang & Lee EMNLP 2004 
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Pang & Lee EMNLP 2004 
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