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Abstract—In this paper, we describe the organization of a rule-based system, SPAM, that uses map and domain-specific knowledge to interpret airport scenes. This research investigates the use of a rule-based system for the control of image processing and interpretation of results with respect to a world model, as well as the representation of the world model within an image/map database. We present results on the interpretation of a high-resolution airport scene where the image segmentation has been performed by a human, and by a region-based image segmentation program. The results of the system's analysis is characterized by the labeling of individual regions in the image and the collection of these regions into consistent interpretations of the major components of an airport model. These interpretations are ranked on the basis of their overall spatial and structural consistency. Some evaluations based on the results from three evolutionary versions of SPAM are presented.
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I. INTRODUCTION

SPAM, System for Photo interpretation of Airports using MAPS, is an image-interpretation system. It coordinates and controls image segmentation, segmentation analysis, and the construction of a scene model. It provides several unique capabilities to bring map knowledge and collateral information to bear during all phases of the interpretation. These capabilities include the following:

- The use of domain-dependent spatial constraints to restrict and refine hypothesis formation during analysis.
- The use of explicit camera models that allow for the projection of map information onto the image.
- The use of image-independent metric models for shape, size, distance, absolute and relative position computation.
- The use of multiple image cues to verify ambiguous segmentations. Stereo pairs or overlapping image sequences can be used to extract information or to detect missing components of the model.

A. The Nature of the Task

The task of airport image analysis has many interesting properties. First, airports are a complex organization of man-made structures placed over a large ground area. While the actual spatial arrangement of typical structures such as runways, terminal buildings, parking lots, etc., varies greatly between airports, the types of structures normally found in an airport scene are well understood. The airport task provides a "knowledge rich" environment, where functional relationships between structures preclude arbitrary spatial arrangements and provide spatial constraints.

Second, a body of literature [1], [2] on airport planning is readily accessible and provides general design constraints. Knowledge acquisition for spatial constraints, therefore, does not involve examination of large numbers of sample airports. It can be observed that there are two major classes of airports, commercial and military, whose organization varies widely from large-scale international airports to small county and private airstrips. Both general knowledge (class-specific) and site-specific knowledge can be expected to help in the interpretation process.

Image-processing techniques are inherently errorful. For complex, uncontrived natural scenes, image segmentation results are highly ambiguous. The correspondence between regions in the segmented image and physical objects in the scene is generally many to one. Boundaries between objects may not be distinguishable due to occlusions, objects with similar spectral properties, and the intrinsic resolution of the image. Thus, the assumption that regions in the segmented image directly correspond to objects in the scene is not useful unless we are able to reason about the segmentation process and reconstruct a meaningful portion of the original object.

Finally, for aerial photo-interpretation tasks, it is crucial that the metrics used by the analysis system be defined in cartographic coordinates, such as (latitude/longitude/elevation), rather than in an image-based coordinate system. Systems that rely on descriptions such as "the runway has area 12,000 pixels" or "hangars are between 212 and 345 pixels" are useless except for (perhaps) the analysis of one image. Further, spatial analysis based on the semantics of above, below, left-of, right-of, etc., are also inappropriate for general interpretation systems. To operationalize metric knowledge one must relate the world model to the image under analysis. This should be done through image-to-map correspondence using camera models which is the method used in SPAM. We can directly measure ground distances, areas, absolute compass direction, and recover crude estimates of height using a camera model computed for each image under analysis. Direct projection of known map information is also possible in SPAM. For example, the position and orientations
of known airport features such as runways and terminals could be directly factored into the scene interpretation as a priori knowledge. We are working on a system that can bring both class-specific and site-specific knowledge to bear; however, here we report on the use of class-specific knowledge.

B. Related Work

There is a long history of research in model-based vision. Binford [3] provides a good summary of a variety of work including Brooks [4], the VISIONS project [5], SRI [6], [7], and work by Matsuyma [8] and Ohta [9].

Work by Bullock [10], based on the ACRONYM system developed by Brooks and Binford [11], uses image registration to a geographic model, and identifies preselected regions of interest and attempts to locate and identify predefined object instances within these areas. ACRONYM is an example of a model-based system which incorporates viewpoint-insensitive mechanisms in terms of its model description. Its recognition process is to map edge-based image properties to instances of object models. So far, results have been reported for the recognition of a small number of models (3) for wide-bodied jets in aerial photographs. It is not clear how spatial knowledge would be directly integrated into the ACRONYM framework.

Matsuyma [12], [13] has demonstrated a system for segmentation and interpretation of color-infrared aerial photographs containing roads, rivers, forests, and residential and agricultural areas. It uses rules to make assignments based on region adjacency and multispectral properties. It uses two-dimensional (2-D) shape descriptions and performs region merging to generate object descriptions. It generates good descriptions of a variety of fairly complex aerial scenes getting a great deal of constraint from directly mapping the multispectral properties of regions into scene hypotheses.

In his dissertation, Selfridge [14] proposes using adaptive threshold selection for region extraction by histogramming and region growing using an image-based "appearance model." Recently, Hwang [15] has explored this method, coupled with the use of domain knowledge to guide interpretation of suburban house scenes in monochromatic aerial imagery. Hwang uses a test-hypothesize-act cycle to generate large numbers of potential hypotheses which are then grouped into consistent interpretations.

II. SPAM Components

SPAM is composed of three major system components: a Washington, DC, image/map database (MAPS), image-processing tools, and the rule-based system. In this paper, we describe the rule-based component, but it is important to emphasize the necessity of a complete system design in order to realistically explore aerial photo-interpretation tasks. Fig. 1 is a block diagram of the current system. SPAM is organized to view information extracted from image(s) uniformly, that is, without knowledge of what method was used to extract the image features. Further, all image-based descriptions are converted into map-based descriptions using an image-to-map transformation based on the camera model stored for the image(s) in the MAPS database. Thus, it is possible to integrate image feature information from different segmentation or analysis methods, as well as from multiple scenes of the same airport. This architecture allows us to add and delete various sources of knowledge and to measure their effect on the quality of the resulting interpretation.

A. Image/Map Database

The MAPS [16], [17] database stores facts about man-made or natural feature existence and location; this allows SPAM to perform geometric computation in map space rather than image space. Differences in scale, orientation, and viewpoint can be handled in a consistent manner using a simple camera model. The function of the image/map database is to tie database feature descriptions to a geodetic coordinate system (latitude, longitude, elevation), and to use camera models (image-to-map correspondence) to predict their location and appearance in the aerial photography. MAPS also provides facilities to compute geometric properties and relationships of map database features such as containment, adjacency, subsumed by, intersection, and closest point.

B. Image-Processing Tools

There are currently four image-processing tools that can be invoked with actions specified by the rule-based system. They are a region-growing segmentation program [18], a road/road-like feature follower [19], a stereo analysis program [20], and an interactive human segmentation system. These tools perform low-level and intermediate-level feature extraction. Processing primitives are based on linear feature extraction and region extraction using edge-based and region-growing techniques. The goal of the image processing component is to identify feature-based islands of interest and extend those islands constrained by the geometric model provided by MAPS and
model-based goals established by the rule-based component.

C. Rule-Based System

The rule-based component\(^1\) provides the image-processing system with the best next task based on the strength/promise of expectations and with constraints from the image/map database system. It also guides the scene interpretation by generating successively more specific expectations based on image-processing results.

Airport scene interpretation is a classic case of the knowledge-based system approach to signal (image) analysis. This class of problems is characterized by uncertainty in the underlying data, and multiple, ambiguous interpretations for any particular hypothesis. It is our contention that hypotheses generated from raw region data should be able to be reliably verified by looking at other interpretations in its vicinity. Those interpretations emerging with the highest confidence should be those regions that can be collected into consistent cliques that will model the majority of the airport. These cliques can then be manipulated as individual pieces of a puzzle, putting appropriate ones together to form a complete interpretation (or model) of the airport in question. Multiple consistent models may be present. In SPAM, hypotheses are grouped into cliques according to their function and spatial proximity.

Region data can be derived from a number of sources. Typical sources are image-based segmentation, texture-based segmentation, multispectral analysis, and segmentation of depth map images compiled from stereo image pairs. SPAM has been tested with both hand-generated and machine-generated image-based segmentations. Obviously, perfect data are not generated by image analysis methods, so SPAM must have shape constraints flexible enough to compensate for this. The system, then, must perform the following two basic tasks:

1) generate a complete and consistent model of the airport given “perfect” hand-generated data; and
2) extract reasonable hypotheses for actual features from nonideal data.

In Sections III, V, and VI, we describe the organization of the rule-based system. In Section IV, we present several examples of SPAM processing both hand- and machine-generated data. Some performance statistics are presented in Section VIII.

III. INTERPRETATION PRIMITIVES

The task of the rule-based system is to generate plausible, complete analyses of the airport image by building successively more specific interpretations based on the initial image segmentation. Rules to generate and evaluate such interpretations manipulate four simple working memory elements: regions, fragments, functional areas, and models.

A. Regions

The region working memory element contains low-level image properties of each segmentation region, such as shape, texture, spectral properties, etc. Regions represent the low-level data extracted from the image or specified by a human interpreter. The region properties are used to determine which classes of airport features a particular region best represents.

Since the criteria for initial class determination are weak discriminators, multiple hypotheses may be generated for each region as a different plausible interpretation. Current classes and subclass specializations are given in Fig. 2. These interpretations are represented as fragments, which are described in Section III-B. Fig. 3 illustrates a region working memory element and gives a general description of each of the attribute names. The symbolic-name is a unique identifier that allows functions external to the interpreter access to the segmentation region, the image, and the map database.

B. Fragments

A fragment is an interpretation for an image region. Fig. 4 shows a sample fragment working memory element. Each fragment contains class and subclass interpretation information, as well as interpretation status information used to control rule execution. Status information includes whether the fragment has been extended, aligned with other fragments, and whether consistency has been performed. Fragments which represent alternative interpretations of regions can be identified by their region-token attribute name.

C. Functional Areas

A functional area (FA) is a distinct spatial subdivision of the airport scene. It comprises a collection of man-made and natural features, normally found in close physical proximity and often related in function. For example, runways, taxiways, tarmac, and grassy areas form one functional area. Some of the characteristics of this FA are: the landing and takeoff of planes; routes of planes from terminal to takeoff or landing points; a buffer area with minimal 3-D structures (obstructions); and is centrally located within the airport area. SPAM currently supports four functional area types:

- \( FA1: * \text{terminal, parking apron, parking lots, roads} \)
- \( FA2: * \text{roads and grassy areas} \)
- \( FA3: * \text{hangars, roads, tarmac, and parking apron} \)
- \( FA4: * \text{runways, taxiways, grassy areas, tarmac} \)

Interpretations marked with * are seed fragments for the creation of each functional area. For example, if there are no hangar fragment interpretations then no \( FA3 \) functional areas will be generated. Fig. 5 shows a sample functional area working memory element. Included in the functional area is its confidence, its coverage in the image, and a list of fragments which support the interpretation.

D. Models

The airport-model working memory element represents a mutually consistent collection of functional areas. At

\(^1\) We use the OPSS production system language [21] as the implementation language for our rule-based system.
least one member of each functional area type must be present in order to produce a complete model. Additional functional areas that are consistent with the four primary functional areas are also represented. A confidence is assigned to each model based on the confidence of each functional area, and how well the collection of functional areas "explain" or cover the airport scene.

The conflict working memory element is used to keep track of conflict recognized in the model generation process. This structure represents conflicts of interpretation between two functional areas that may share common fragment interpretations. It is generated as SPAM attempts to group functional areas together as constituents of a model. The presence of conflict working memory elements invoke rules to resolve conflicts and are specific to particular types of conflicts (see Fig. 6). This is discussed in more detail in Section VI-G.

IV. SOME EXAMPLES

Fig. 7 shows one of the high resolution (1:12000) images of the National Airport in Washington, DC, stored in the MAPS database. This is one of several test images that are currently used to develop the SPAM rule-based component. The image is 2280 rows by 2280 columns digitized to 8 bits of intensity per pixel. Approximately 12 views of the airport at image scales from 1:12000 to 1:60000 taken over a six-year period are available in the database.

Fig. 8 shows the results of applying our region-growing segmentation system to the image in Fig. 7. The segmentation is run over multiple windows of the image, each window is approximately 512 × 512 pixels. Artifacts of these windows can be seen as the straight boundaries in Fig. 8. The segmenter is supplied with image scale-dependent criteria from the MAPS database and performs region growing while searching for linear, compact, and blob regions [18].

It is evident that the image segmentation is quite errorful. Few features are completely segmented, many are merged together or broken into arbitrary fragments, and some are missing entirely. For example, in the runway beginning in the lower left and running to the upper right,
many of the small taxiways are merged with the adjacent tarmac. In spite of this, the results are not atypical of the current state of the art in region-based segmentations using monocular views and monochrome photography with complex scenes.

The segmentation in Fig. 9 illustrates the problem of broken and missing regions for the access roads directly behind the hangars in the center-right of Fig. 7. Fig. 10 shows the area of the image that corresponds to Fig. 9. Note that even the nearly homogeneous bright parking apron is broken due to aircraft and shadows cast by aircraft on the apron. Interpretation systems simply must be able to accommodate errorful segmentations in order to perform scene analysis tasks.

Fig. 11 shows a set of 280 machine segmentation regions selected from the original 477 regions shown in Fig. 8. The 280 regions were selected to cover a representative number of airport features in the scene.

Fig. 12 is a human segmentation of the airport scene containing 95 regions. All of the road features have been broken into several segments to crudely simulate the problems noted in Fig. 9. SPAM has been tested using machine-generated and human segmentations using the identical rule base in both cases. We have also run SPAM on collections of machine-generated segmentations ranging from 20 to 280 regions per collection for the purpose of timings and rule base validation. The segmentations in Figs. 11 and 12 are the most complex tested to date.

Results are presented for two versions of the SPAM system, version 2 (V2), and version 3 (V3). The versions differ in that V3 has texture and height information supplied by associating a vector of probabilities with each of the 95 hand-segmented regions. These probabilities give estimates for highly-textured, moderately-textured, and lightly-textured as well as height > 15 meters, height > 5 meters, and height < 5 meters. Machine-segmented regions acquire their texture and height probabilities through calculation of their proportional overlap with the hand-
Fig. 9. SPAM: Detail of segmentation near hangar area.

Fig. 10. SPAM: Full resolution image for segmentation in Fig. 9.
segmented regions. V3 contains no additional rules to utilize the simulated texture and height information, the existing region-to-interpretation rules simply make use of the information when it is available.

Figs. 13–15 show the results of SPAM V2 on the machine segmentation data in Fig. 11. Fig. 13 shows the five highest rated fragments for each of the nine subclass interpretations. Fig. 14 shows the fragments that comprise the model in Fig. 16. Fig. 15 shows the fragments that were compatible with the model in Fig. 16, but were not included as part of the model. Fig. 14 is the collection of functional areas that comprise the "best" model generated by SPAM in terms of model confidence.

Our method for generating functional areas relies on the identification of seed fragments. These seed fragments are ordered by relative confidence and evaluated in turn. Therefore, it is important that 1) interpretations of terminal, access roads, hangars, and runway be generated and that 2) the "correct" regions be highly rated. The emergence of correctly identified runways and hangars in each of Figs. 13, 17, 21, and 25 is an important factor in the generation of runway and hangar FA's for the models in Figs. 16, 20, 24, and 28.

Figs. 17–20 show the same results for SPAM V2 run on the hand-segmentation data in Fig. 12. Figs. 21–24 show the results for SPAM V3 run on the machine-segmentation data. Figs. 25–28 show the same results for SPAM V3 run on the hand-segmentation data.

V. INTERPRETATION PHASES

SPAM is loosely organized into five processing phases. These phases are build, local evaluation, consistency, functional area, and model evaluation. The processing strategy is to move sequentially through the five phases. There is no prescribed relationship with the rule classes described in Section VI and the phases described in this section. For example, rules to determine the consistency of a runway with a taxiway might be activated during the functional area phase as well as during the consistency phase. This is achieved by generating the appropriate evaluation context for the fragment hypotheses.
ible type. If satisfied, a region is created whose boundary is the convex hull of all the regions represented by the fragment interpretations. An initial confidence value is assigned to the FA based on the average of the confidences of the member fragments. The computation of the FA boundary allows us to compute two factors. The first is the area "explained" by the fragments that compose the FA; the second is the area which is "uninterpreted," or not covered by fragments in the functional area. Further, a list of all fragments lying on or within the boundary of the FA that have a compatible interpretation with the FA type is calculated. For example, for a runway functional area, tarmac and hangars lying inside the boundary would be in the compatible list. These fragments will not have been found to be consistent with the functional area, but this does not preclude a weaker compatibility. A list of incompatibles consisting of those fragments lying on or within the boundary of the FA that have an incompatible interpretation with the FA type is also calculated. A final confidence value for the functional area is based on the relative strength of these compatible and incompatible fragments. Fig. 31 is an example of the best runway functional area calculated for the hand segmentation data in version V3.

E. Model Evaluation

The model evaluation phase begins when there are sufficient functional areas generated by the previous phase. At a minimum, one of each of the four functional area types must be present in order to begin model generation. Much of model evaluation is organized to resolve inconsistencies between overlapping functional areas. In general, when an overlap is recognized, one of three following situations may occur:

- **case 1**: the area of overlap does not contain any fragment interpretations;
- **case 2**: the fragment interpretations within the area of overlap are the same, or compatible; and
- **case 3**: the fragment interpretations within the area of overlap are incompatible.

In the third case, reasoning about which fragment interpretations are in error is possible by recognizing chains of inconsistency or preferred interpretations. For example, if a hangar interpretation falls inside of a highly rated runway functional area, and the region to which the hangar is attached has an alternative taxiway interpretation as well, it may be determined that the hangar interpretation should be removed. One side effect of the deletion is to improve the confidence of the runway functional area. Another method for resolving the conflict is to simply select the fragment with higher confidence.

If a functional area is lacking support in a certain subarea, SPAM could use this information to verify the functional area by specifically looking for missing fragment interpretations. For example, if a terminal functional
Fig. 29 outlines the paradigm used in SPAM at each interpretation phase. At each phase, knowledge is used to check for consistency among hypotheses, to predict missing components using context, and to create contexts based on collections of consistent hypotheses. Prediction is restrained in SPAM in that a hypothesis cannot predict missing components at their own representation level. A collection of hypotheses must combine to create a context from which a prediction can be made. These contexts are refinements or spatial aggregations in the scene. For example, a collection of mutually consistent runways and taxiways might combine to generate a runway functional area. Rules that encode knowledge that runway functional areas often contain grassy areas or tarmac may predict that certain subareas within that functional area are good candidates for finding such regions. However, an isolated runway or taxiway hypothesis cannot directly make these predictions. In SPAM the context determines the prediction. This serves to decrease the combinators of hypothesis generation and to allow the system to focus on those areas with strong support at each level of the interpretation. In the following sections, we describe each of the interpretation phases.

A. Build

During the build phase, region data, instantiated by an initialization rule, invoke the region-to-interpretation rules. A region is "choosen" by the interpreter and tested against each class (one of small blob, large blob, linear, or compact). If that region fits a particular class, a generic fragment interpretation for that class is created.

For each of the generic class interpretations, the region is tested against more specific criteria for each subclass. For example, a region may fit the criterion for the linear class, so it is tested against the criteria for access road, taxiway, and runway. Some of the criteria are listed in Fig. 33. A region may fit the criterion for a class, but not the criteria for any of the subclasses. Similarly, a region may also fit several classes (and therefore several subclasses), so several class (and subclass) fragment interpretations are created. The existence of generic class interpretations, in addition to more specific subclass interpretations for the same region, allows SPAM to reevaluate regions by changing the criteria for subclass due to changed expectations.

An initial confidence value is calculated based on how well a region fits the criterion for a class or subclass. A confidence is assigned to each interpretation. For example, if a region is very long, wide, and straight, then it is a good candidate for a runway and, because of its length, not such a good candidate for a taxiway. These facts are reflected in the confidence values for each of the two fragment interpretations for that region. This phase terminates when all instantiated regions have been tested for interpretation.

B. Local Evaluation

The local evaluation phase allows some processing to take place on the fragment interpretations generated by the build phase. For example, straight and curved alignment of linear segments is performed and the resulting regions are added to working memory. They are recognized as new regions and are evaluated by region-to-interpretation rules. This process continues until no new alignments occur.

Currently, regions are assumed to be geometrically distinct; that is, no two regions occupy the same two-dimensional space. This assumption may be violated when alignments or further image processing is performed. Regions resulting from these operations can occupy nearly the same portion of the image. SPAM determines possible candidates for overlap using knowledge stored in the region descriptors. Rules test those candidates to determine whether an overlap is present, and what percentage of each feature has been "eclipsed." For simple cases, where one region subsumes another and both have the same class interpretation, we inactivate the subsumed fragment's subclass interpretation. Inactivation (instead of deletion) allows the system to go back to the original hypotheses in the event that an aligned region is not justifiable in the image. Thus, if two runway hypotheses are generated through multiple pairwise alignments, the "smaller" hypothesis will be inactivated. Its linear class interpretation will remain, but is already marked to preclude further alignments. Other strategies that prune interpretations under these conditions need to be explored, especially within the context of choosing the "best" representative for a spatial area using more sophisticated analysis.

C. Consistency

The consistency phase is invoked once the build/evaluation phase terminates. Only fragments with subclass interpretations participate in this phase. A fragment interpretation is chosen, and a consistency strategy is created. Consistency strategies comprise of a list of applicable tests specific to the subclass. As each test is applied, an incremental confidence score is computed based on the consistency test.

Each test is a collection of rules that execute the test, as well as routines outside of the rule-based system that actually perform spatial evaluation. At the end of the consistency phase, each fragment contains a list of the fragments with which it is consistent. Its confidence reflects how well it satisfied the tests that were applied to it. Fig. 30 shows a road fragment interpretation and the interpretations with which it was found consistent. The subclass name, region identification, fragment identification, and fragment confidence are displayed.

D. Functional Area

The functional area (FA) phase evaluates fragments that have specific subclass interpretations. These seed fragments are terminals, access roads, runways, and hangars. For each seed fragment, the list of fragments with which it is consistent is traced to determine whether there is sufficient evidence for a functional area to be formed.

The current criterion for sufficient evidence is if the consistency trace finds one or more fragments of compat-
area contains roads and parking lots, but no parking apron, rules invoke image analysis tools to go look for regions whose shape and texture properties match with SPAM's build and local evaluation model for parking aprons. This form of prediction is consistent with our strategy outlined in Fig. 29.

When a large number of functional areas is generated, due to multiple consistent interpretations of fragments that have not been rejected by consistency tests, SPAM will generate multiple alternative models. We can make two observations about this. First, the difference between models appears to be small, the inclusion or exclusion of one or two functional areas can generate two or four different models. Second, the models all share a core set of functional areas indicating that the general organization of the airport appears to be relatively stable. In the following section, we will describe classes of rules that are used by SPAM during the interpretation phases discussed in this section.

VI. RULE CLASSES

Rules, as currently implemented in SPAM, are loosely organized into six classes. Within each class, sets of rules operate on various specific airport hypotheses. The classes generally correspond to the interpretation phases discussed in Section V, although the effects of interpretation in one phase can cause rules in another phase to become active. There are currently about 450 OPS5 rules in the system. Fig. 32 is a schematic that contrasts the interpretation phases in SPAM with the approximate number of rules in each class. An estimate of the potential for growth in the number of rules is given and discussed in Section IX.

A. Initialization Rules

The initialization rules (2 rules) initialize the interpretation goal states, a priori knowledge from map database, airport class expectations, and load working memory with the low-level image region segmentation. A priori knowledge such as the number of runways or the size or type of airport can be instantiated at the beginning of a run. They supply SPAM with a method to handle expectations input by the user. Alternatively, this allows one to experiment with SPAM by setting external goals and allowing the system to attempt to satisfy them. Fig. 33 shows a subset of the interpretation constants and gives a sample specification that can be used to bias interpretations for a large urban area around the airport.

B. Region-to-Interpretation Rules

The region-to-interpretation rules (35 rules) create initial fragment hypotheses for each region based on its intrinsic properties of size, shape, texture, and elevation
Linear regions are evaluated with respect to curvature. These rules hypothesize a class interpretation for the image region as described in Section III-A. Multiple fragment interpretations can be created for each image region. Once a class interpretation has been created, a specialization of the class interpretation is attempted. New fragment interpretations are created for those fragments that satisfy the subclass specialization. Fig. 34 gives a sequence of region to interpretation rules operating on a linear region.

**C. Local Evaluation Rules**

Local fragment evaluation rules (30 rules) are used to invoke image processing tools for region enlargement, extension, and join/merge. These rules are specialized within feature classes. For example, given several linear image regions, hypothesize a new linear region that encompasses each original region. These rules attempt to verify this hypothesis by invoking a linear feature extraction module using the new (hypothesized) linear region as a guide. In lieu of image analysis, other linear alignment rules are used to search for possible linear fragment interpretations that have not been specialized into runway or road interpretations, and to hypothesize hallucinate connected runway fragment. Thus, fragment interpretations can be generated in cases where complete low-level support is lacking. Such fragment interpretations are marked as to whether they have support in the image, as well as maintaining a list of supporting fragments. Alig
ments are specialized for nearly straight and curved regions. The actual evaluations are performed outside of the rule interpreter using a procedure that attempts to align linear fragments and bridge gaps in the segmentation, using splines for local interpolation [22].

From a practical standpoint, external calls by the production system need only determine the operation to be performed and the region elements participating in that operation. A process outside of the interpreter can determine the actual image data using the symbolic name and extract any geometric information it might need. Since all of the spatial computation and image analysis is organized outside of the OPS5 rule interpreter, it is important to keep this interface simple.

D. Consistency Rules

Consistency rules (263 rules) recognize groups of potentially mutually consistent fragment interpretations. For each subclass specialization, a consistency strategy is defined. This strategy contains a list of rules that apply spatial and contextual constraints to modify the confidence of the fragment hypothesis. These rules are relatively simple tests which look for supporting evidence for the fragment hypothesis. Each strategy is implemented as a rule set that may invoke geometric or image-processing routines. The following is a portion of the consistency strategy for fragments having the runway interpretation:

- runways-are-oriented-parallel-to-terminal-building
- check-runway-distance-from-terminal
- taxiways-are-oriented-orthogonal-to-runways
- grassy-areas-border-runways-or-taxiways
- taxiways-are-close-to-runways
- parking-lots-are-far-from-runways
- runways-do-not-have-curved-segments
- taxiways-intersect-runways.

Consistency rules are the major source of knowledge in SPAM. They encode simple observations that are generally true about airport scenes. For example, hangars are usually adjacent to other hangars, access roads lead to parking lots and the terminal building, runways are (usually) not oriented into the terminal building, and are further away than some tarmac and most parking aprons. In SPAM, the effect of a large number of relatively simple rules is that correct fragment interpretations are supported much more frequently by correctly interpreted partners than the random support acquired by incorrect interpretations due to fortuitous spatial alignments. However, since these rules only test local consistency, it is necessary to select the "best" fragment interpretations and aggregate them together to form more global pieces of the airport model. This is the role of the functional area rules discussed in the following section. Other consistency rules include the following sample:

- access-roads-generally-have-curved-segments
- access-roads-are-close-to-perimeter
- access-roads-lead-to-terminal-building
- taxiways-orient-toward-terminal
- terminal-building-is-centrally-located
- terminal-building-is-near-parking-lots
- hangars-adjacent-to-tarmac
- grassy-areas-separate-runways-and-taxiways
- tarmac-between-taxiways-terminal.

E. Functional Area Rules

Functional area rules (23 rules) recognize situations where fragment interpretations can be grouped together based on propagation of compatibility into more global collections. These collections of fragment interpretations are called functional areas. Rules identify those fragments that are consistent with at least one other fragment and are potentially members of the same functional area. The convex hull of these fragments forms the initial functional area. Fragments that fall within the functional area and are compatible with the functional area type, but not necessarily consistent with the initial set of fragments, can be added to the functional area. These fragments are marked as compatible. Similarly, fragments that fall within the convex hull of the functional area that are inconsistent, i.e., hangar within runway functional area, are noted. Rules evaluate the confidence of the functional area in light of the compatibles and incompatibles. If there is not sufficient support for the new functional area, or if an existing functional area of the same type covers nearly the same spatial area, it is not activated. Otherwise, fragments are marked as being a member of a functional area, or having failed to generate one. A typical sequence of functional area rules is given in Fig. 35.

F. Goal-Generation Rules

We have incorporated goal-generation rules (28 rules) which recognize small numbers of situations that are inconsistent with general knowledge of airport layout. These rules recognize situations that may cause large numbers of weakly consistent fragment interpretations to build functional area interpretations. The combinatorics dictate that pruning these weakly consistent fragments can greatly reduce the number of resulting functional area interpretations. These rules monitor the global state of working memory and use goal specification as the focus of attention. For example, since few airports have more than 10 runways, if there are more than 10 valid runway fragments in working memory, we invoke routines to coalesce or possibly eliminate weak fragment interpretations. Methods rely on the invocation of existing rules from the local evaluation and consistency classes with specific fragments as contexts, and with more stringent spatial constraints. For example,

- search for and attempt to join aligned fragments with compatible subclass interpretations;
- remove weak runway fragments that have significantly stronger support as taxiways or roads; and
- reevaluate runway fragments with respect to their position in the scene using more stringent proximity constraints.

Similar situations arise with large numbers of competing terminal and hangar hypotheses. Another type of goal-directed pruning occurs upon recognition that an abnormal percentage of the overall scene is explained by fragment interpretations of a particular subclass. For example, we do not expect that the entire airport is covered with grassy areas, tarmac, or parking lots. Rules to recognize
these situations can further prune weak hypotheses making use of spatial constraints, and looking for overlaps with incompatible fragment interpretations having highly rated hypotheses.

G. Model-Generation Rules

Model-generation rules (50 rules) gather mutually consistent functional areas and build an airport model. Initially, the functional area with the greatest confidence is selected. These rules then recognize situations where they can enumerate conflicts between the current model and a newly chosen functional area. The methods for resolution of those conflicts, the decision to augment a model or spawn a new model, are also encoded in this rule set. Model generation rules continue to be active until all the active functional areas have been included in some model. Fig. 36 gives an example of a sequence of model-generation rule execution.

H. Rule Distribution By Fragment Class

In the previous sections, we have given the number of rules in each interpretation class. It is interesting to note the actual distribution of these rules in terms of the types of fragments that they recognize. Fig. 37 gives a breakdown of the frequency of rules by class and subclass.

Overall, linear fragments provide more constraints in the airport scene and can be more reliably determined than the other classes of interpretations. For example, runways can be distinguished fairly reliably based on shape. Roads are harder to distinguish based solely on shape since they are combinations of straight and curving linear regions, which must often be aligned before they can be hypothesized. Roads give many key constraints to the overall scene, such as determining plausible locations of the terminal and hangar areas. We believe that the relative importance of each class is reflected in the number of rules in that class as is our ability to recognize and employ appropriate tests.

Within some classes, it is more difficult to distinguish members of the subclass, therefore, more knowledge is needed to eliminate faulty hypotheses. This fact is clearly represented in the cases of roads and hangars. Since roads can be curved or straight, some small runways and most taxiways have alternative road interpretations that are faulty. Similarly, many small compact regions which are found toward the center of the runway/taxiway area are mistaken for hangars. However, as we will see in the following sections, these alternative interpretations rarely have global support. Consequently, their confidence is significantly weaker than the correct interpretations.

VII. EVALUATION FUNCTIONS FOR HYPOTHESES

As briefly discussed in Sections V-A and C, SPAM assigns confidence values to fragment interpretations. This evaluation occurs in two stages. During the initialization and local evaluation phases, the fragment is assigned a confidence value based on how well the region it represents fits the criteria for class and subclass specialization. During the consistency phase, confidence values are assigned based on the results of compatibility with other fragment interpretations.

The initial confidence function is as follows:

$$\text{confidence} = (io) \cdot (t/v)^2 + mcv$$

where:

- $io$ initial offset: $io + mcv$ = minimum confidence value (-0.3)
the threshold (criterion) for this class

\( \nu \) the actual region value being tested (\( \nu = 0 \))

\( mcv \) maximum allowable confidence value (currently 0.5).

This produces a confidence value between 0.2 and \( mcv \), with the function asymptotically approaching \( mcv \).\(^2\) There are some problems with this, however. Currently, this function allows us to rate an interpretation based only on one criterion, although some class tests require the regions to fit several criteria at once. A better confidence function would accommodate from 1 to \( n \) different threshold tests where \( n \) is not known \( a \) priori.

The incremental confidence function used during consistency checking is as follows:

\[
\text{increment} = Cr \ast Cs \ast [Fr \ast (1.0 - Co)]
\]

where

\( Cr \) is the confidence of the test itself \( 0 < Cr < 1 \)
\( Cs \) is the normalized score received from the test \( 0 < Cs < 1 \)
\( Fr \) is the fraction of the maximum allowable increment \( 0 < Fr < 1 \); that is, given a perfect score \( (Cs = 1) \) and a perfect test \( (Cr = 1) \), this determines the fraction of the maximum increment.

\( Co \) is the old confidence value \( (0 < Co < 1) \).

The increment function factors a relative goodness or selectivity of the test, the current goodness of the fragment being evaluated, and how well the fragment scored on the test. The use of a relative goodness factor allows us to weight tests according to our subjective belief as to how well it disambiguates competing hypotheses. Under this model, a test has weight 1.0 if it uniquely distinguishes one subclass from all of the other members of the class. In practice, test weights range from 0.5 to 0.8. This reflects a lack of particularly strong compatibility tests in a domain where the underlying certainty of the signal data is weak and the belief that real action is a result of the application of many simple tests. Another property of this evaluation function, which asymptotically approaches 1, is that as the score of the fragment increases, it becomes increasingly difficult to increase fragment goodness.

VIII. Performance Analysis

In this section, we give some performance statistics for the examples described in Section IV. Statistics for fragment, functional area, and model generation compare the relative effects of the texture/depth experiments, the effect of hand versus machine segmentations. An additional set of statistics for MACH200 using both the V2 and V3 system is given. MACH200 is a subset of MACH280 reported in Section IV in that it has 80 fewer regions. Most of these regions were small linear features, comprising roads around the terminal building in the left-central area.

\(^2\)It is assumed in this equation that \( t = \nu \), therefore, if a test requires that a value be above a threshold \( (t = \nu) \), one must replace the quotient \( t/\nu \) with \( (\nu/\nu) \).

### Table: Fragment Generation Statistics

<table>
<thead>
<tr>
<th>Version</th>
<th>Linear</th>
<th>Compact</th>
<th>S-Blob</th>
<th>L-Blob</th>
<th>Total</th>
<th># regions</th>
</tr>
</thead>
<tbody>
<tr>
<td>MACH200v2</td>
<td>30</td>
<td>27</td>
<td>26</td>
<td>30</td>
<td>113</td>
<td>197</td>
</tr>
<tr>
<td>MACH280v2</td>
<td>40</td>
<td>27</td>
<td>26</td>
<td>30</td>
<td>123</td>
<td>277</td>
</tr>
<tr>
<td>HANDv2</td>
<td>15</td>
<td>30</td>
<td>50</td>
<td>44</td>
<td>129</td>
<td>96</td>
</tr>
<tr>
<td>MACH200v3</td>
<td>37</td>
<td>9</td>
<td>25</td>
<td>32</td>
<td>103</td>
<td>197</td>
</tr>
<tr>
<td>MACH280v3</td>
<td>59</td>
<td>9</td>
<td>25</td>
<td>32</td>
<td>125</td>
<td>277</td>
</tr>
<tr>
<td>HANDv3</td>
<td>15</td>
<td>7</td>
<td>48</td>
<td>43</td>
<td>113</td>
<td>90</td>
</tr>
</tbody>
</table>

### Table: Linear Class Interpretations

<table>
<thead>
<tr>
<th>Version</th>
<th>Road</th>
<th>Runway</th>
<th>Taxiway</th>
<th>Uninterpreted</th>
</tr>
</thead>
<tbody>
<tr>
<td>MACH200v2</td>
<td>6</td>
<td>14</td>
<td>19</td>
<td>11</td>
</tr>
<tr>
<td>MACH280v2</td>
<td>6</td>
<td>21</td>
<td>24</td>
<td>16</td>
</tr>
<tr>
<td>HANDv2</td>
<td>7</td>
<td>4</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>MACH200v3</td>
<td>10</td>
<td>10</td>
<td>29</td>
<td>8</td>
</tr>
<tr>
<td>MACH280v3</td>
<td>10</td>
<td>16</td>
<td>45</td>
<td>14</td>
</tr>
<tr>
<td>HANDv3</td>
<td>7</td>
<td>5</td>
<td>1</td>
<td>8</td>
</tr>
</tbody>
</table>

### Table: Compact Class Interpretations

<table>
<thead>
<tr>
<th>Version</th>
<th>Hangar Term</th>
<th>Uninterpreted</th>
</tr>
</thead>
<tbody>
<tr>
<td>MACH200v2</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td>MACH280v2</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td>HANDv2</td>
<td>25</td>
<td>30</td>
</tr>
<tr>
<td>MACH200v3</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>MACH280v3</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>HANDv3</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

### Table: Small-Blob Class Interpretations

<table>
<thead>
<tr>
<th>Version</th>
<th>PMon</th>
<th>Plot</th>
<th>Uninterpreted</th>
</tr>
</thead>
<tbody>
<tr>
<td>MACH200v2</td>
<td>24</td>
<td>26</td>
<td>0</td>
</tr>
<tr>
<td>MACH280v2</td>
<td>24</td>
<td>26</td>
<td>0</td>
</tr>
<tr>
<td>HANDv2</td>
<td>40</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>MACH200v3</td>
<td>25</td>
<td>21</td>
<td>0</td>
</tr>
<tr>
<td>MACH280v3</td>
<td>25</td>
<td>21</td>
<td>0</td>
</tr>
<tr>
<td>HANDv3</td>
<td>47</td>
<td>33</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table: Large-Blob Class Interpretations

<table>
<thead>
<tr>
<th>Version</th>
<th>GrassA</th>
<th>Tarmac</th>
<th>Uninterpreted</th>
</tr>
</thead>
<tbody>
<tr>
<td>MACH200v2</td>
<td>29</td>
<td>28</td>
<td></td>
</tr>
<tr>
<td>MACH280v2</td>
<td>29</td>
<td>28</td>
<td></td>
</tr>
<tr>
<td>HANDv2</td>
<td>35</td>
<td>41</td>
<td></td>
</tr>
<tr>
<td>MACH200v3</td>
<td>30</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>MACH280v3</td>
<td>30</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>HANDv3</td>
<td>39</td>
<td>19</td>
<td></td>
</tr>
</tbody>
</table>

### Table: Functional Areas And Models Generated

<table>
<thead>
<tr>
<th>Version</th>
<th>Functional Areas</th>
<th>Models</th>
</tr>
</thead>
<tbody>
<tr>
<td>MACH200v2</td>
<td>4 5 24 19 52 9</td>
<td>12</td>
</tr>
<tr>
<td>MACH280v2</td>
<td>6 3 24 19 52 12</td>
<td></td>
</tr>
<tr>
<td>HANDv2</td>
<td>1 4 4 11 20 5</td>
<td></td>
</tr>
<tr>
<td>MACH200v3</td>
<td>7 8 6 2 22 1</td>
<td></td>
</tr>
<tr>
<td>MACH280v3</td>
<td>12 8 5 2 27 1</td>
<td></td>
</tr>
<tr>
<td>HANDv3</td>
<td>1 5 4 4 14 3</td>
<td></td>
</tr>
</tbody>
</table>

### Table: Rule Executions by Phase

<table>
<thead>
<tr>
<th>Version</th>
<th>Build &amp; IL</th>
<th>Consist</th>
<th>Functional</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>MACH200v2</td>
<td>1816</td>
<td>352528</td>
<td>3941</td>
<td>1174</td>
</tr>
<tr>
<td>MACH280v2</td>
<td>2355</td>
<td>396376</td>
<td>3981</td>
<td>1619</td>
</tr>
<tr>
<td>HANDv2</td>
<td>1469</td>
<td>80794</td>
<td>1354</td>
<td>357</td>
</tr>
<tr>
<td>MACH200v3</td>
<td>1876</td>
<td>11606</td>
<td>11900</td>
<td>507</td>
</tr>
<tr>
<td>MACH280v3</td>
<td>2515</td>
<td>14879</td>
<td>1476</td>
<td>969</td>
</tr>
<tr>
<td>HANDv3</td>
<td>1405</td>
<td>4318</td>
<td>590</td>
<td>684</td>
</tr>
</tbody>
</table>

### Figure 38. Total functional area interpretations.

### Figure 40. Rule execution statistics by interpretation phase.

The statistics show the effect on the execution time and number of productions fired as the number of interpretation regions is varied.

#### A. Fragment/Functional Area/Model Distributions

Fig. 38 gives a breakdown of the total number of fragments generated by class and subclass. Fig. 39 gives a breakdown of the types of functional areas generated and the total number of models that were generated from these functional areas. Fig. 40 gives rule execution frequencies by interpretation phase.

As described in Section IV, SPAM versions V2 and V3 differ only in that V3 has elevation and texture knowledge supplied. This information is applied by rules which recognize, for example, man-made objects with elevation above the ground plane, as well as those that distinguish textured grassy areas from nearly smooth tarmac and...
parking aprons. The effects of such knowledge is more evident in the reduction of subclass interpretations than in the reduction of generic class interpretations.

Version V3 generated a much reduced set of functional areas. This is encouraging since a proliferation of functional areas can pose a major problem for global model recognition. As seen in the earlier examples, both versions generated good sets of functional areas, so that using our relative "best" model we may also be able to accommodate large numbers of errorful functional areas.

B. Timings

The timings in Figs. 41 and 42 illustrate the effects of increasing the number of initial regions and, more interestingly, the effect of adding elevation (depth) and texture knowledge to the system. Timings are averaged over several runs of the system for each machine segmentation data set on a VAX 11/780, with 8 Mbytes of memory running the UNIX operating system.

A prototype version, V1, spent much of its time (70 CPU hours) in the OPSS match and conflict resolution phases. This very inefficient implementation structured rules such that the matcher matched all fragments and all regions against each production rule. Examples of pragmatic issues in building OPSS-based systems can be found in Brownston et al. [23]. We performed some optimizations on rule evaluation order and restructured all rules to make them context dependent, matching only when an appropriate context was generated. We also allowed the region and fragment working memory elements to overlap by putting redundant interpretation information in the region structure and low-level database information in the fragment structure. With these changes, the OPSS matcher had significantly fewer match candidates since it is matching (effectively) on one working memory element.

The significant decrease in evaluation times in V3 over V2 is primarily due to the decrease in the total number of subclass fragment interpretations that participate in consistency and functional area phases. Further, certain particular interpretations such as terminal, hangar, and taxiway, that have large number of consistency rules, were greatly reduced. This is easily noted in Fig. 40.

IX. CONCLUSIONS

SPAM represents research in progress. Currently, the system can extract and identify some runways, taxiways, grassy areas, and buildings from region-based segmentations for several images of National Airport in Washington, DC. It uses these primitives to build multiple plausible functional areas descriptions which support the runway and terminal building, hangar, and access road components of the scene model. These components generate multiple models that represent the spatial layout of the airport. The models generated by SPAM using both machine and hand segmentations compare favorably and appear to give a good description of the airport scene. Many problems remain, some in reliable low-level feature extraction from the imagery, others in the design and implementation of effective recognition strategies using the rule-based approach.

As mentioned in Section VI, Fig. 32 gives an indication as to the potential for growth within each rule class as SPAM is engineered to accommodate a variety of airport organizations. Based on preliminary experimentation with hand segmentation data for the interpretation of Los Angeles and Dulles airports, we believe that the largest growth of rules will be due to the expansion of subclass interpretations to include features such as maintenance, air cargo, and service buildings, and a greater variety of runway/taxiway spatial organizations. The implication is that spatial relationships between all existing and newly created subclass interpretations must be expressed in terms of consistency rules, hence the potential for large growth. Rules that aggregate fragment interpretations into functional areas will also be affected by the increase of new subclasses or more general spatial organizations. However, we do not expect a large increase in the number of model generation and region-to-fragment rules.

A near-term agenda for continuing our work in rule-based aerial image interpretation is as follows.

- Continue to measure the effect of the number of machine-generated regions and various image domain cues such as texture and depth with respect to the quality and completeness of the models generated.
- SPAM needs to be able to refine a more complete and consistent airport interpretation through analysis of the initial models that it generates. In some sense, the model generation phase could be viewed as the beginning of a cycle of analysis phases that would focus image analysis tools with very specific goals in promising portions of the scene. For example, within a hangar functional area, look for planes on the parking apron.
• Explore techniques to determine what information is currently lacking in the airport model(s) and methods for acquiring that knowledge from the image or by further evaluation of the fragment interpretations. Develop more sophisticated goal generation rules to detect and explain missing components of the scene model.

• Apply the SPAM system to other airport scenes.

Given the results to date, we believe that the integration of map knowledge, image processing tools, and rule-based control and recognition strategies will be shown to be a powerful computational organization for automated scene interpretation in aerial imagery.
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