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ABSTRACT

Theoryandexperimentshav thatasthe perflow productof band-
width andlateng increasesT CPbecomesnefficientandproneto
instability, regardlesf the queuingscheme This failing becones
increasinglyimportantasthe Internetevolvesto incorpaate very
high-bardwidth opticallinks andmorelarge-delaysatellitelinks.

To addresghis problem,we develop a novel approah to Inter
net congestioncontrol that outperformsTCP in corventiond en-
vironmerts, and remainsefficient, fair, scalable and stableasthe
bandvidth-delayproductincreasesThis new eXplicit ControlPro-
tocol, XCP, generalizeghe Explicit CongestionNatification pro-
posal(ECN). In addition, XCP introducesthe new concep of de-
cougding utilization control from fairnesscontrol. This allows a
moreflexible andanalyticallytractableprotocoldesignand opens
new avenuedor servicedifferentiation.

Using a control theory framevork, we model XCP and demon-
strateit is stableand efficient regardlessof the link capacity the
roundtrip delay andthenumbe of sourcesExtensve paclet-level
simulationsshav that XCP outperformsTCPin both convertional
and high bandwidth-d&y environmerts. Further XCP achieves
fair bandwidthallocation, high utilization, small standingquete
size,andnearzeropaclet drops,with bothsteadyandhighly vary-
ing traffic. Additionally, the new protocoldoesnot maintainarny
perflow statein routersandrequiresfew CPU cycles per paclet,
which malkesit implementablén high-spedrouters.

Categoriesand Subject Descriptors

C.2.5[Computer SystemsOrganization]: ComputerCommuni-
cationNetworks—Local and Wide-AreaNetworks
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1. INTRODUCTION

Forthelnternetto continueto thrive, its congestiorcontrolmech-
anism must remain effective as the network evolves.
Technologytrendsindicatethatthefuture Internetwill have alarge
numberof very high-bandwidthlinks. Lessubiqutous but still
commorplacewill besatelliteandwirelesslinks with high lateng.
Thesetrendsare problematicbecaise TCP reactsadwerselyto in-
creasesn bandvidth or delay

Mathematical analysis of current congestion control
algorithmsrevealsthat, regardlessof the queting scheme asthe
delay-bawidth productincreasesTCP becomescillatory and
proneto instability. By castingthe probleminto a control theory
frameawork, Low etal. [23] shav thatascapacityor delayincreases,
RandomEarly Discard(RED)[13], RandomEarly Marking (REM)
[5], Proportionalintegral Controller[15], and Virtual Queue[14]
all eventudly becomeoscillatory and proneto instability. They
furtherarguethatit is unlikely thatany Active QueueManagemen
scheme(AQM) can maintainstability over very high-cagacity or
large-delaylinks. Furthermore Katabi and Blake [19] shav that
Adaptive Virtual Queue(AVQ) [22] alsobecanesproneto insta-
bility whenthelink capacityis largeenoudn (e.g.,gigabitlinks).

Inefficiengy is anotherproblemfacing TCP in the future Inter
net. As the delay-banavidth productincreasesperformancede-
grades.TCP’s additive increasepolicy limits its ability to acquire
sparebandwidthto onepaclet perRTT. Sincethebandvidth-delay
produd of a single flow over very-high-banlwidth links may be
mary thousand of paclets, TCP might wastethousand of RTTs
rampingup to full utilization following a burstof congesion.

Further theincreasen link capacitydoesnotimprove thetrans-
fer delayof shortflows (the majority of the flows in the Internet).
Short TCP flows canrot acquirethe sparebandvidth fasterthan
“slow start” andwill wastevaluableRTTs rampingup evenwhen
bandwidthis available.

Additionally, sinceTCP’sthroughptis inverselypropationalto
the RTT, fairnesstoo might becomeanissueasmoreflows in the
Internettraversesatellite links or wirelessWANs [25]. As users
with substatially differentRTTs competefor the samebottleneck
capacity considerablainfairnesswill result.

Although the full impactof large delay-banlwidth prodicts is
yet to come,we can seethe seedsof theseproblens in the cur-



rent Internet. For example, TCP over satellitelinks hasrevealed
network utilization issuesand TCP’s undesirabléniasagainstiong
RTT flows [4]. Currently theseproblemsare mitigatedusing ad
hoc mechaimsmssuchasack spacing split connetion [4], or per
formanceenharing proxies[8].

This paperdevelopsa novel protocolfor congestioncontrolthat
outperformsT CPin corventionalenvironments andfurtherremains
efficient, fair, andstableasthelink bandwidthor theround-tripde-
lay increases.This new eXplicit Control Protocol, XCP, general-
izesthe Explicit CongestiorNotificationpropcsal (ECN) [27]. In-
steadof theonebit congsstionindicationusedby ECN, our routers
inform thesendes abou thedegreeof congestioratthebottleneck.
Anothernew concep is the decoupling of utilization control from
fairnesscontmol. To control utilization, the new protocol adjusts
its aggressienessaccordingto the sparebandwidthin the network
andthefeedbackdelay This preventsoscillations providesstabil-
ity in faceof high bandwidthor large delay and ensure<fficient
utilization of network resources.To control fairness the protocol
reclaimsbandwidthfrom flows whoserateis above their fair share
andreallocatest to otherflows.

By putting the control statein the paclets, XCP needsno per
flow statein routersandcanscaleto ary numberof flows. Further
ourimplementatior{Appendx A), requiresonly afew CPUcycles
perpaclet, makingit practicalevenfor high-speedouters.

Using a control theory framewvork motivatedby previous work
[22, 15, 23], we shav in § 4 thata fluid modéd of the protocolis
stablefor ary link capacity feedbackdelay or numberof sources.
In contrastto the variousAQM schemesvhereparametewvalues
deperd on the capacity delay or numberof sourcespur analysis
shavs how to setthe parameterof the new protocd to constant
valuesthatareeffective indepen@ntof the ervironmert.

Our extensve paclet-level simulationsin § 5 shav that, regard-
lessof the queung scheme,TCP’s performancedegradessignifi-
cantly as either capacityor delay increases.In contrast,the nex
protocd achieves high utilization, small queues,and almostno
drops,indepandentof capacityor delay Evenin corvertional en-
vironmernts, the simulationsshav that our protocd exhibits bet-
ter fairnesshigherutilization, andsmallerquete size,with almost
no paclet drops. Further it maintainsgood performancen dy-
namic ervironmentswith mary shortweb-like flows, andhasno
biasagainstlong RTT flows. A unique characteristiof the new
protocd is its ability to operatewith almostzerodrops.

Although we startedwith the goal of solving TCP’s limitations
in high-banavidth large-delayervironments purdesignhasseveral
additionaladwantages.

First, decowling fairnesscontrol from utilization control opens
new avenuedor servicedifferentiationusingschemeshatprovide
desiredbandvidth apportioning yetaretoo aggressie or too weak
for controllingcongestionin § 6, we presenta simpleschemehat
implementghe shadev pricesmodel[21].

Secondthe protocd facilitatesdistinguishingerror lossesfrom
congestionlossesyhichmalesit usefulfor wirelesservironments.
In XCP, dropscausedby congestionare highly uncomma (e.g.,
lessthanonein a million pacletsin simulations). Further since
the protocolusesexplicit andprecisecongestiorfeedbacka con-
gestiondropis likely to be precead by an explicit feedbak that
tells the sourceto decreaséts congestiorwindow. Losseghatare
precede andfollowed by anexplicit increasefeedba& arelikely
errorlosses.

Third, asshavn in § 7, XCP facilitatesthe detectionof misbe-
having sources.

Finally, XCP’s performane provides an incentve for both end
usersand network providers to deplgy the protocd. In § 8 we

presenpossibledeploymentpaths.

2. DESIGN RATIONALE

Ourinitial objective is to stepbackandrethink Internetconges-
tion control without caring aboutbackward compatibility or de-
ployment. If wewereto build anew congestiortontrolarchitecture
from scratchwhatmightit look like?

The first obsenationis that paclet lossis a poor signalof con-
gestion. While we do not believe a cost-efective network canal-
waysavoid loss,dropping paclets shouldbe a congestiorsignalof
lastresort. As animplicit signal,lossis badbecauseongestioris
not the only sourceof loss,andbecase a definite decisionthata
paclet waslost cannotbe madequickly. As a binary signal, loss
only signalswhetherthereis congestion (a loss) or not (no loss).
Thus sendes must probethe network to the point of congestion
beforebackingoff. Moreover, asthefeedbacks imprecisethein-
creasepolicy mustbe conserative andthedecreas@olicy mustbe
aggressie.

Tight congestiorcontrolrequiresexplicit andprecisecongestion
feedback Congestionis not a binary variable,so congestiorsig-
nalling shouldreflectthe degreeof congesion. We propcseusing
precisecongestiorsignalling,wherethenetwork explicitly tellsthe
sendethestateof congestionandhow to reactto it. Thisallowsthe
senderso decreas¢heir sendingwindows quickly whenthebottle-
neckis highly congested while performingsmallreductionsvhen
the sendingrateis closeto the bottleneckcapacity The resulting
protocolis bothmoreresponsie andlessoscillatory

Secondtheaggressienesf thesourceshouldbeadjustedac-
cordingto the delayin the feedba&k-loop. The dynamicsof con-
gestioncontrol may be abstractedisa controlloop with feedback
delay A fundamentatharacteristiof sucha systemis thatit be-
comesunstablefor somelarge feedbackdelay To counterthis
destabilizingeffect, the systemmustslow down asthefeedbaclde-
lay increaseslin the context of congestiorcontrol,this meanghat
asdelay increasesthe sourcesshould charge their sendingrates
moreslowly. This issuehasbeenraisedby otherresearcherf23,
26], but theimportantquestionis haw exactly feedbak shouldde-
pendondelayto establiststability. Usingtoolsfrom controltheory
we conjecturethat congestion feedbackbasedon rate-mismatch
shouldbe inverselyproportiona to delay andfeedbackbasedon
gueuemismatchshouldbe inverselyproportioral to the squareof
delay

Rolustnesso congestiorshouldbeindepen@ntof unknownand
quickly charging parameterssuchasthe numberof flows. A fun-
damentaprinciplefrom controltheorystateghata controllermust
reactas quickly asthe dynamicsof the controlled signal; other
wisethecontrollerwill alwayslagbehindthecontrolledsystemand
will beineffective. In the contet of currentproposaldor conges-
tion control,thecontrolleris anActive QueueManagmentscheme
(AQM). Thecontrolledsignalis the aggreyatetraffic traversingthe
link. The controller seeksto matchinput traffic to link capacity
However, this objective mightbe unachigable whentheinputtraf-
fic consistof TCPflows, becaus¢hedynanicsof aTCPaggreate
deperd on the numberof flows (V). The aggrgaterateincreases
by N paclets perRTT, or decreasepropationally to 1/N. Since
the numberof flows in the aggregateis not constantand changs
overtime,no AQM controllerwith constanparametersanbefast
enoudh to operatewith anarbitrarynumbe of TCPflows. Thus,a
third objective of our systemis to make the dynamicsof the aggre-
gatetraffic indepementfrom the numberof flows.

Thisleadsto theneedfor decoupling efficiencycontmol (i.e.,con-
trol of utilization or congestioi from fairnesscontrol. Rokustness
to congsstionrequiresthe behavior of aggreyatetraffic to beinde-



Filled in H_cwnd (set to sender’s current cwnd)
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Figure 1: Congestionheader

pencentof the numberof flows in it. However, ary fair bandvidth
allocationintrinsically depend on the numker of flows traversing
the bottleneck.Thus,the rule for dividing bandvidth amongindi-
vidualflowsin anaggregateshouldbeindepementfrom thecontrol
law thatgovernsthe dynamicsof theaggreyate.

Traditionally, efficiency andfairnessarecouged sincethe same
control law (suchas AIMD in TCP)is usedto obtain both fair-
nessandefficiency simultaneously3, 9,17,18,16]. Conceptually
however, efficiency and fairnessare independat. Efficieng in-
volvesonly the aggregatetraffic’s behaior. Whentheinputtraffic
rateequalsthe link capacity no queuebuilds andutilization is op-
timal. Fairnesspn the otherhand,involvestherelative throughput
of flows sharinga link. A schemds fair whenthe flows sharinga
link have the samethroughpu irrespectie of congestion.

In our new paradigm,a routerhasboth an efficiency controller
(EC) anda fairnesscontroller (FC). This separatiorsimplifiesthe
designandanalysisof eachcontrollerby reducingtherequirements
imposed It also permitsmodifying one of the controllerswith-
outredesigimg or re-analyzimg the other Furthermoreit provides
a flexible framevork for integratingdifferentialbandvidth alloca-
tions. For example,allocatingbandwidthto sendersaccordingto
their prioritiesor thepricethey payrequireschangingonly thefair-
nesscontrolleranddoesnot affect the efficiency or the congestion
characteristics.

3. PROTOCOL

XCP provides a joint designof end-systemsndrouters. Like
TCR XCPis awindow-basedcongestion control protocolintended
for besteffort traffic. However, its flexible architecturecaneasily
suppat differentiatedservicesasexplainedin § 6. The description
of XCP in this sectionassumes pure XCP network. In § 8, we
shav that XCP cancoexist with TCP in the samelnternetandbe
TCP-friendly

3.1 Framework

First we give an overview of how control information flows in
the network, thenin § 3.5we explain feedbackcomputation.

Sendersnaintaintheir congestionwindow cwnd androundtrip
timert t  andcommunicateheseto the routersvia a congestion
heade in every paclet. Routersmonitor the input traffic rate to
eachof their outputquetres. Basedon the differencebetweenthe
link bandwidthand its input traffic rate, the routertells the flows
sharingthatlink to increaseor decreas¢heir congestionwindows.
It doesthis by annotatingthe congestiorheade of datapaclets.
Feedbacks divided betweenflows basedon theircwnd andrt t
valuessothatthe systemcornvergesto fairness.A morecongesed
routerlaterin the pathcanfurtherreducethe feedbak in the con-
gestionheadelby overwritingit. Ultimately, thepacletwill contain
the feedbackfrom the bottleneckalongthe path. Whenthe feed-

!In this documen, the notationRTT refersto the physicalround
trip time, rt t refersto the variable maintainedby the sources
software,and H _rtt refersto afield in the congestiorheader

backreachesherecever, it is returnedo thesendein anackrowl-
edgmen paclet, andthe sendemupdatests cwnd accordingy.

3.2 The CongestionHeader

EachXCP paclet carriesa congestionheader(Figure 1), which
is usedto commuricatea flow’s stateto routersandfeedbackrom
the routerson to the recevers. Thefield H_cwnd is the senders
currentcongestionwindow, whereasH _rtt is the senders current
RTT estimate Thesearefilled in by the senderandnever modified
in transit.

The remainingfield, H_feedback, takes positve or negative
valuesand is initialized by the sender Routersalong the path
modify this field to directly controlthe congesion windows of the
sources.

3.3 The XCP Sende

As with TCP, an XCP sende maintainsa congestiorwindow of
the outstanihg paclets, cwnd, and an estimateof the roundtrip
timertt. On paclet departurethe senderattachesa congestion
headeto the pacletandsetsthe H_cwnd field to its currentcwnd
and H _rtt to its currentr t t . In the first paclet of a flow, H_rtt
is setto zeroto indicateto the routersthatthe sourcedoesnot yet
have avalid estimateof the RTT.

The senderinitializes the H_feedback field to requestits de-
siredwindow increase.For example,whenthe applicationhasa
desiredrater, the sende setsH_ feedback to the desiredincrease
in thecongesion window (r- r t t - cwnd) divided by the number
of pacletsin the currentcongestionwindow. If bandwidthis avail-
able, this initialization allows the senderto reachthe desiredrate
afteroneRTT.

Wheneer a nev acknowledgmenarrives,positive feedbak in-
creaseshesendes cwnd andnegative feedbackreducest:

cwnd = max(cwnd + H_feedback, s),

wheres is the paclet size.

In addition to direct feedbak, XCP still needsto respondto
lossesalthoughthey arerare. It doesthis in a similar mannerto
TCP

3.4 The XCP Recever

An XCP recever is similar to a TCP recever exceptthatwhen
acknowledginga paclet, it copiesthe congesion headerfrom the
datapaclet to its acknowledgment.

3.5 The XCP Router: The Control Laws

The job of an XCP routeris to compute the feedbackto cause
thesystemto convergeto optimalefficiency andmin-maxfairness.
Thus,XCP doesnotdrop paclets. It operateon top of a dropping
policy suchasDropTail, RED, or AVQ. The objective of XCP is
to prevent, asmuchaspossible the queuefrom building up to the
pointatwhich a paclet hasto be dropped.

To computethefeedbak, an XCP routerusesan efficiencycon-
troller anda fairnesscontmwller. Both of thesecomputeestimates
overtheaverageRTT of theflowstraversingthelink, whichsmooths
the burstinesof a window-basedcontrol protocol. Estimatingpa-
rametersover intenals longerthanthe averageRTT leadsto slug-
gish resporse, while estimatingparameterover shorterintervals
leadsto erroneos estimatesThe averageRTT is computedusing
theinformationin the congestionheader

XCP controllersmalke a single control decisionevery average
RTT (the control intenval). This is motivatedby the needto ob-
sene theresultsof previous control decisionsheforeattemptinga
new control. For example,if theroutertellsthe sourcedo increase



their congestionwindows, it shodd wait to seehow much spare
bandvidth remainsbeforetelling themto increaseagain.

The router maintainsa perlink estimation-cotrol timer thatis
setto the most recentestimateof the averageRTT on that link.
Upontimeoutthe routerupdatests estimatesandits controldeci-
sions.In theremaindewof this pape, we referto therouterscurrent
estimateof theaverageRTT asd to emphagethisis thefeedback
delay

3.5.1 ThekEfficiencyContmller (EC)

The efficiengy controllers purpo® is to maximizelink utiliza-
tion while minimizing drop rate and persistentqueues It looks
only at aggr@ate traffic and neednot careaboutfairnessissues,
suchaswhich flow a paclet belongsto.

As XCPiswindow-basedthe EC computesadesiredncreaseor
decreasén the number of bytesthatthe aggr@atetraffic transmits
in acontrolinterval (i.e.,anaverageRTT). Thisaggreyatefeedback
¢ is compuedeachcontrolinterval:

p=ad-S-p-Q, @)

« andp areconstahparametersyhosevaluesaresetbasedn our
stability analysig(§ 4) to 0.4 and0.226, respectiely. Thetermd is
the averageRTT, and S is the sparebandwidthdefinedasthe dif-
ferencebetweerthe input traffic rateandlink capacity (Note that
S canbeneggative.) Finally, @ is the persistengjuete size(i.e., the
quele thatdoesnot drainin aroundtrip propagtiondelay),asop-
posedto atransientqueuethatresultsfrom the bursty natureof all
window-basedprotocols. We compute by taking the minimum
guele seenby anarriving paclet duringthelastpropagtiondelay
which we estimateby subtractinghelocal queling delayfrom the
averageRTT.

Equation1 makesthe feedba& proportionalto the spareband-
width becase,whenS > 0, thelink is underutilizedandwe want
to sendpositive feedbak, while whenS < 0, thelink is congesed
andwe wantto sendnegative feedback.However this aloneis in-
sufficient becausdt would meanwe give no feedbackwhen the
input traffic matcheghe capacity andsothe quete doesnot drain.
To drainthe persistenjueuewe make the aggreyatefeedbak pro-
portionalto the persistentjueuetoo. Finally, sincethe feedbackis
in bytes the sparebandwidthS is multiplied by the averageRTT.

To achieve efficiengy, we allocatethe aggreyatefeedbacko sin-
gle pacletsas H_feedback. Sincethe EC dealsonly with theag-
gregatebehaior, it doesnot carewhich paclets get the feedback
andby how mucheachindividual flow changsits congestiorwin-
dow. All the EC requiresis thatthetotal traffic changesy ¢ over
this control interval. How exactly we divide the feedbackamong
thepaclets (andhencetheflows) affectsonly fairnessandsois the
job of thefairnesscontroller

3.5.2 TheFairnes Contrwoller (FC)

The job of the fairnesscontroller(FC) is to apportionthe feed-
backto individual pacletsto achieve fairnessThe FCrelieson the
sameprinciple TCP usesto corvemgeto fairnessnamelyAdditive-
Increase Multiplicative-Decease(AIMD). Thus,we wantto com-
putethe perpaclet feedbak accordingto the policy:

If ¢ > 0, allocateit sothattheincreasein througtput of all flows
is thesame
If ¢ < 0, allocateit sothatthedecea in throughput of a flowis
proportional to its current throughput.
This ensuresontinuouscorvergenc to fairnessaslong asthe ag-
gregate feedbacke is not zero. To prevert convergenc stalling
whenefficiengy is aroundoptimal (¢ ~ 0), we introducethe con-
ceptof bandwidthshufling. Thisis thesimultaneosallocationand

deallocatiorof bandwidthsuchthatthetotaltraffic rate(andconse-
quentlythe efficiency) doesnot changeyetthethroughput of each
individua flow changegradudly to approachheflow’sfair share.
Theshufled traffic is compuedasfollows:

h = max(0,7 -y — |4]), 2

wherey is the input traffic in an averageRTT and+y is a constant
setto 0.1. This equdion ensureghat, every averageRTT, at least
10% of thetraffic is redistritbutedaccordingto AIMD. The choice
of 10%is atradeof betweenthe time to corverge to fairnessand
the disturbancethe shufling imposeson a systemthatis around
optimalefficiengy.

Next, we computethe perpaclet feedbak that allows the FC
to enforcethe above policies. Sincethe increaselaw is additive
whereaghe decreasés multiplicative, it is corveniert to comptue
thefeedbackassignedo paclet: asthe combinationof a positive
feedbackp; andanegative feedbackn; .

H_feedback; = p; — n;. (3)

First, we computethe casewhenthe aggrejatefeedbackis pos-
itive (¢ > 0). In this case we wantto increasethe throughmt of
all flows by the sameamount. Thus, we want the chang in the
througtput of ary flow 4 to be proportionalto the sameconstant,
(i.e., Athroughput; x constant). Sincewe are dealingwith a
window-basel protocol, we wantto compue the changein con-
gestionwindow ratherthanthe changen throughpa. The change
in the congestion window of flow i is the chang in its through
put multiplied by its RTT. Hence, the changein the congestion
window of flow ¢ shouldbe proportiona to the flow’s RTT, (i.e.,
Acwnd; x rtt;).

The next stepis to translatethis desiredchangeof congestion
window to perpaclet feedbackhatwill bereportedn theconges-
tion headerThetotal changen congestionwindow of aflow is the
sumof theperpacletfeedbackt receves. Thus,we obtaintheper
paclet feedbackby dividing the changein congestionwindow by
the expectednumberof pacletsfrom flow : thatthe routerseesn
acontrolinterval d. This numberis proportionalto theflow's con-
gestionwindow divided by its paclet size (both in bytes),“"sL_di,
andinverselypropationalto its roundtrip time, rt;. Thus theper
paclet positive feedbak is propational to the squareof the flow’s
RTT, andinverselyproportionalto its congestion window divided

2
by its paclet size,(i.e.,p; ﬁ) Thus,positive feedba& p;
is givenby:
rtt? - 8;
cwnd; ’

pi=%& (4)
whereg,, is aconstant.

The total increasein the aggr@ate traffic rate is
wheremaz(#, 0) ensureshatwe arecomputingthe positve feed-
back. This is equalto the sum of the increasein the ratesof all
flows in the aggreyate,which is the sumof the positive feedbaclka
flow hasreceveddivided by its RTT, andso:

h+max(¢,0)
d 1

h+ max(4,0) <~ pi

d rit;’ ®)

whereL is the numbe of pacletsseenby therouterin anaverage
RTT (thesumis over paclets). Fromthis, £, canbederivedas:

h + max(¢, 0)

cwnd;

132 (6)

Similarly, we compue the perpaclet negative feedba& given
when the aggregyate feedbackis negatve (¢ < 0). In this



case, we want the decrease in the througtput of

flow ¢ to be proportional to its current throughpt (i.e.,

Athrouglput « throughput;). Conseqently, the desiredchang
in the flow’s congestiorwindow is propational to its currentcon-
gestionwindow (i.e., Acwnd « cwnd). Again, the desiredper

paclet feedbackis the desiredchangein the congestionwindow

divided by the expectednumberof pacletsfrom this flow thatthe
routerseesn aninterval d. Thus,wefinally find thattheperpaclet
negative feedba& shoud be proportiona to the paclet sizemulti-

pliedbyitsflow'sRTT (i.e.,n; o rtt;-s;). Thusnegative feedback
n; is givenby:

n; =&p - rtt; - S ©)

whereg,, is aconstant.

As with the increasecase,the total decreasen the aggreate
traffic rateis the sumof the decreasén theratesof all flowsin the
aggreate:

L

h + max(—¢,0) i
d - Z rit; ®)
As s0,¢, canbederivedas:
_ h+max(—¢,0)
b=y ©)

wherethe sumis over all pacletsin a control interval (average
RTT).

3.5.3 NotesontheEfficiencyandFairnessControllers

This sectionsummarizeghe importantpoints aboutthe design
of theefficiencgy controllerandthe fairnesscontroller

As mentionedearlier the efficiency andfairnesscontrollersare
decouwled. Specifically the efficieny controller uses a
Multiplicative-Increaséultiplicative-Decreasiaw (MIMD), which
increaseshe traffic rate proportionallyto the sparebandwidthin
the system(insteadof increasingby onepaclet/RTT/flow asTCP
does).This allows XCPto quickly acquirethe positive spareband-
width evenover high capacitylinks. Thefairnesscontroller onthe
otherhand usesan Additive-Increaséviultiplicative-Decreaséaw
(AIMD), which corvergesto fairness[10]. Thus, the decouging
allows eachcontrollerto usea suitablecontrol law.

The particular control laws used by the efficiengy controller
(MIMD) andthefairnesscontroller(AIMD) arenottheonly possi-
ble choices.For example,in [20] we describea fairnesscontroller
thatusesa binomiallaw similarto thosedescribedn [6]. We chose
thecontrollaws above becaus@ur analysisandsimulationdemon-
stratetheir good performance.

We notethatthe efficiency controllersatisfiesthe requirements
in § 2. Thedynamicsof the aggreyatetraffic are specifiedby the
aggreate feedbackand stay indepement of the numberof flows
traversingthe link. Additionally, in contrastto TCP wherethein-
crease/decaserulesareindifferentto the degreeof congestionin
the network, the aggreyatefeedbacksentby the EC is propational
to the degreeof under or over-utilization. Furthermoresincethe
aggreate feedba& is given over an averageRTT, XCP becones
lessaggressie astheroundtrip delayincrease$.

AlthoughthefairnesscontrollerusesAIMD, it corvergesto fair-
nesdasterthanTCR Notethatin AIMD, all flowsincreaseequally

2TherelationbetweerXCP's dynamicsandfeedbackdelayis hard
to fully graspfrom Equationl. We referthereaderto Equationl6,
which shavs thatthe changdn througtputbasedn rate-mismatch
is inverselyproportiona to delay andthe changebasedon queue-
mismatchis inverselyproportionalto the squareof delay

regardlessof their currentrate. Therefore,it is the multiplicative-

decreasghathelpsconverging to fairness.In TCR, multiplicative-

decreasés tied to the occurreree of adrop,which shouldbe arare
event. In contrastwith XCP multiplicative-decreases decoupled
from dropsandis performedevery averageRTT.

XCP is fairly robustto estimationerrors. For example,we esti-
matethevalueof £, every d anduseit asa predictionof &, during
thefollowing controlinterval (i.e.,thefollowing d). If weundees-
timate&,, wewill fail to allocateall of the positive feedbackn the
currentcontrolinterval. Nonethelesshebandvidth we fail to allo-
catewill appeaiin our next estimationof theinputtraffic asaspare
bandwidth which will be allocated(or partially allocated)in the
following controlintenal. Thus,in every control interval, a por-
tion of the sparebandwidthis allocateduntil noneis left. Sinceour
underestimatiorof £, causegeducel allocation,the corvergence
to efficiency is slower thanif our predictionof &, hadbeencorrect.
YettheerrordoesnotstopXCPfrom reachindfull utilization. Sim-
ilarly, if we overestimate, thenwe will allocatemorefeedbag& to
flows atthebeginning of a controlinterval andrun out of aggreyate
feedbackquickly. This uneven spreadof feedbackover the alloca-
tion intenval doesnot affect corvergenceto utilization but it slows
down corvergene to fairness. A similar algumentcan be made
aboutotherestimationerrors;they mainly affect the corvergence
time ratherthanthe correctnessf the controllers?

XCP’s parametergi.e., @ and3) areconstantwhosevaluesare
indepemlentof the numberof sourcesthe delay andthe capacity
of the bottleneck This is a significantimprovementover previ-
ousapproackswherespecificvaluesfor the parametersvork only
in specificervironments (e.g, RED), or the parameterfiave to be
chosendifferently depenéhg on the numker of sourcesthe capac-
ity, andthe delay(e.g.,AVQ). In § 4, we shav how theseconstant
valuesarechosen.

Finally, implementingthe efficiency and fairnesscontrollersis
fairly simple and requiresonly a few lines of codeas shavn in
Appendx A. We note that an XCP router performsonly a few
additionsand 3 multiplicationsper packet, makingit an attractve
choiceevenasabackionerouter

4. STABILITY ANALYSIS

We usea fluid model of the traffic to analyzethe stability of
XCP. Our analysisconsides a single link traversedby multiple
XCP flows. For the sale of simplicity and tractability, similarly
to previous work [22, 15, 23, 24], our analysisassumesll flows
have a common finite, and positive roundtrip delay andneglects
bourdaryconditions(i.e.,queuesrebounckd,ratescannotbe neg-
ative). Later, we demamstratethrough extensve simulationsthat
even with largertopologies,differentRTTs, and bourdary condi-
tions,our resultsstill hold.

Themainresultcanbe statedasfollows.

THEOREM 1. Suppaetheroundtrip delayis d. If the parame-
tersa and 3 satisfy:

0<a<—— and B=da’V2,

4v2

thenthesystenis stableindepementlyof delay capecity, andnum-
ber of sources.

3Thereis onetype of error that may prevent the corvemgerce to
completeefficiency, whichis theunbalamrredallocationanddeallo-
cationof theshufledtraffic. For example,if by theendof acontrol
intenal we deallocateall of the shufled traffic but fail to allocate
it, thenthe shufling might prevert us from reachingfull link uti-
lization. Yet notethatthe shufled traffic is only 10% of the input
traffic. Furthermoreshufling existsonly when|¢| < 0.1y.
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The detailsof the proof aregivenin AppendixB. Theideaun-
derlyingthestability proofis thefollowing. Giventheassumgions
above, our systemis alinearfeedbacksystemwith delay The sta-
bility of suchsystemamay be studiedby plotting their open-loop
transferfunctionin a Nyquist plot. We prove thatby choosinga
andg asstatedabove, the systemsatisfieshe Nyquiststability cri-
terion. Further the gainmagin is greaterthanoneandthe phase
mamin is positive indepenently of delay capacity andnumberof
source$.

5. PERFORMANCE

In this section,we demonstrateghrough extensive simulations
thatXCP outperformsT CPbothin corventionalandhigh bandvidth-
delayervironmerts.

Oursimulationsalsoshav thatXCP hastheuniquecharacteristic
of almostnever droppingpaclets.

We also demorstratethat by complying with the condtions in
Theoreml, we canchooseconstantvaluesfor o and 8 thatwork
with ary capacityanddelay aswell asany numberof sourcesOur
simulationscover capacitiesn [1.5 Mb/s, 4 Gh/s],propagtionde-
laysin [10 ms, 1.4 sec],andnumberof sourcesn [1, 1000]. Fur
ther, we simulate2-way traffic (with theresultingackcompressin)
and dynanic environmentswith arrivals and departuresof short
web-like flows. In all of thesesimulations,we seta = 0.4 and
B = 0.226 shaving therobustnes®f ourresults.

Additionally, the simulationsshawv thatin contrastto TCP, the
new protocd dampess oscillationsandsmoothlyconvergesto high
utilization, small queuesize, and fair bandwidthallocation. We
alsodemorstratethattheprotocolis robustto highly varyingtraffic
demansandhigh variancein flows’ roundtrip times.

5.1 Simulation Setup

Our simulationsusethe paclet-level simulatorns-2[1], which
we have extendedwith an XCP module> We compareXCP with
TCPRenoover thefollowing queuingdisciplines:

Random Early Discard (RED [13]). Our experimentsuse the

“gentle” modeandsetthe parameteraccordingio theauthors'rec-

ommendtionsin [2]. The minimum andthe maximumthresholds
aresetto onethird andtwo thirdsthe buffer size,respectiely.

4The gain mamin is the magnituc of the transferfunction at the
frequerty —mr. The phasemauin is the frequeng at which the
magnituce of the transferfunction becomesl. They are usedto
prove robuststability.

5Thecodeis availableatwww.ana.lcs.mit.edu/dina/XCP
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Figure 4: XCP significantly outperforms TCP in high band-
width environments. The graphscompare the efficiencyof XCP
with that of TCP over RED, CSFQ, REM, and AVQ asa func-
tion of capacity.

Random Early Marking (REM [5]). Our experimentssetREM
parameteraccordingo theauthorsrecommendtionprovidedwith
theircode.In particular ¢ = 1.001, v = 0.001, theupdateinterval
is setto the transmissiortime of 10 paclets,andqrefis setto one
third of the buffer size.

Adaptive Virtual Queue (AVQ [22]). As recommendd by the
authors,our experimentsusey = 0.98 and computea basedon
theequationin [22]. Yet,asshavn in [19], theequationfor setting
a doesnot admita solutionfor high capacitiesIn thesecaseswe
usea = (.15 asusedin [22].

Core StatelessFair Queuing (CSRKQ [28]). In contrastto the
abore AQMs, whosegoalis to achieve high utilization and small
queuesize, CSFQaims for providing high fairnessin a network
cloud with no perflow statein corerouters. We compareCSFQ
with XCP to shav that XCP canbe usedwithin the CSFQframe-
work to improve its fairnessandefficiengy. Again, the parameters
aresetto the valueschosenby the authorsin their nsimplementa-
tion.

The simulatorcodefor theseAQM schemess provided by their
authors. Further to allow theseschemego exhibit their bestper
formancewe simulatethemwith ECN enabled.

In all of our simulationsthe XCP parametersresetto o = 0.4
andfg = 0.226. We experimentedwvith XCP with both Drop-Tail
andRED dropping policies. Therewasno differencebetweenthe
two casedecawse XCP almostnever dropped paclets.

Most of our simulationsusethe topologyin Figure2. The bot-
tleneckcapacity theroundtrip delay andthenumberof flowsvary
accordingto the objective of the experiment. The buffer sizeis al-
ways setto the delay-banwidth prodict. The datapaclet sizeis
1000bytes. Simulationsover the topologyin Figure 3 areusedto
shaw thatourresultsgeneralizeo largerandmorecomplec topolo-
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Figure5: XCP significantly outperforms TCP in high delayen-
vironments. The graphs compare bottleneck utilization, aver-
agequeue,and number of dropsasround trip delay increases
when flows are XCPs and when they are TCPs over RED,
CSFQ,REM, and AVQ.

gies. Whenunspeified, the readershouldassumehatthe simula-
tion topologyis thatin Figure2, theflows RTTsareequialert, and
the sourcesarelong-lived FTP flows. Simulations’runningtimes
vary dependingn the propagatiordelaybut arealwayslargerthan
300 RTTs. All simulationswere run long enoughto ensurethe
systemhasreachedi consistenbehaior.

5.2 Comparisonwith TCP and AQM Schemes

Impact of Capacity: We shav that anincreasein link capacity
(with the resultingincreaseof perflow bandvidth) will causea
significantdegrachation in TCP’s performane, irrespectve of the
gueung scheme.

In this experiment,50 long-lived FTP flows sharea bottleneck.
Theroundtrip propagatiordelayis 80 ms. Additionally, thereare
50 flows traversingthe reversepath and usedmerely to createa
2-way traffic environmentwith the potentialfor ack compression.
SinceXCP is basedon a fluid modelandestimatesomeparame-
ters, the existenceof reversetraffic, with the resultingburstiness,
tendsto stressheprotocol.

Figure4 demamstrateghat as capacityincreasesTCP’s bottle-
neckutilization decreasesignificantly This happensregardlessf
thequeung scheme.

In contrast XCP’s utilizationis alwaysnearoptimalindepen@nt
of the link capacity Furthermore XCP never dropsary paclet,
whereasT CP dropsthousandf paclets despiteits useof ECN.
Although the XCP quete increaseswith the capacity the queu-
ing delaydoesnot increasebecausehe larger capacitycauseghe
queleto drainfaster

Impact of FeedbackDelay: Wefix the bottleneckcapacityat 150
Mb/s and studythe impactof increaseddelayon the performane
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Figure 6: XCP is efficient with any number of flows. The
graphs compare the efficiency of XCP and TCP with various
gueuing schemesasa function of the number of flows.

of congestioncontrol. All otherparameterfhiave the samevalues
usedin the previous experiment.

Figure5 shawvs that asthe propagationdelay increasesTCP’s
utilizationdegradesconsiderablyegardles®f thequeuirg scheme.
In contrast XCP maintainshigh utilizationindepenently of delay

The adwerseimpact of large delay on TCP’s performancehas
beennotedover satellitelinks. Thebursty natureof TCP hasbeen
suggestedas a potential explanation and paclet pacinghasbeen
proposel as a solution [4]; however, this experimentshavs that
burstinesss aminorfactor In particular XCPis a burstywindow-
basedrotocolbutit copeswith delaymuchbetterthanTCP It does
soby adjustingits aggressienessaccordirg to roundtrip delay

Impact of Number of Flows: We fix the bottleneckcapacityat
150Mb/s androundtrip propayationdelayat 80 msandrepeathe
sameexperimentwith a varying numberof FTP sources Other
parameterfiave the samevaluesusedin the previous experiment.

Figure6 shaws thatoverall, XCP exhibits good utilization, rea-
sonablequeuesize, and no paclet losses. The increasein XCP
gueueasthe numberof flows increasess a side effect of its high
fairness(seeFigure 8). Whenthe number of flows is larger than
500, the fair conge$ion window is betweentwo and three pack-
ets. In particular the fair congestionwindow is a realnumber but
theeffective (i.e.,used)congestionwindow is anintegernumkter of
paclets. Thus,asthe fair window sizedecreasg, the effect of the
roundirg errorincreaseausinga disturbance Conseqgently, the
gueueincreaseso absorhthis disturbance

Impact of Short Web-Like Traffic: Sincealargenumberof flows
in the Internetare shortweb-like flows, it is importantto investi-
gatethe impactof suchdynamicflows on congestioncontrol. In
this experiment,we have 50 long-lived FTP flows traversingthe
bottlenecklink. Also, there are 50 flows traversing the reverse
path whosepresene emulatesa 2-way traffic ervironmert with
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Figure 7: XCP is robust and efficient in ervironmentswith ar-
rivals and departuresof short web-like flows. The graphs com-
parethe efficiencyof XCP to that of TCP over various queuing
schemesasa function of the arri val rate of web-like flows.

the resultingack compression The bottleneckbandwidthis 150
Mb/s andthe roundtrip propagatiordelayis 80 ms. Shortflows
arrive accordingto a Poissonprocess. Their transfersize is de-
rived from a Paretodistribution with anaverageof 30 paclets (ns-
implementatiorwith shape_ = 1.35), which complieswith real
webtraffic [11].

Figure 7 graphsbottleneckutilization, averagequeLle size,and
total numberof drops,all asfunctionsof the arrival rate of short
flows. The figure demonstrateXCP’s robustnessn dynamicen-
vironmernts with a large numter of flow arrivals and departures.
XCP continuesto achieve high utilization, small quete size and
zerodropseven asthe arrival rate of shortflows becones signif-
icantly high. At arrival rateshigherthan 800 flows/s (more than
10 new flows every RTT), XCP startsdropgng paclets. This be-
havior is not causedby the ervironmentbeinghighly dynamic. It
happensbecauset suchhigh arrival ratesthe numberof simulta-
neously active flows is afew thousandsThus,thereis no spacen
the pipe to maintaina minimum of onepaclet from eachflow and
dropsbecomeinevitable. In this case XCP’s behaior approacles
theunde-lying droppirg policy, whichis RED for Figure7.

Fairness: This experimen shavs that XCP is significantlyfairer
than TCR regardlessof the queuingscheme. We have 30 long-
lived FTP flows sharinga single 30 Mb/s bottleneck.We conduct
two setsof simulations. In the first set, all flows have a common
roundtrip propagtiondelayof 40 ms. In the secondsetof simu-
lations,theflows have differentRTTs in therange[40 ms,330ms]
(RTT;41 = RTT; + 10ms).

Figures8-aand 8-b demorstratethat, in contrastto other ap-
proactes, XCP providesa fair bandwidthallocationand doesnot
have ary bias againstlong RTT flows. Furthermore Figure 8-b
demorstratesXCP robustnesdo high variancein the RTT distri-
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Figure 8: XCP is fair to both equal and different RTT flows.
The graphs compare XCP’s Fairnessto that of TCP over RED,
CSFQ,REM, and AVQ. Graph (b) alsoshons XCP’srobustness
to environmentswith differentRTTs.

bution. Thus,althoughXCP computesan estimateof the average
RTT of thesystemit still operatezorrectlyin environmentswhere
differentflows have substantiallydifferentRTTs. For furtherinfor-
mationon this point seeAppendixC.

A Mor e ComplexTopology: Thisexperimentuseshe9-link topol-
ogy in Figure 3, althoughresultsare very similar for topologes
with morelinks. Link 5 hasthe lowestcapacity namely50 Mb/s,
whereaghe othersare 100 Mb/s links. All links have 20 ms one-
way propagitiondelay Fifty flows, representethy the solid arrow,
traverseall links in the forward direction. Fifty crossflows, illus-
tratedby the small dashedarrows, traverseeachindividud link in
the forward direction. 50 flows also traverseall links along the
reversepath.

Figure9 illustratesthe averageutilization, queuesize,andnum-
ber of dropsat every link. In general,all schemesnaintaina rea-
sonablyhigh utilization at all links (note the y-scale). However,
the trade off betweenoptimal utilization and small queuesize is
handleddifferentlyin XCP from the variousAQM schemesXCP
tradesa few percentof utilization for a consideably smallerqueue
size.XCP’slower utilizationin this experimentcomparedo previ-
ousonesis dueto disturbancentroducedby shufling. In particu-
lar, atlinks 1, 2, 3, and4 (i.e., the setof links precedingthe lowest
capacitylink alongthe path),the fairnesscontrollertriesto shufle
bandwidthfrom the crossflows to the long-distarce flows, which
have lowerthrougtput. Yet, theselong-distancdlows arethrottled
downstreamatlink 5, andsocanrot benefitfrom this positive feed-
back. This effectis mitigatedat links downstreamfrom link 5 be-
causehey canobsene theupstreanthrottlingandcorrespodingly
reducetheamountof negative feedbaclgiven (seeimplementation
in Appendx A). In ary event,asthetotal shufled bandwidh is less
than10%,the utilization is alwayshigherthan90%.
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Figure 9: Simulation with multiple congestedgueues. Utiliza-
tion, average Queuesize,and number of dropsat nine consecu-
tive link s (topology in Figure 3). Link 5 hasthe lowestcapacity
alongthe path.

It is possibleto modify XCP to maintain100%utilizationin the
presene of multiple congestedinks. In particulay we could mod-
ify XCP sothatit maintainsthe queuearoundatamgetvaluerather
thandrainingall of it. This would causethe disturbane induced
by shufling to appearasa fluctuationin the quete ratherthanasa
dropin utilization. However, we believe that maintaininga small
quele sizeis morevaluablle thana few percentincreasdan utiliza-
tion when flows traversemultiple congesed links. In particular
it leavesa safetymaigin for bursty arrivals of new flows. In con-
trast,thelargequeuesnaintainedatall links in the TCPsimulations
causeevery paclet to wait at all of the nine queuss, which consid-
erablyincreasegnd-to-en lateng.

At theendof thissectionjt is worth notingthat,in all of our sim-
ulations,the averagedrop rate of XCP waslessthan 1078, which
is threeordersof magnitudesmallerthanthe otherschemeslespite
their useof ECN. Thus,in ernvironmerts wherethe fair congestion
window of aflow is largerthanoneor two paclets, XCP cancon-
trol congestionwith almostno drops.(As thenumkber of compeing
flows increasedo the point wherethe fair congestion window is
lessthanonepaclet, dropsbecone inevitable.)

5.3 The Dynamicsof XCP

While the simulationspresentecbore focuson long termaver
agebehaior, thissectionshavstheshorttermdynamicsof XCP. In
particular we shav thatXCP’s utilization, queuesize,andthrough-
put exhibit very limited oscillations.Thereforethe averagebeha-
ior presentedn the sectionabove is highly representatie of the
generabehaior of the protocd.

ConvergenceDynamics: We shav thatXCP dampen®scillations
and corvergessmoothlyto high utilization small quetes and fair
bandvidth allocation. In this experiment,5 long-lived flows share
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Figure 10: XCP’s smooth corvergenceto high fair ness,good
utilization, and small queuesize. Five XCP flows share a 45
Mb/s bottleneck. They start their transfers at times 0, 2, 4, 6,
and 8 seconds.

a45Mb/s bottleneckandhave acomma RTT of 40 ms. Theflows
starttheir transferswo second apartat0, 2, 4, 6, and8 secorls.
Figure 10-a shavs that whenerer a new flow starts, the fair-
nesscontroller reallocatesbandwidthto maintain min-max fair-
ness. Figure 10-b shaws that decouplingutilization and fairness
controlensureghatthis reallocations achiezed without disturbing
theutilization. Finally, Figure10-cshavstheinstantanensqueue,
which effectively absorbghe new traffic anddrainsafterwards.

Robustnessto Suddenincr easeor Decreasan Traffic Demands:
In thisexperimentwe examineperformancastraffic demandsnd
dynamicsvary consideably. We startthe simulationwith 10 long-
lived FTP flows sharinga 100 Mb/s bottleneckwith a round trip
propagitiondelayof 40 ms. At ¢ = 4 second, we start100 nev
flows andlet themstabilize. At ¢ = 8 secondsye stopthese100
flows leaving the original 10 flows in the system.

FigurellshawvsthatXCP adaptqjuickly to asudderincreaseor
decreasdn traffic. It shaws the utilization andqueue bothfor the
casewhenthe flows are XCP, andfor whenthey are TCPstravers-
ing RED queles.XCP absorbghenew burstof flowswithoutdrop-
ping ary paclets, while maintaininghigh utilization. TCP on the
otherhandis highly disturbedby the suddenincreasen thetraffic
andtakesa long time to restabilize.Whenthe flows are suddenly
stoppedatt = 10 seconls,XCP quickly reallocateshespareband
width andcontinuego have high utilization. In contrastthesudden
decreasén demanddestabilizesTCP and causesa large sequence
of oscillations.

6. DIFFERENTIAL BANDWIDTH ALLOCA-
TION

By decouping efficiency andfairness XCP providesa flexible
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Figure 11: XCP is more robust againstsuddenincreaseor decreasein traffic demandsthan TCP. Ten FTP flows share a bottleneck.
At time ¢ = 4 secondswe start 100additional flows. At ¢t = 8 secondsthesel100flows are sudderly stoppedand the original 10 flows

are left to stabilize again.

frameawork for designingavarietyof bandvidth allocationschemes.

In particular themin-maxfairnesscontroller describedn § 3, may
be replacedby a controllerthat causeghe flows’ throughpts to
corverge to a differentbandwidh allocation (e.g., weightedfair-
ness,proportioral fairness,priority, etg). To do so, the designer
needso replacethe AIMD policy usedby the FC by a policy that
allocategheaggr@atefeedbak to theindividual flows sothatthey
corvergeto thedesiredrates.

In this section,we modify the fairnesscontrollerto provide dif-
ferential bandwidthallocation. Before describingour bandvidth
differentiationschemewe note thatin XCP, the only interesting
quality of service(QoS)schemesrethe onesthat addresshand-
width allocation. Since XCP provides small queuesize and near
zerodrops,QoSschemeshatguarantesmallqueuingdelayor low
jitter areredundant.

We describea simpleschemeahatprovide differentialbandvidth
allocationaccordingto the shadowpricesmodeldefinedby Kelly
[21]. In this model, a user chooseshe price per unit time she
is willing to pay The network allocatesbandvidth so that the
througlputs of userscompetingfor the samebottleneckare pro-
portionalto their prices;(i.e., th’;;‘fc’;f““ = thr::i’;’f“tj).

To provide bandwidh differentiationwe replacahJeAIMD pol-
icy by:

If ¢ > 0, allocateit sothattheincreasen throughput of a flowis
proportional to its price.

If ¢ < 0, allocateit sothatthedeceasin throughput of a flowis
proportional to its current throughput.

We canimplementthe above policy by modifying the conges-
tion header In particular the senderreplacesthe H_cwnd field
by the currentcongesion window divided by the price sheis will-
ing to pay (i.e, cwnd/price). This minor modificationis enoughto
prodwce a servicethatcomplieswith the abore model.

Next, we shav simulationresultsthatsupport our claims. Three
XCP sourcesharea 10 Mb/s bottleneck.The corresponihg prices
arep; = 5, p2 = 10, andps = 15. Eachsourcewantsto transfer
a file of 10 Mbytes, andthey all starttogetheratt = 0. There-
sultsin Figure 12 shawv thatthe transferrate dependson the price
the sourcepays. At the beginning, whenall flows areactie, their
througtputsare5 Mb/s, 32 Mb/s, and12Mb/s, which are propa-
tionalto their correspoding prices.After Flow 1 finishesits trans-
fer, the remainingflows grabthe freed bandwidthsuchthat their

Throughput (Mb/s)

0 5 10 15 20
Time (seconds)

Figure 12: Providing differential bandwidth allocation using
XCP. ThreeXCP flows eachtransferring a 10 Mbytes file over
a shared 10 Mb/s bottleneck. Flow 1’ s price is 5, Flow 2’ s
price is 10, and Flow 3’ s price is 15. Throughpu is averaged
over 200ms (5 RTTs).

throughputs continuebeing proportionalto their prices. Note the
high responsienessof the system.In particular whenFlow 1 fin-
ishesits transferfreeing half of the link capacity the otherflows’
sendingratesadaptin afew RTTs.

7. SECURITY

Similarly to TCR in XCP securityagainstmisbehaing sources
requiresanadditionalmechaismthatpolicestheflowsandensures
thatthey obey the congestion control protocol. This may be done
by policing agentdocatedat the edgesof the network. The agents
maintain perflow stateand monitor the behaior of the flows to
detectnetwork attacksandisolateunresponsie sources.

Unlike TCP, XCP facilitatesthe job of thesepolicing agentshe-
causeof its explicit feedback. Isolating the misbehaing source
becomedasterand easierbecase the agentcan use the explicit
feedbacko testa source.More preciselyin TCPisolatinganun-
responsie sourcerequiresthe agent/routeto monitorthe average
rateof asuspecsourceover afairly longinterval to decidewhether
the sourceis reactingaccordingto AIMD. Also, sincethe sources
RTT is unknown,its correctsendingrate is not specified,which
complicateshe taskeven further. In contrast,in XCP, isolatinga
suspecflow is easy Theroutercansendthe flow a testfeedback
requiringit to decreasés congestiorwindow to a particularvalue.



If the flow doesnot reactin a single RTT thenit is unresposive.
The fact that the flow specifiesits RTT in the paclet makes the
monitoringeasier Sincetheflow cannottell whenanagent/router
is monitoringits behavior, it hasto alwaysfollow the explicit feed-
back.

8. GRADUAL DEPLOYMENT

XCPis amenablédo gradualdeploymert, which couldfollow one
of two paths.

8.1 XCP-basedCore Statelesg~air Queuing

XCP canbe deplo/edin a cloud-basedpproachsimilar to that
propcsed by Core Statelesdrair Queuing (CSK)Q). Such an ap-
proachwould have several benefits. It would force unresponive
or UDP flows to usea fair sharewithout needingperflow statein
the network core. It would improve the efficiency of the network
becawseanXCP coreallows higherutilization, smallerqueuesizes,
and minimal paclet drops. It alsowould allow an ISP to provide
differentialbandwidthallocationinternallyin their network. CSFQ
obviously sharegheseobjectives,but our simulationsindicatethat
XCP givesbetterfairnesshigherutilization, andlower delay

To useXCPin thisway, we mapTCPor UDP flows acrossanet-
work cloud onto XCP flows betweertheingressandegresshorder
routes. Each XCP flow is associatedvith a queueat the ingress
router Arriving TCP or UDP pacletsentertherelevantquete, and
the corresporing XCP flow acrosshe coredeterminesvhenthey
canleave. For this purpose H _rtt is themeasuregropagitionde-
lay betweeningressand egressrouters,and H_cwnd is setto the
XCP congsstionwindow maintainecby theingressrouter(not the
TCPcongesion window).

Maintainingan XCP core canbe simplified further First, there
is no needto attacha congesion heade to the paclets,asfeedback
canbe collectedusinga small control paclet excharged between
borderroutersevery RTT. Secondmultiple micro flows thatshare
thesamepair of ingressandegresshorderrouterscanbemappedo
a single XCP flow. The differentialbandwidthschemedescribed
in § 6, allows eachXCP macro-flav to obtaina throughput propa-
tional to the numbe of micro-flows in it. The routerwill forward
pacletsfromthequewe accordingo the XCP macro-flav rate. TCP
will naturallycausethe micro-flows to converge to sharethe XCP
macro-flav fairly, althoughcareshouldbetakennotto mix respon-
sive andunrespasive flows in the samemacro-flav.

8.2 A TCP-friendly XCP

In this section,we describea mechanismallowing end-to-end
XCP to compee fairly with TCPin the samenetwork. This design
canbe usedto allow XCP to exist in a multi-protocolnetwork, or
asamechanisnfor incrementateployment.

To start an XCP connection, the sender must check

whethettherecevverandtheroutersalongthepathareXCP-enabled.

If they arenot, the senderrevertsto TCP or anothe corvertional
protocd. Thesecheckscanbe doneusingsimple TCP andIP op-
tions.

We then extend the designof an XCP routerto handlea mix-
ture of XCP and TCP flows while ensuringthat XCP flows are
TCP-friendly Therouterdistinguishes<CP traffic from non-XCP
traffic andquelesit separately TCP paclets are queuedn a con-
ventiond RED quete (the T-queug. XCP flows arequeuedin an
XCP-enabledjueue(the X-queueg describedn § 3.5). To be fair,
the router shoud processpaclets from the two queuessuchthat
the averagethroughput obsered by XCP flows equalsthe average
throughput obsened by TCP flows, irrespectve of the numker of
flows. This is doneusing weighted-&ir queuingwith two queles
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Figure 13: XCP is TCP-friendly.

wheretheweightsaredynamicallyupdatedandcorvereto thefair
sharef XCP andTCP. Theweightupdatemechanisnusesthe T-
queuedrop rate p to computethe averagecongestiorwindow of
the TCPflows. The computationusesa TFRC-like [12] approad,
basedon TCP’s throughpt equdion:

cwndrcp =

- . (10)
2+ 12py /32 x (14 32p2)

wheres is the averagepaclet size. When the estimation-control
timer fires, theweightsareupdatedasfollows:

cwndxcp — cwndrcp

wr =wr + K (112)

-3 )
cwndxcp + cwndrcp

cwndrcp — cwndxcp

wx =wx + kK

— —, (12)
cwndxcp + cwndrcp
wherek is asmallconstanin therange(0,1),andwr andwx are
the T-queueandthe X-queueweights. This updateshe weightsto
decreas¢hedifferencebetweenT CP's andXCP’s averageconges-
tion windows. Whenthedifferencebecomegzero,theweightsstop
changng andstabilize.

Finally, the aggregyate feedbackis modified to causethe XCP
traffic to corvergeto its fair shareof thelink bandwidth

p=a-d-Sx —B-Qx, (13)

wherea and 3 are constantparametersd the averageround trip
time, @ x is thesizeof the X-queue andSx is XCP’sfair shareof
the sparebandvidth computedas:

Sx = wx - ¢ — yx, (14)

wherewx is the XCP weight, ¢ is the capacityof thelink, andyx
is thetotal rateof the XCP traffic traversingthelink.

Figurel3shavsthethroughps of variouscombination®f com-
peting TCP and XCP flows normalizedby the fair share.The bot-
tleneckcapacityis 45 Mb/s andthe roundtrip propagationdelayis
40 ms. The simulationsresultsdemorstratethat XCP is as TCP-
friendly as other protocolsthat are currently under consideration
for deploymentin the Internet[12].

9. RELATED WORK

XCP builds on the experiencelearnedfrom TCP and previous
researchn congestioncontrol[6, 10, 13, 16]. In particular theuse
of explicit congestiorfeedba& hasbeenproposedby the authors
of Explicit CongestionNatification (ECN) [27]. XCP generalizes
this approachso asto sendmoreinformationabou the degreeof
congestionin the network.

Also, explicit congestionfeedba& hasbeenusedfor control-
ling Available Bit Rate (ABR) in ATM networks [3, 9, 17, 18].
However, in contrastto ABR flow control protocols,which usu-
ally maintainperflow stateat switches[3, 9, 17, 18], XCP does



not keepary perflow statein routers. Further ABR control pro-
tocols are usually rate-basedyhile XCP is a window-basedpro-
tocol and enjoys self-clocking a characteristichat consideraly
improvesstability [7].

Additionally, XCP buildson CoreStateles&air Queuing(CSFQ
[28], which by puttingaflow’s statein the pacletscanprovide fair-
nesswith no perflow statein thecorerouters.

Our work is alsorelatedto Active QueueManagenent disci-
plines[13, 5, 22, 15], which detectanticipatedcongestionand at-
temptto preventit by taking active countermeasures.However,
in contrasto theseschemesXCP usesconstanparametersvhose
effective valuesareindependentof capacity delay andnumbe of
sources.

Finally, our analysisis motivatedby previous work thatuseda
controltheoryframework for analyzingthe stability of congestion
controlprotocols[23, 26, 15,22, 24].

10. CONCLUSIONS AND FUTURE WORK

Theoryandsimulationssuggesthat currentinternetcongestion
controlmechanismarelikely to runinto difficulty in thelongterm
astheperflow bandwidth-déay productincreasesThis motivated
usto stepbackandre-evaluateboth controllaw andsignallingfor
congestioncontrol.

Motivatedby CSFQ we choseo corvey controlinformationbe-
tweenthe end-systemsand the routersusing a few bytesin the
paclet header The mostimportantconsegenceof this explicit
controlis thatit permitsa decougling of congestion control from
fairnesscontmol. In turn, this decowpling allows more efficient
useof network resourcesand more flexible bandwvidth allocation
schemes.

Basedon theseideas,we devised XCP, an explicit congestion
control protocoland architecturehat can control the dynamicsof
the aggr@atetraffic indepenently from therelative througtput of
the individual flows in the aggregate. Controlling congestionis
doneusing an analytically tractablemethodthat matchesthe ag-
gregatetraffic rateto thelink capacity while preventingpersistent
quetes from forming. The decouwling thenpermitsXCP to real-
locatebandwidthbetweerindividual flows withoutworrying about
being too aggreskre in dropping paclets or too slow in utilizing
sparebandwidh. We demorstrateda fairnessmechaimsm basedn
bandwidth shufling thatcorverges muchfasterthanTCPdoesand
shaved how to usethis to implementboth min-maxfairnessand
thedifferentialbandwidthallocation.

Ourextensie simulationsdemonstrat¢hat XCP maintainsgood
utilization andfairnesshaslow queuingdelay anddropsvery few
paclets. We evaluatedXCP in comparisorwith TCP over RED,
REM, AVQ, and CSFQqueuesjn both steady-statand dynamic
ervironmentswith web-like traffic and with impulseloads. We
found no casewhereXCP performssignificantlyworsethan TCP.
In factwhenthe perflow delay-banlwidth produd becomedarge,
XCP’s performanceemainsexcellentwhereast CP suffers signif-
icantly.

We believe that XCP is viable andpracticalasa congestioncon-
trol schemelt operateshe network with almostno drops,andsub-
stantiallyincreaseghe efficiencgy in high bandvidth-delayproduct
ervironments.
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APPENDIX
A. IMPLEMENT ATION

Implementingan XCP router is fairly simple and is bestde-
scribedusingthe following pseudocode. Therearethreerelevant
blocksof code Thefirst blockis executedatthearrival of apaclet
andinvolvesupdatingthe estimatesnaintainecby therouter

On paclet arrival do:
input.traffic += pkt_size
sumrtt_by_cwnd+= H_rtt x pktsize/ H_cwnd
sumrtt_squareby_cwnd+=H_rtt x H_rtt x pkt_size/ H.cwnd

The secoml block is executedwhen the estimation-controtimer
fires. It involvesupdding our control variables,reinitializing the
estimationvariables andreschedling thetimer.

On estimation-controtimeoutdo:
avg.rtt = sumrtt_squareby_cwnd/ sumrtt_by_cwnd
¢ = ax avg.rtt x (capacity- input.traffic) - 8x Queue
shufled.traffic = 0.1x input_traffic
&p = ((max(,0) + shufled_traffic) / (avg_rtt x sum.rtt_by_cwnd)
&n = ((max(—¢,0) + shufled_traffic) / (avg_rtt x input traffic)
residueposfbk = (max(p,0)+ shufled traffic) /avg rtt
residueneg_fbk = (max(¢,0)+ shufled. traffic) /avg rtt
inputtrafic=0
sumrtt_by_cwnd=0
sumrtt_squareby_cwnd=0
timer.schedule(eg_rtt)

Thethird block of codeinvolvescomputingthefeedbackandis ex-
ecutedat paclets’ departure. On paclet departuredo:

posfbk =&, x H_rtt x H_rtt x pkt.size/ H_cwnd
neg_fbk = £, x H_rtt x pktsize
feedbak = posfbk - neg_fbk
if (H_feedbak > feedbackthen
H_feedba& = feedba&k
residuepos fbk -= posfbk / H_rtt
residueneg_fbk -= neg_fbk / H_rtt
else
if (H_feedbak > 0)
residueposfbk -= H_feedback H_rtt
residueneg_fbk -= (feedback H_feedbak) / H_rtt
else
residueneg_fbk += H_feedback H_rtt
if (feedback> 0) thenresidueney fbk -=feedback/Hrtt

5Thisis theaverageRTT over theflows (notthe paclets).

if (residueposfbk < 0)theng, =0
if (residueneg_fbk < 0) then&, =0

Note that the code executedon timeout doesnot fall on the crit-
ical path. The perpaclet code can be madesubstatially faster
by replacingcwnd in thecongestionheadeby packet _si ze x

rtt/ cwnd, andby having the routersreturn feedback x H_rtt

in H_feedback andthesendedividing thisvaluebyitsrt t . This
modification sparesthe router ary division operation in which

case the router doesonly a few additions and 3 multipli cations
per packet.

B. PROOF OF THEOREM 1

Model: Considerasinglelink of capacityc traversedoy N XCP
flows. Letd bethecommonroundtrip delayof all usersandr;(t)
bethe sendingrateof useri attime ¢. The aggreatetraffic rateis
y(t) = 3 ri(t). Theshufled traffic rate is h(t) = 0.1 - y(t).”

Theroutersendssomeaggrejatefeedbackevery controlintenal
d. The feedbackreacheghe sourcesafter a roundtrip delay It
changsthesumof their congestiorwindows (i.e.,> w(t)). Thus,
the aggr@atefeedbacksentpertime unit is the sumof the deriva-
tivesof thecongestiorwindows:

2 i(edw-n-9-pae-0).

Sincetheinputtraffic rateis y(t) = > “’T(t) thederivative of the
traffic ratey(t) is:

i) = 3 (~a-d- G- D)= - ratt - D).

Ignoring the bourdary condtions, the whole systemcan be ex-
pressedisingthefollowing delaydifferentialequations

q(t) = y(t) —c (15)

«

i) = -3t -d -0~ Dat-a) o

([=9(t=ad)]"+h(t—d))

17)
Thenotation[(t — d)]* is equivalentto max(0, §(t — d)). Equa-
tion 17 expresseghe AIMD policy usedby the FC; namely the
positive feedbackallocatedto flows is equal, while the negative
feedbaclallocatedo flowsis proportionalo their currentthrough
puts.

Fi(t) = %([y(t—d)]ﬂh(t—d))—%

Stability: Letuschange variableto z(t) = y(t) — c.
Proposition: The Linearsystem:

q(t) = x(t)
z(t) = —Kiz(t — d) — Kxq(t — d)
is stablefor ary constandelayd > 0 if

a B
1=g and fe=am
wherea andj areary constantsatisfying:
™ 2
0<a<—= and B=a’V2
4/2 B

"We areslightly modifying our notations While y(t) in § 3.5refers
to the input traffic in an averageRTT, we useit hereasthe input
traffic rate(i.e., inputtraffic in aunit of time). The sameis truefor
h(t).



-40 dB/dec.

>
[y
S

ve

e >
Ky -20 dB/dec.

|
. /

Figure 14: The feedbackloop and the Bodeplot of its openloop
transfer function.
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Figure 15: The Nyquist plot of the open-looptransfer function
with a very small delay.

PrROOF. Thesystemcanbe expressedisinga delayedfeedback
(seeFigurel4. Theopenloop transferfunctionis:

Kl -8+ K2 —ds
-1 T2,
52
For very smalld > 0, the closed-log@ systemis stable. The
shapeof its Nyquist plot, which is given in Figure 15, doesnot
encircle—1.
Next, we canprove thatthe phasemaigin remainspositive inde-

pencent of the delay The magnituak and angle of the open-loop
transferfunctionare:

G| = VE? w2+ K2

w?

G(s) =

)

K
/G = —7 4 arctan wK;

Thebreakfrequeny of thezerooccursat; w, = £2.

—w-d.

To simplify the systemwe decidedto choosex andg suchthat
the breakfrequeng of the zerow, is the sameasthe crosseer
frequeny w. (frequeny for which |G(w.)| = 1). Substituting
we = w, = 22 in|G(w.)| = 1leadsto 8 = a’V/2.

To maintainstability for any delay we needto make surethatthe
phasemamin is indepenientof delayandalwaysremainspositive.
This meansthat we needZG(we) = -7+ 2 - 2 > —7 =

[e3

g < %. Substituting3 from the previous paragrap, we find that
we needa < 4”% in which case,the gainmamgin is largerthan
one andthe phasemamin is always positive (seethe Bodeplot in
Figure 14). This is true for ary delay capacity and numberof
sources. [

C. XCPROBUSTNESSTOHIGH VARIANCE
IN THE ROUND TRIP TIME

Flow Throughput (Mbps)

Flow with 5 msec RTT ~ »
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Figure 16: XCP robustnessto high RTT variance. Two XCP
flows eachtransferring a 10 Mbytes file over a shared 45 Mb/s
bottleneck. Although the first flow hasan RTT of 20 ms and
the secondflow hasan RTT of 200 ms both flows corverge to
the samethr oughput. Throughptt is averagedover 200msin-
tervals.



